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 چکیده
ها، رفتار های اجتماعی رشد قابل توجهی داشته است. در این سامانههای پیشنهاددهنده در شبکههای اخیر، استفاده از سامانهدر سال

منظور ارائة بههای پیشنهاددهنده با این پویایی علایق و نیازهای کاربران کند و تطبیق سامانهو علایق کاربران در طول زمان تغییر می

رفتار پویای کاربر را در های پیشنهاددهنده، رغم اهمیت این موضوع، اغلب سامانهعلیضروری است. تر به کاربران دات دقیقپیشنها

شود که از روش تجزیة گرفتن پویایی علایق کاربران ارائه مینظرگیرند. در این مقاله، یک سامانه پیشنهاددهندة اجتماعی با درنظر نمی

شود که که هر کاربر الگوی تغییر علایق خاص خود را دارد، فرض میگرفتن ایننظرکند. در مدل پیشنهادی با دریماتریس استفاده م

کردن پویایی منظور مدلعلایق فعلی کاربر به علایق او در دورة زمانی قبلی بستگی دارد، و یک ماتریس انتقال علایق برای هر کاربر به

ها بر اساس روش تجزیة ماتریس، شود و با ترکیب امتیازاتِ کاربران و اعتماد بین آنلی آموزش داده میعلایق کاربر بین دو دورة متوا

دهند که مدل پیشنهادی نسبت به نشان می Epinionsها بر روی مجموعه دادة شود. ارزیابیبینی میامتیازاتِ کاربران به اقلام پیش

شود. همچنین تحلیل پیچیدگی زمانی مدل پیشنهادی بینی امتیازات میقت در پیششده، منجر به بهبود بیشتر دهای مقایسهروش

 بودن این مدل  است.پذیرگر مقیاسبیان
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Abstract 
With the expansion of social networks, the use of recommender systems in these networks has attracted 

considerable attention. Recommender systems have become an important tool for alleviating the 

information that overload problem of users by providing personalized recommendations to a user who 

might like based on past preferences or observed behavior about one or various items. In these systems, 

the users’ behavior is dynamic and their preferences change over time for different reasons. The 

adaptability of recommender systems to capture the evolving user preferences, which are changing 
constantly, is essential.  

Recent studies point out that the modeling and capturing the dynamics of user preferences lead to 

significant improvements in recommendation accuracy. In spite of the importance of this issue, only a 

few approaches recently proposed that take into account the dynamic behavior of the users in making 

recommendations. Most of these approaches are based on the matrix factorization scheme. However, 

most of them assume that the preference dynamics are homogeneous for all users, whereas the changes 

in user preferences may be individual and the time change pattern for each user differs. In addition, 

because the amount of numerical ratings dramatically reduced in a specific time period, the sparsity 

problem in these approaches is more intense. Exploiting social information such as the trust relations 
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between users besides the users’ rating data can help to alleviate the sparsity problem. Although social 

information is also very sparse, especially in a time period, it is complementary to rating information. 

Some works use tensor factorization to capture user preference dynamics. Despite the success of these 

works, the processing and solving the tensor decomposition is hard and usually leads to very high 

computing costs in practice, especially when the tensor is large and sparse. 
In this paper, considering that user preferences change individually over time, and based on the 

intuition that social influence can affect the users’ preferences in a recommender system, a social 

recommender system is proposed. In this system, the users’ rating information and social trust 

information are jointly factorized based on a matrix factorization scheme. Based on this scheme, each 

users and items is characterized by a sets of features indicating latent factors of the users and items in 

the system. In addition, it is assumed that user preferences change smoothly, and the user preferences in 

the current time period depend on his/her preferences in the previous time period. Therefore, the user 

dynamics are modeled into this framework by learning a transition matrix of user preferences between 

two consecutive time periods for each individual user. The complexity analysis implies that this system 

can be scaled to large datasets with millions of users and items. Moreover, the experimental results on a 

dataset from a popular product review website, Epinions, show that the proposed system performs 

better than competitive methods in terms of MAE and RMSE. 

 
Keywords: Social recommender system, rating prediction, preference dynamics, matrix factorization, 

trust. 
 

 مقدمه -7
اطلاعات در محیط  رشد سریع و متنوعاخیر، با دو دهة  در

یکی از . اندشده مواجه ي جدیديهاوب، کاربران با چالش
پیمایش این حجم  و جستجوهاي مهم، مشکل این چالش

توسط کاربران  اطلاعات و یافتن اطلاعات دلخواه از انبوه
و  به سردرگمی جردر بسیاري از موارد من است که

تحت  . این مشکلشودمی هاتوسط آني اشتباه هاتصمیم
ي هاسامانهشود. شناخته می 1مسألة سربار اطلاعاتیعنوان 

براي توانند ابزاري ارزشمند، می عنوانبه 2پیشنهاددهنده
در و  شوندمفید واقع  ی،سربار اطلاعات شکلم مقابله با

مورد توجه قرار گیري چشم طورهاي اخیر، بهسال
ها با تحلیل رفتار و خصوصیات این سامانه .اندگرفته

، [1] کردن بخش قابل توجهی از اطلاعاتکاربران، و فیلتر
توانند فهرست اقلامی را که ممکن است مورد علاقة می

که یک قلم کنند و یا اینکاربر باشد به او پیشنهاد 
محصول را که به چه میزان مورد علاقة یک کاربر خواهد 

ترین نوع اطلاعاتی که اغلب در کنند. مهم بینیبود، پیش
شود، اطلاعات مربوط به امتیازاتی ها استفاده میاین سامانه

دهند و به آن ماتریس است که کاربران به اقلام می
 شود.امتیازات گفته می

استفاده از  ،اجتماعیهاي با گسترش شبکه
مورد توجه ها شبکهاین در  پیشنهاددهندهي هاسامانه

هاي هاي اخیر، سامانهو در سال قرار گرفته است یاديز
اجتماعی، هم از نظر تعداد کاربران و هم  پیشنهاددهندة

گذارند، رشد قابل میزان اطلاعاتی که به اشتراک می
اند. اطلاعات مربوط به اعتماد بین کاربران توجهی داشته

هاي اجتماعی، یک منبع با ارزش براي مقابله با در شبکه

 

1 Information Overload Problem 
2 Recommender Systems 

است که مورد توجه بسیاري از  3هاخلوتی داده ةمسأل

هاي پیشنهاددهندة اجتماعی قرار گران در سامانهپژوهش
افتد که ها زمانی اتفاق میگرفته است. مسألة خلوتی داده

اند تر کاربران تعداد بسیار کمی از اقلام را امتیاز دادهبیش
هاي هاي ذاتی سیستمو یکی از محدودیت [45]
. یک کاربر براي انتخاب [4]رود شمار میبه نهاددهندهپیش

ها یک قلم محصول، تمایل دارد از نظرات افرادي که به آن
اعتماد دارد، استفاده کند؛ بنابراین روابط اعتماد بین 

و یک وابستگی   [20]کاربران در علایق آنها تأثیرگذار بوده 
ود دارد قوي بین اعتماد و شباهت بین علایق کاربران وج

[31]. 
پذیري خوب بینی و مقیاسبا توجه به قابلیت پیش

هاي ، در اغلب الگوریتم[26] 4هاي تجزیة ماتریسروش
شود. ها استفاده میاز این روش هاي پیشنهاددهندهسامانه

هاي پنهان کاربران و اقلام را ویژگیروش تجزیة ماتریس، 
کند؛ میاز طریق تجزیة ماتریس امتیازات استخراج 

که براي هر یک از کاربران و هر یک از اقلام، یک طوريبه
هاي بردار ویژگی کاربر و بردار نامترتیب بهبردار مجزا به

ویژگی قلم استنتاج و با ضرب داخلی هر زوج بردار ویژگی 
 شود.بینی امتیازات نامشخص انجام میکاربر و قلم، پیش

، پویا اددهندههاي پیشنهرفتار کاربران در سامانه
که تمایل کاربران به دامنة وسیعی از اقلام طورياست؛ به

کند. این رفتارهاي کاربران فقط از در طول زمان تغییر می
طورمعمل به پذیرد، بلکه بهعلایق شخصی آنها تأثیر نمی

دلایلی از قبیل ورود اقلام جدید، تجربة قبلی استفاده 
رخی اقلام، تغییر سن کاربر از برخی اقلام، محبوبیت ب

کاربر، موقعیت مکانی، تأثیر دوستان، محیط و افراد قابل 
 تواند باشد.اعتماد کاربر می

 

3 Data sparsity 
4 Matrix Factorization 
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با توجه به تغییر رفتار و علایق کاربران در طول 
کردن نیازهاي در حال زمان، حفظ دقت، همراه با برآورده

هاي اساسی در تغییر کاربران مشکل و یکی از چالش
، ایجاد مدلی دقیق با توجه به یشنهاددهندههاي پسیستم

. [24 ,16]تغییر علایق کاربران در طول زمان است 
ها، کردن پویایی زمانی علایق کاربران در این سامانهمدل

هایی از قبیل چگونگی مشارکت بُعد زمان و خود با چالش
هاي زمانی مختلف، و استخراج تغییر علایق در دوره

تغییرات براي هر کاربر به منظور  کردن این نوعمدل
مواجه است. همچنین   [15]تر علایق او بینی دقیقپیش

سازي، مقدار دادة موجود در یک دورة در این نوع مدل
نتیجه مسألة یابد و درطور قابل توجهی کاهش میزمانی به

. دقت [15]ها در این حالت شدیدتر است خلوتی داده
دلیل معمولی پس از مدتی به هاي پیشنهاددهندةسامانه

یابد. گرفتن پویایی علایق کاربران، کاهش مینظرعدم در
هاي دهند که تطبیق سامانهشده نشان میمطالعات انجام
طور مدام در با علایق و نیازهاي کاربر که به پیشنهاددهنده

ها شدن کارایی پیشنهادحال تغییر هستند، باعث بهتر
بنابراین استخراج الگوهاي تغییر  ؛[29 ,17 ,6 ,5]شود می

در رفتار کاربران ضروري بوده و باعث ارائة پیشنهادهایی 
. در [12]شود ها میتر به شرایط و علایق فعلی آننزدیک

امکان ارائة  هاي پیشنهاددهندهحال حاضر، اغلب سامانه
پذیري را که کاربران انتظار دارند، سطح مناسبی از واکنش

ها توانایی شناسایی و ترکیب . این سیستم[9] ندارند
در کاربران را  هامحبوبیتتغییرات در نیازها، علایق و 

 گیرند. ندارند و تأثیر زمان در علایق کاربر را نادیده می
گرفتن پویایی علایق کاربران نظردر این مقاله، با در

 در طول زمان، یک سامانه پیشنهاددهندة اجتماعی
تر به کاربران ارائه ولید پیشنهادهاي بهتر و دقیقمنظور تبه

ها است که شود. مدل پیشنهادي مبتنی بر این واقعیتمی
روند تغییر علایق براي همة کاربران در طول زمان یکسان 
نیست و هر کاربر الگوي تغییر علایق خاص خود را دارد، و 

توانند بر علایق کاربران در همچنین روابط اجتماعی می
ک سامانه پیشنهادهنده، تأثیرگذار باشند. در این رویکرد، ی

صورت هموار تغییر شود که علایق کاربران بهفرض می
و علایق دورة زمانی فعلی کاربر به  [31 ,15 ,13]کنند می

علایق او در دورة زمانی قبلی بستگی دارد، و یک ماتریس 
ایی کردن پویمنظور مدلانتقال علایق براي هر کاربر به

شود و با علایق او بین دو دورة متوالی آموزش داده می
ها مبتنی بر ترکیب امتیازاتِ کاربران و اعتماد بین آن

روش تجزیة ماتریس، امتیازاتِ کاربران به اقلام را 
 اواخر چندین سامانهکند. هرچند درهمینبینی میپیش

پیشنهاددهندة مبتنی بر ترکیبِ اطلاعات امتیازات و 

تر به کاربران ارائه منظور ارائة پیشنهادهاي دقیقماد بهاعت
، ولی پویایی علایق کاربران در این [34 ,10]است  شده

ترین ویژگی روش ها نادیده گرفته شده است. مهمسامانه
تجزیة ماتریس که باعث استفادة آن در رویکرد پیشنهادي 

لف تر اطلاعات جانبی مختشده است، امکان ترکیب راحت
هاي این مقاله اختصار، نوآوري. به[35]در مدل است 

 عبارتند از:

 پذیر با استفاده از روش تجزیة ارائة یک مدل مقیاس
ماتریس براي ترکیب پویایی زمانی علایق کاربران، 

منظور بهبود دقت امتیازات و اعتماد بین کاربران به
 بینی امتیازات کاربران.پیش

 الگوي تغییر علایق هر کاربر سازي استخراج و مدل
پیشنهاددهندة اجتماعی با ارائة یک  در سامانه

ماتریس انتقال براي نگاشت تغییر علایق بین دو دورة 
 زمانی متوالی براي هر کاربر خاص.

در ادامة این مقاله و در بخش دوم، مروري بر 
شود. بخش سوم مسألة هدف طرح هاي پیشین میپژوهش

م به معرفی مدل پیشنهادي اختصاص شود. بخش چهارمی
نهایت در دارد. در بخش پنجم نتایج ارزیابی ارائه شده و در

گیري و پیشنهادهاي کارهاي آینده بخش ششم، نتیجه
 شوند.مطرح می

 

 پیشینة پژوهش -2
که پویایی علایق  دهندههاي پیشنهادبسیاري از سامانه

ة ماتریس گیرند، از روش تجزیکاربران را در نظر می
ترین سامانه پیشنهاددهندة معروف. [39]کنند استفاده می

در  ++TimeSVDزمانی مبتنی بر تجزیة ماتریس به نام 
پیشنهاد شده است. این مدل با معرفی یک میزان  [12]

براي هر کاربر و هر قلم محصول در هر زمان  1تمایل
خاص، تغییرات محلی علایق کاربران را استخراج و مدل 

کند. این روش، تجزیة ماتریس را بر اساس روش تجزیة می
یادگیري هر پارامتر  دهد.( انجام میSVD) 2تکین مقدار

صورت مجزا ، در هر مرحله به++TimeSVDدر روش 
نتیجه تلاش بسیار زیادي براي شود که درانجام می

 .[15]گیرد سازي پارامترها صورت میتنظیم
  [15]یس نیز در یک مدل مبتنی بر تجزیة ماتر

پیشنهاد شده است که روش کاهش گرادیان را براي 
هاي پنهان هر کاربر در هر دورة یادگیري بردار ویژگی

هاي شده در همة دورهدادهزمانی با استفاده از امتیازات 
دهد؛ سپس با استفاده از رگرسیون نی قبلی، توسعه میزما

براي بردار پنهان کاربر در هر بازة زمانی، یک مدل  3لاسو
 

1 Bias 
2 Singular Value Decomposition 
3 Lasso 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
1.

28
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             3 / 16

http://dx.doi.org/10.52547/jsdp.18.1.28
https://jsdp.rcisp.ac.ir/article-1-929-en.html


 
 01پیاپی  7شمارة  7088سال 

31 

سازي الگوي تغییر علایق آموزش داده خطی براي مدل
شده در این روش باعث کاهش شود. روش گرادیان ارائهمی

شود. با این وجود، تأثیر کاربرانی ها میمشکل خلوتی داده
اربران اند و به ککه تعداد بسیار کمی از اقلام را امتیاز داده

معروف هستند، در این روش نادیده گرفته  1شروع سرد
پردازش است و این قبیل کاربران در مرحلة پیش شده

که امتیازات کاربران شروع سرد حالیشوند. درحذف می
تواند به نوبة خود در دقت تخمین بردارهاي پنهان سایر می

 .[15]کاربران تأثیر داشته باشد 
یک ماتریس انتقال براي بردار با یادگیري  [44]در 

منظور ي زمانی متوالی بههاي هر کاربر در دو دورهویژگی
استخراج پویایی علایق کاربر، الگوریتم تجزیة احتمالاتی 

شود شود. در این طرح، فرض میماتریس توسعه داده می
کنند و صورت تدریجی تغییر میکه علایق کاربران به

ی فعلی به دورة زمانی قبلی کاربر در دورة زمان علایق
وابسته است. این روش براي آموزش پارامترها و همچنین 

کند. براي رفع ماتریس انتقال از گرادیان نزولی استفاده می
بودن تخمین مقادیر مناسب براي پارامترها، مشکل دشوار

 2BTMFشده به مدلی مبتنی بر بیزین به نام روش یاد
براي  3ة مارکف مونت کارلوتوسعه داده شد که از زنجیر

کند. تخمین پارامترها و آموزش ماتریس انتقال استفاده می
هاي انتقال علایق کار اصلی این روش، آموزش ماتریس

شود براي هر کاربر، الگوي تغییر علایق است که باعث می
شده عنوان مزیت روش یادمخصوص او استخراج شود و به

ل کاربران شروع سرد شود. در این روش مشکمحسوب می
وجود دارد و کاربرانی که تعداد کمی از اقلام را امتیاز 

پردازش امتیازدهی( در مرحلة پیش 22اند )کمتر از داده
کردن پویایی علایق با مدل [35]در  شوند.حذف می

بستگی بین اقلام و همچنین گرفتن همنظرکاربران و در
دهند، و م میتوضیحات متنی که کاربران دربارة اقلا

ترکیب همة آنها در مدل تجزیة ماتریس، امتیازات کاربران 
شوند. اگر چه استفاده از توضیحات متنی در بینی میپیش

ها در ماتریس این طرح به کاهش مشکل خلوتی داده
دهندگان طرح کند، ولی ارائهحاوي امتیازات کمک می

بینی ها توانایی پیشکنند که روش آنشده اذعان مییا
 امتیازات کاربران جدید را ندارد.

یک روش مبتنی بر تجزیة احتمالاتی ماتریس براي 
نویسی در بینی علایق پویاي کاربران در میکروبلاگپیش
پیشنهاد شده است. در این مدل، در هر دورة زمانی،   [3]

بر ماتریس امتیازات و اعتماد مربوط به آن دوره، علاوه
هاي هاي کاربران و اقلام در دورهیماتریس میانگین ویژگ

 

1 Cold-start Users 
2 Bayesian Temporal Probabilistic Matrix Factorization 
3 Markov Chain Monte Carlo 

بینی امتیازات نقش دارند و با زمانی قبلی نیز در پیش
استفاده از یک تابع کاهش نمایی به امتیازاتِ قبلی کاربر 

که هر چه امتیازات کاربر طوريشود؛ بهوزن داده می
تر باشند، تأثیر کمتري در محاسبة علایق و قدیمی

ند گذاشت. با این وجود، در این امتیازاتِ فعلی او خواه
شده به امتیازاتِ همة کاربران در یک روش وزن انتساب

دورة زمانی خاص، یکسان است و این واقعیت که تغییرات 
تواند متفاوت باشد علایق در طول زمان براي هر کاربر می

با توسعة روش  [28]شود. در ، نادیده گرفته می[31 ,23]
س بر اساس فیلترینگ کالمن در تجزیة احتمالاتی ماتری

هاي پیشنهاددهنده، علایق پویاي کاربران استخراج سامانه
شود. این روش با توجه به مدل فضاي حالت پویا، از می

ها و علایق کاربران استفاده یک ماتریس انتقال ویژگی
کند. از آنجایی که الگوي تغییر علایق براي هر کاربر می

اصلی این روش در عمل، این  متفاوت است، محدودیت
کند ماتریس انتقال براي همة کاربران است که فرض می

یک روش تجزیة ماتریس بر  [32]. در [15]یکسان است 
بر امتیازات، از اساس تجزیة مقدار تکین ارائه شده که علاوه

اطلاعات زمانی و روابط اعتماد بین کاربران نیز در 
گان دهندکند. ارائهفاده میبینی امتیازات کاربران استپیش

مربوط به امتیازدهی دادة این روش با تحلیل یک مجموعه
ها نشان دادند که استخراج پویایی علایق کاربران در فیلم

طول زمان براي بهبود دقت پیشنهادات ضروري است. 
استفاده از اعتماد در این روش باعث کاهش مشکل خلوتی 

دو مدل خطی و نمایی براي در این روش، شود. ها میداده
روند تغییر تمایل کاربران به محصولات ارائه شده است. 

عمل، روند تغییر تمایل هر کاربر براي اقلام که درحالیدر
 .[25 ,23] مختلف، ممکن است، متفاوت باشد

در حالتی از روش تجزیة ماتریس، ماتریس 
هاي امتیازات به دو ماتریس نامنفی شامل بردارهاي ویژگی

شود که به آن تجزیة نامنفی کاربران و اقلام تجزیه می
شود. بر این اساس، روشی براي گفته می [14] 4ماتریس

ارائه شده است که با ترکیب  [22]تولید پیشنهادها در 
ها دربارة اقلام، در مدل امتیازات کاربران و توضیحات آن

تجزیة نامنفی ماتریس، الگوي تغییرات زمان علایق 
کند. بدین منظور از یک ماتریس ربران را استخراج میکا

هاي کاربران در دو دورة انتقال براي نگاشت بین ویژگی
کند. در این روش، ماتریس زمانی متوالی استفاده می

انتقال براي همة کاربران یکسان در نظر گرفته شده است؛ 
که روند تغییر علایق براي هر کاربر ممکن متفاوت حالیدر
ي نامنفی . یک روشی مبتنی بر تجزیه[31 ,23]شد با

براي استخراج پویایی علایق  5DMNMFنام ماتریس به
 

4 Non-negative Matrix Factorization 
5 Dynamic Multi-task Non-negative Matrix Factorization 
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ارائه شده است که با آموزش یک   [11]کاربران نیز در
هاي پنهان کاربران در ماتریس انتقال حالت که بین ویژگی
کند، تغییرات علایق دو دورة زمانی متوالی نگاشت می

کند. اگر چه این کاربران در طول زمان را استخراج می
را  [28 ,22 ,3]هاي ارائه شده در روش محدودیت مدل

قال علایق خود را دارد، ولی ندارد و هر کاربر ماتریس انت
هاي زمانی، این ماتریس انتقال براي هر کاربر در همة دوره

که الگوي تغییر حالیثابت در نظر گرفته شده است، در
متفاوت تواند میهاي مختلف علایق هر کاربر در زمان

 باشد. 

سازي پویایی زمانی ها براي مدلبرخی پژوهش

 ي پیشنهاددهنده، از روشهاعلایق کاربران در سامانه

اند. تجزیة تنسور، توسعة استفاده کرده [8] 1تجزیة تنسور

گرفتن نظربعدي، با درتجزیة ماتریس به یک تنسور سه

یک روش تجزیة احتمالاتی  [36]در تأثیرات زمانی است. 

گرفتن تغییر علایق کاربران در طول تنسور با درنظر بیزین

ین روش، امتیازات کاربران به ازمان ارائه شده است. در 

شود بعدي در نظر گرفته میصورت یک تنسور سهاقلام به

زمانی  هايکه ابعاد تنسور متناظر با کاربران، اقلام و دوره

و مقادیر آن، امتیازهایی هستند که یک کاربر به یک  بوده

دهد. محدودیت قلم محصول در یک دورة زمانی خاص می

قط تغییرات کلی را استخراج این روش این است که ف

کند و تغییرات علایق براي هر کاربر خاص را مدل می

گرفتن یک تنسور نظربا در [19]. در [15]کند نمی

هاي زمانی، با ها و دورهبعدي متناظر با کاربران، فیلمسه

هاي پنهان ، ویژگیتنسورتوسعة روش تجزیة احتمالاتی 

ین زده و براي ارائة ها و زمان را تخمکاربران، فیلم

کند. پیشنهادهاي مبتنی بر زمان به کاربران استفاده می

این مدلِ پیشنهادي براي حالتی مناسب است که رفتار 

شود هاي زمانی، تکرار میاي در بازهصورت دورهکاربران به

ي علایق کاربران در طول تواند تغییرات پیوستهو نمی

شنهاددهندة زمانی زمان را استخراج کند. یک مدل پی

هم در  هاي متصل بهمبتنی بر تجزیة تنسور و ماتریس

بعدي متناظر با ارائه شده است که از یک تنسور سه [23]

تعاملات کاربران با اقلام در طول زمان و یک ماتریس 

کند. در این روش، حاوي خصوصیات کاربران استفاده می

شود که فی مینام نرخ پویایی علایق کاربر معرمعیاري به

میزان نرخ تغییرات علایق هر کاربر در گذشته را استخراج 

کند. دهی امتیازاتِ کاربر استفاده میو از آن براي وزن

مزیت اصلی این روش اینست که براي هر کاربر الگوي 

با این وجود، کند. تغییر علایق مخصوص او را استخراج می

 

1 Tensor Factorization 

یابند، زایش میاین روش وقتی تعداد کاربران و اقلام اف

 پذیر نیست.مقیاس

هاي ، در تعدادي از روشبنديجمععنوان به

 این [32 ,28 ,22 ,11 ,3]پیشنهاددهندة زمانی از قبیل 

 دارد را خود خاص علایق تغییر الگوي کاربر هر که واقعیت

 نادیده، [31 ,23]باشد متفاوت تواندمی زمان طول در که

 ,11]هاي موجود گرفته شده است. همچنین اغلب روش

امتیازات کاربران استفاده  از فقط [44 ,36 ,28 ,19 ,15 ,12

ها ها در آنکنند که در نتیجه، مسألة ذاتی خلوتی دادهمی

 که [32 ,28 ,23 ,22 ,3]ها وجود دارد. در تعدادي از روش

 قبیل زا کاربران جانبی اطلاعات علاوه بر امتیازات، از

کاربران   خصوصیات و اقلام دربارة متنی توضیحات اعتماد،

ها کاهش یافته و نیز استفاده شده، مسألة خلوتی داده

هاي باعث بهبود کیفیت پیشنهادها شده است. روش

یافته مبتنی بر تجزیة تنسور، رویکردي اصولی و ساخت

هاي کردن پویایی زمانی در سامانهبراي منظور

ها، اصلی آن ولی محدودیت، [15]پیشنهاددهنده هستند 

خصوص براي ازش و تجزیة تنسور، بهدشواري پرد

که منجر به  ،تنسورهاي بسیار بزرگ و خلوت است

اي بر و افزایش بسیار زیاد پیچیدگی حافظهمحاسبات زمان

از طرفی دقت  . [46 ,15]شود در تجزیة تنسور می

پذیري خوب رویکرد تجزیة ماتریس بینی و مقیاسپیش

عات جانبی در تر بودن ترکیب اطلاو همچنین راحت [26]

، باعث شده است [35] تجزیة ماتریسمدل با استفاده از 

هاي پیشنهاددهندة عنوان پایة اغلب مدلکه این رویکرد به

قرار  [32 ,28 ,22 ,11 ,3 ,35 ,44 ,15 ,12] از قبیل زمانی

 .[39]گیرد 
 

 طرح مسأله -9
اجتماعی شامل  دهندةپیشنهادشود یک سامانه فرض می

m  کاربر وn  براي [3]قلم محصول باشد .P  دورة زمانی از
در دورة  2قلم-قبل تعیین شده، ماتریس امتیازات کاربر

𝑅(𝑡)صورت ( بهt=1, 2, …, P) tزمانی  ∈  ℝ𝑚×𝑛  در نظر
𝑅𝑖𝑗شود و گرفته می

(𝑡) گر امتیاز داده شده توسط کاربر بیان
i (i=1, 2, …, m به قلم )j  (j=1, 2, …, n در دورة زمانی )
t  طورمعمول امتیاز داده شده، یک عدد به .[15]است

گر این است. مقدار صفر بیان 𝑅𝑚𝑎𝑥حقیقی بین صفر تا 
است که کاربر هیچ امتیازي به قلم محصول نداده است. 

رضایت بیشتر کاربر از آن قلم  دهندهامتیاز بالاتر نشان
هاددهنده، مقدار هاي پیشندر اغلب سامانه محصول است.

𝑅𝑚𝑎𝑥  طورمعمول هر کاربر به. [41 ,39 ,38]برابر پنج است
 

2 User-item Matrix 
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دهد؛ به تعداد کمی از اقلام در یک دورة زمانی امتیاز می
هاي سامانهبسیار خلوت است. در 𝑅(𝑡)نتیجه ماتریس در

 ايمجموعهکه کاربر بر ایندهندة اجتماعی، علاوهپیشنهاد
تواند طورمعمول میکند، بهمی از اقلام را امتیازدهی

عنوان دوستان مورد اعتماد خود تعیین کند. کاربرانی را به
𝑇(𝑡)شود فرض می ∈  ℝ𝑚×𝑚 کاربر -ماتریس اعتماد کاربر

𝑇𝑖𝑘که طوريباشد، به tدر دورة زمانی 
(𝑡) گر اعتماد بیان

. [31]باشد  tدر دورة زمانی  kبه کاربر  iکاربر 
طورمعمول مقادیر در ماتریس اعتماد، دودویی هستند. به
𝑇𝑖𝑘طوري که به

(𝑡)
= و  kبه  iبیانگر وجود اعتماد از کاربر  1

𝑇𝑖𝑘
(𝑡)

= گر عدم وجود اعتماد در این دورة زمانی بیان 0
 است. 

هاي با توجه به این واقعیت که در سامانه
پیشنهاددهندة اجتماعی، علایق کاربران در طول زمان 

روابط اعتماد بر علایق کاربران  همچنینکنند و تغییر می
با  𝑅(𝑡)بینی مقادیر ماتریس گذارند، هدف پیشتأثیر می

هاي و ترکیب ماتریس کاربرانعلایق  پویاییاستخراج 
 اد است.اعتمامتیازات و 

( تصویري از منابع 1عنوان یک مثال، شکل )به
دهد. در این مثال، تعداد اي مهم مسأله را نشان میداده

در نظر گرفته شده  5و  4ترتیب برابر کاربران و اقلام به
شده به اقلام و همچنین روابط اعتماد است. امتیازات داده

چند بازة  ها بهشده توسط کاربران بر اساس زمان آنبرقرار
ب( -1الف( و )-1شوند که شکل )زمانی تقسیم می

 tو  t-1هاي زمانی هاي امتیازات در دورهترتیب ماتریسبه
ج( نیز گراف شبکة اعتماد -1دهند. شکل )را نشان می

دهد که ماتریس را نشان می tاجتماعی در دورة زمانی 
 شود. د( مشاهده می-1متناظر آن در شکل )

 

 

 

 

 

 

 
 اصلی در مدل پیشنهادیای (: مثالی برای نشان دادن منابع داده7-)شکل

(Figure-1): An example to illustrate the main data sources in the proposed model 

 
 

 
 
 
 

 

 (: معماری مدل پیشنهادی2-)شکل
(Figure-2): The architecture of the proposed model 

 مدل پیشنهادی -0
علایق  استخراجابتدا تابع هدف مدل پیشنهادي براي 

منظور پویاي کاربران با استفاده از روش تجزیة ماتریس به

شود؛ سپس الگوریتم بینی امتیازات فرموله میپیش

بینی امتیازات نهایت، پیشسازي تابع هدف ارائه و دربهینه

( معماري مدل پیشنهادي را نشان 2شکل )گیرد. انجام می

 دهد.می
   
 تابع هدف -7-0

 اددهندة متداولِ مبتنی بر تجزیةهاي پیشنهسامانه

هایی از قبیل امتیازات هاي اتصالی )شامل دادهماتریس

هاي موجود براي ، از همة دادهکاربران و اعتماد بین آنها(

. از آنجایی که علایق [13]کنند می آموزش مدل استفاده

گیري طور چشممدت، بهکاربر در یک دورة زمانی دراز

رهاي قدیمی کاربر به احتمال زیاد، کنند، رفتاتغییر می

 پیشنهادهاتوانند تأثیر منفی در تولید امتیازاتِ قدیمی می

هاي ؛ بنابراین بر خلاف سایر روش[13]داشته باشند 

ماتریس، در مدل پیشنهادي از همة  ةمبتنی بر تجزی

عنوان دادة آموزشی هاي زمانی قبلی بهامتیازات در دوره

شود میزان پوشی باعث میشود. این چشماستفاده نمی

  
ماتریس 

 انتقال

(𝑀𝑖
(𝑡)) 

 

هاي استخراج ماتریس

هاي کاربران و اقلام در ویژگی

 دوره زمانی فعلی 

(𝑈(𝑡)  و𝑉(𝑡)) 

𝑈(𝑡) 𝑉(𝑡) 

ماتریس امتیازات در 

 (𝑅(𝑡−1)قبلی) زمانی دوره

هاي استخراج ماتریس ویژگی

ماتریس امتیازات در  (𝑈(𝑡−1)قبلی) کاربران در دوره

 (𝑅(𝑡)زمانی فعلی) دوره

 ماتریس اعتماد در دوره

 (𝑇(𝑡))فعلیزمانی 
𝑈(𝑡−1) 

بینی ماتریس امتیازات پیش

 زمانی فعلی در دوره
ماتریس امتیازات پیش 

 (𝑅̂(𝑡)بینی شده فعلی)

 مدل آموزش

 𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 

𝑢1 2 0 0 4 0 
𝑢2 0 5 0 0 4 
𝑢3 0 3 1 0 1 
 𝑢4 0 0 2 4 0 

 t ماتریس امتیازات در:𝑅(𝑡) (ب

 

 𝑖1 𝑖2 𝑖3 𝑖4 𝑖5 

𝑢1 0 0 3 0 1 
𝑢2 0 1 0 0 0 
𝑢3 2 0 0 0 0 
 𝑢4 2 0 0 0 5 

 t-1 در امتیازات ماتریس :𝑅(𝑡−1)الف(

 𝑢1 𝑢2 𝑢3 𝑢4 

𝑢1 0 0 1 0 

𝑢2 1 0 0 1 

𝑢3 1 0 0 1 

 𝑢4 0 0 0 0 

 tاعتماد در ماتریس  :𝑇(𝑡) (د

 

 

 

 

 tگراف شبکه اعتماد در  (ج

 

𝑢1 
𝑢2 

𝑢3 𝑢4 

سازي مقادیر نرمال

 [0,1]يبه بازه

سازي مقادیر نرمال

 [0,1]يبه بازه

 هابینیارزیابی دقت پیش
و  MAE)معیارهاي 

RMSE) 
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دادة در دسترس مربوط به امتیازات کاربران به اقلام 

ها بیشتر شود. شدت کاهش یابد و مسألة خلوتی دادهبه

لاعات اعتماد بین کاربران در براي کاهش این مشکل از اط

 کنیم. کنار امتیازات استفاده می

𝑈(𝑡) هايماتریس کنیممیفرض  ∈  ℝ𝑚×𝑑  و

𝑉(𝑡) ∈  ℝ𝑛×𝑑 پنهانهاي هاي ویژگیترتیب ماتریسبه 

ابعاد فضاي  dباشند.  tکاربران و اقلام در دورة زمانی 

و  mتر از هر دو مقدار بسیار کوچک dویژگی است. )مقدار 

n  )هر بردار سطري است𝑈𝑖
(𝑡)  در𝑈(𝑡)  و𝑉𝑗

(𝑡)  در𝑉(𝑡) 

بردار و  iهاي کاربر ویژگیگر بردار ترتیب بیانبه

روش تجزیة ماتریس، . هستند  jهاي قلم ویژگی

را با  tهاي پنهان کاربران و اقلام در دورة زمانی ویژگی

استخراج  tاستفاده از ماتریس امتیازات در دورة زمانی 

شده هاي استخراجتوان با ضرب داخلی ویژگیکند. میمی

استفاده  𝑅(𝑡)بینی مقادیر ماتریس براي تخمین و پیش

𝑅̂𝑖𝑗بینی مقدار کرد. به این صورت که براي پیش
(𝑡) عنوان به

𝑅𝑖𝑗تخمینی از 
(𝑡):خواهیم داشت ، 

(1) 𝑅̂𝑖𝑗
(𝑡)

= 𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

 

𝑉𝑗که 
(𝑡)𝑇

𝑉𝑗ترانهادة بردار  
(𝑡) است. 

𝐵(𝑡) هايکنیم ماتریسهمچنین فرض می ∈

 ℝ𝑚×𝑑  و 𝑊(𝑡) ∈  ℝ𝑚×𝑑هاي ترتیب ماتریسبه

باشند. هر  هاي پنهان اعتمادکنندگان و معتمدینویژگی

𝐵𝑖بردار سطري 
(𝑡)  در𝐵(𝑡)  و 𝑊𝑘

(𝑡) در𝑊(𝑡) ترتیب به

بردار و  iکاربر اعتمادکنندة  هايویژگیگر بردار بیان

طور هستند. به tدر دورة زمانی  kهاي کاربر معتمد ویژگی

با استفاده از روش تجزیة ماتریس، بردارهاي مشابه 

گان و معتمدین در دورة هاي پنهان اعتمادکنندویژگی

𝑇𝑖𝑘استخراج، و مقدار اعتماد  tزمانی 
(𝑡) صورت بهبه

𝐵𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇 بینی خواهد بود که پیش قابل𝑊𝑘

(𝑡)𝑇 

𝑊𝑘ترانهادة 
(𝑡) .است 

از آنجایی که کاربران در ماتریس امتیازات، همان 
اعتمادکنندگان در ماتریس اعتماد هستند، فضاي 

شود نظر گرفته می ها نیز یکسان درهاي پنهان آنویژگی
هاي پنهان شود که ماتریس ویژگی؛ بنابراین فرض می[37]

هاي مشترک بین دو ، فضاي ویژگی𝑈(𝑡)کاربر، یعنی 
 بردارنتیجه هر باشد؛ درماتریس امتیازات و اعتماد می

𝑈𝑖ویژگی 
(𝑡)  چگونگی امتیازدهی کاربرi  به اقلام و

صورت به tچگونگی اعتماد او به دیگران را در دورة زمانی
در فرایند تجزیة ماتریس، کند. مان مشخص میزهم

هاي توان این دو ماتریس را از طریق فضاي ویژگیمی
که مقادیر دلیل این. به[37 ,10]هم متصل کرد مشترک به

تر منظور آموزش آسانیک هستند، به تااعتماد بین صفر 
𝑅𝑖𝑗پارامترها، هر مقدار 

(𝑡)  را با استفاده از تابع𝑓(𝑥) =

𝑥/𝑅𝑚𝑎𝑥  همچنین[39 ,37]کنیم تبدیل می [0,1]به بازة . 

با استفاده از تابع لجستیک  [45 ,42 ,40 ,37 ,33]همانند 
𝑔(𝑥) = 1/(1 + 𝑒𝑥𝑝(−𝑥))  پیشنهاد شده  [18]که در

است، مقدار حاصلِ ضرب داخلی بردارهاي ویژگی پنهان را 
  کنیم.محدود می [0,1]به بازة 

با توجه به توضیحات بالا، تابع هدف تجزیة ماتریس 
 زیر خواهد بود: صورتبه

 

(2) 

min
𝑈(𝑡),𝑉(𝑡),𝑊(𝑡)

  
1

2
∑ ∑ 𝐼𝑖𝑗

𝑅(𝑡)
(𝑅𝑖𝑗

(𝑡)
− 𝑔(𝑈𝑖

(𝑡)
𝑉𝑗

(𝑡)𝑇

))2

𝑛

𝑗=1

𝑚

𝑖=1

+ 
𝜆𝑇

2
∑ ∑ 𝐼𝑖𝑘

𝑇(𝑡)
(𝑇𝑖𝑘

(𝑡)

𝑚

𝑘=1

𝑚

𝑖=1

− 𝑔(𝑈𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇

))2 + 
𝜆

2
(∥ 𝑈(𝑡)

∥𝐹
2 +∥ 𝑉(𝑡) ∥𝐹

2 +∥ 𝑊(𝑡) ∥𝐹
2 ) 

 

 

 میزانگر بیان (،2دو عبارت نخست در رابطة )

𝐼𝑖𝑗خطاهاي تخمین هستند. 
𝑅(𝑡)و𝐼𝑖𝑘

𝑇(𝑡)
 1گرتوابع نشان 

𝐼𝑖𝑗که مقدارطوريهستند؛ به
𝑅(𝑡)  برابر یک است، اگر کاربرi ،

امتیازدهی کرده باشد؛ در غیر  tرا در دورة زمانی   jقلم 

𝐼𝑖𝑗صورت مقدار این
𝑅(𝑡)  صورتبرابر صفر است. به همین ،

𝐼𝑖𝑘مقدار 
𝑇(𝑡)  برابر یک است، اگر کاربرi  به کاربرk  در

مقدار صورت اعتماد کرده باشد. در غیر این tي زمانی دوره

𝐼𝑖𝑘
𝑇(𝑡)  برابر صفر است. پارامتر𝜆𝑇  میزان تأثیر اعتماد بر

کند؛ علایق کاربر در مقایسه با امتیازات را کنترل می
بزرگتر باشد، میزان تأثیر  𝜆𝑇که هر چه مقدار طوريبه

شود. عبارت داخل اعتماد بر روي علایق کاربر بیشتر می
برازش منظور جلوگیري از بیش، بهپرانتز آخر در رابطة بالا

.∥کنندة آن است. پارامتر تنظیم 𝜆بوده که  ∥𝐹
نرم  2

 :کهطورياست، به فروبنیوس
 

 ∥ 𝑅(𝑡) ∥𝐹
2= √∑ ∑ |𝑅𝑖𝑗

(𝑡)
|2𝑛

𝑗=1
𝑚
𝑖=1. 

تغییر  ملایمصورت هموار و علایق کاربران به
که  شویم مطمئننتیجه باید ؛ در [31 ,15 ,13]کنند می

طور هاي پنهان کاربران در یک دورة زمانی کوتاه بهویژگی
کنیم کنند. بدین منظور فرض میقابل توجهی تغییر نمی

( یک t>1) tدر دورة زمانی  کاربرهاي پنهان یک که ویژگی
 t-1هاي پنهان او در دورة زمانی وابستگی زمانی به ویژگی

𝑀𝑖، یک ماتریس انتقالiدارد. و براي هر کاربر 
(𝑡)

∈ ℝ𝑑×𝑑   
و  tهاي زمانی متوالی هاي او در دورهبین دو بردار ویژگی

t-1 یعنی ،𝑈𝑖
(𝑡−1)

𝑈𝑖 و  
(𝑡) سازیم. این ماتریس، نگاشت می

 

1 Indicator Function 
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 iبین دو بردار متوالی ویژگی پنهان کاربر 
𝑈𝑖)بردارهاي

(𝑡−1)
𝑈𝑖و 

(𝑡)) کند. با را استخراج می
گرفتن ماتریس انتقال، عبارت زیر را براي اعمال نظردر

 دهیم. ( قرار می2) ةپویایی زمانی علایق کاربران در رابط
 

(3) 𝑈𝑖
(𝑡)

≈ 𝑈𝑖
(𝑡−1)

𝑀𝑖
(𝑡) 

 

صورت زیر ( به2رابطة ) هدفدر نتیجه تابع 

 گردد:می بازنویسی
 

(4) 

ℒ = 

min
𝑈(𝑡),𝑉(𝑡),𝑊(𝑡)

  
1

2
∑ ∑ 𝐼𝑖𝑗

𝑅(𝑡)
(𝑅𝑖𝑗

(𝑡)
− 𝑔(𝑈𝑖

(𝑡)
𝑉𝑗

(𝑡)𝑇

))2

𝑛

𝑗=1

𝑚

𝑖=1

+ 
𝜆𝑇

2
∑ ∑ 𝐼𝑖𝑘

𝑇(𝑡)
(𝑇𝑖𝑘

(𝑡)

𝑚

𝑘=1

𝑚

𝑖=1

− 𝑔(𝑈𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇

))2

+
𝜆1

2
∑ ∥ 𝑈𝑖

(𝑡)

𝑚

𝑖=1

− 𝑈𝑖
(𝑡−1)

𝑀𝑖
(𝑡)

∥𝐹
2 +  

𝜆2

2
(∥ 𝑈(𝑡)

∥𝐹
2 +∥ 𝑉(𝑡) ∥𝐹

2 +∥ 𝑊(𝑡) ∥𝐹
2

+ ∑ ∥ 𝑀𝑖
(𝑡)

∥𝐹
2 )

𝑚

𝑖=1

 

 

، عبارت 𝜆1سوم با پارامتر  عبارت(، 4در رابطة )

سازيِ همواري بر اساس این بینش است که علایق تنظیم

صورت هموار در طول زمان تغییر کنند. این کاربران باید به

تخمین ماتریس  خطايسازي دهندة کمینهعبارت نشان

𝑀𝑖انتقال 
(𝑡) .منظور جلوگیري از عبارت آخر به  است

کنندة آن است. پارامتر تنظیم 𝜆2برازش بوده که بیش

قرار می 𝜆2را برابر  𝜆1 ،سازيبراي سادگی مدل، در پیاده

 دهیم.
 

 سازیالگوریتم بهینه -2-0
زمان براي همة هم طوربه( 4در رابطة ) ℒتابع هدف 

𝑈𝑖متغیرهاي 
(𝑡)، 𝑉𝑗

(𝑡)، 𝑊𝑘
(𝑡) و 𝑀𝑖

(𝑡)  محدب نیست؛ ولی

صورت مجزا محدب است. نسبت به هر یک از متغیرها به

کارگیري با به ℒتوان یک بهینة محلی براي نتیجه میدر

طورمعمول از ویژگی که به 1روش گرادیان نزولی تصادفی

دست آورد؛ ، به[13]همگرایی بسیار خوبی برخوردار است 

سایر متغیرها  داشتننگهبدین منظور، هر متغیر با ثابت 

 :شودروزرسانی میصورت روابط زیر بهبه
 

(5) 𝑈𝑖
(𝑡)

= 𝑈𝑖
(𝑡)

− 𝜂
𝜕ℒ 

𝜕𝑈𝑖
(𝑡)

 

 

1 Stochastic Gradient Descent 

(6) 𝑉𝑗
(𝑡)

= 𝑉𝑗
(𝑡)

− 𝜂
𝜕ℒ 

𝜕𝑉𝑗
(𝑡)

 

(7) 𝑊𝑘
(𝑡)

= 𝑊𝑘
(𝑡)

− 𝜂
𝜕ℒ 

𝜕𝑊𝑘
(𝑡)

 

(8) 𝑀𝑖
(𝑡)

= 𝑀𝑖
(𝑡)

− 𝜂
𝜕ℒ 

𝜕𝑀𝑖
(𝑡)

 

 

نسبت به هر یک از  ℒ. گرادیان استنرخ یادگیري  𝜂که 

 عبارت است از: متغیرها

(9) 

𝜕ℒ 

𝜕𝑈𝑖
(𝑡)

= 

∑ 𝐼𝑖𝑗
𝑅(𝑡)

𝑔′(𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

) (𝑔(𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

)

𝑛

𝑗=1

− 𝑅𝑖𝑗
(𝑡)

) 𝑉𝑗
(𝑡)

+ 𝜆𝑇 ∑ 𝐼𝑖𝑘
𝑇(𝑡)

𝑔′ (𝑈𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇

) (𝑔(𝑈𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇

)

𝑚

𝑘=1

− 𝑇𝑖𝑘
(𝑡)

)𝑊𝑘
(𝑡) + 𝜆1(𝑈𝑖

(𝑡)
− 𝑈𝑖

(𝑡−1)
𝑀𝑖

(𝑡)
)

+ 𝜆2 𝑈𝑖
(𝑡) 

(12) 

𝜕ℒ 

𝜕𝑉𝑗
(𝑡)

= 

∑ 𝐼𝑖𝑗
𝑅(𝑡)

𝑔′(𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

) (𝑔(𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

)

𝑚

𝑖=1

− 𝑅𝑖𝑗
(𝑡)

)𝑈𝑖
(𝑡)

+ 𝜆2𝑉𝑗
(𝑡) 

(11) 

𝜕ℒ 

𝜕𝑊𝑘
(𝑡)

= 

𝜆𝑇 ∑ 𝐼𝑖𝑘
𝑇(𝑡)

𝑔′ (𝑈𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇

) (𝑔(𝑈𝑖
(𝑡)

𝑊𝑘
(𝑡)𝑇

) −𝑚
𝑖=1

𝑇𝑖𝑘
(𝑡)

) 𝑈𝑖
(𝑡)

+ 𝜆2𝑊𝑘
(𝑡)  

(12) 
𝜕ℒ 

𝜕𝑀𝑖
(𝑡)

= 

 𝜆1𝑈𝑖
(𝑡−1)𝑇

(𝑈𝑖
(𝑡−1)

𝑀𝑖
(𝑡)

− 𝑈𝑖
(𝑡)

) + 𝜆2𝑀𝑖
(𝑡) 

 

𝑔′(𝑥)که  = exp (−𝑥)/(1 + 𝑒𝑥𝑝(−𝑥))2  مشتق تابع

 باشد.می 𝑔(𝑥)لجستیک 

 

 بینی امتیازاتپیش -9-0
𝑈𝑖آمدة دستبه هايویژگیبا ضرب داخلی دو بردار 

(𝑡) 

𝑉𝑗و
(𝑡) امتیاز کاربر ،i  به قلمj شود. از آنجایی می بینیپیش

ضرب، مقداري بین صفر تا یک است، که نتیجة حاصل

 شوند.بینی میصورت زیر پیشمقدار امتیازات به

(13) 𝑅̂𝑖𝑗
(𝑡)

= 𝑔 (𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

) ⋅ 𝑅𝑚𝑎𝑥 

بینی روند مدل پیشنهادي در پیش (1)الگوریتم 

𝑀𝑖، تابع انتقال 2. در خطدهدامتیازات را نشان می
(𝑡)  براي

𝑑با ماتریس همانی  iهر کاربر  × 𝑑  عضويI  مقداردهی

 و 𝑈(𝑡)، 𝑉(𝑡)هاي ویژگی پنهان اولیه و همچنین ماتریس

𝑊(𝑡) 3شوند. در خطبا مقادیر تصادفی مقداردهی می ،

آید. دست میبه 𝑅(𝑡−1)ماتریس  ةبا تجزی 𝑈(𝑡−1)ماتریس 

مدل پیشنهادي از روش تجزیة ماتریس در  سازيپیادهدر 
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استفاده  𝑈(𝑡−1)، براي محاسبة  LIBMF [7]کتابخانة 

همگرا شود،  ℒسازي تا وقتی که بهینه کنیم. الگوریتممی

شود، بهبررسی می 11گرایی در خط شود. همتکرار می

بین تکرار فعلی و قبلی کمتر  ℒکه اگر میزان تغییر  طوري

 یابد.سازي پایان میباشد، الگوریتم بهینه 𝜀نة از مقدار آستا

هاي گرفتن ماتریسنظربراي یک مثال عددي، با در

بینی امتیازات فرایند پیش(، 1امتیازات و اعتماد در شکل )

شود. در مرحلة نخست، مقادیر ( مشاهده می3در شکل )

نرمال و در مرحلة دو،  [0,1]هاي امتیازات به بازة ماتریس

      t-1هاي پنهان کاربران در دورة زمانی گییس ویژماتر

( از روي ماتریس امتیازات در این دوره 𝑈(𝑡−1))ماتریس 

شود. در اینجا براي سادگی نمایش همانند استخراج می

در مرحلة انتخاب شده است؛ سپس  5برابر  d، مقدار [3]

 ،𝑇(𝑡)شده( و  )نرمال 𝑈(𝑡−1) ،𝑅(𝑡)هاي ماتریسسوم، 

هاي اصلی وارد فرایند آموزش و استخراج عنوان وروديبه

شوند. می tهاي پنهان کاربران و اقلام دورة زمانی ویژگی

و  𝑈(𝑡) ،𝑉(𝑡) ،𝑊(𝑡) برايهاي نهایی حاصل شده ماتریس

𝑀𝑖
(𝑡) (i=1,…, 4( در شکل )مشاهده می3 ) شوند. در

هاي کاربران و مرحلة چهارم، ضرب دو ماتریس ویژگی

پذیرد. در پایان )مرحلة پنج( با ( انجام می𝑈(𝑡)𝑉(𝑡)𝑇اقلام )

(، مقادیر ماتریس امتیازات 13استفاده از رابطة )

 شود.شده محاسبه میبینیپیش
Algorithm 1. The process of rating prediction 

Input: 

  matrices: 𝑅(𝑡), 𝑅(𝑡−1), 𝑇(𝑡); 

  the dimension of the latent feature: d; 

  parameters: 𝜆𝑇 , 𝜆1, 𝜆2; 

  learning rate: 𝜂; 

  convergence parameter: 𝜀. 

Output: matrix 𝑅̂(𝑡). 

 1  Map the raw ratings in 𝑅(𝑡) and 𝑅(𝑡−1) into [0,1].    

 2 Initialize 𝑀𝑖
(𝑡)

 for each user i, 𝑈(𝑡), 𝑉(𝑡) and 𝑊(𝑡). 

 3   Compute 𝑈(𝑡−1). 

 4   Repeat 
 5        Randomly select 𝑅𝑖𝑗

(𝑡)
∈ 𝑅(𝑡) and 𝑇𝑖𝑘

(𝑡)
∈ 𝑇(𝑡). 

 6        Update 𝑈𝑖
(𝑡)

 (equation (5)). 

 7        Update 𝑉𝑗
(𝑡)

 (equation (6)). 

 8        Update 𝑊𝑘
(𝑡)

 (equation (7)). 

 9        Update 𝑀𝑖
(𝑡)

 (equation (8)). 

10       Compute ℒ (equation (4)). 

11  Until change of ℒ is less than 𝜀 
12  For (each user i and each item j) 

13      𝑅̂𝑖𝑗
(𝑡)

= 𝑔 (𝑈𝑖
(𝑡)

𝑉𝑗
(𝑡)𝑇

) ⋅ 𝑅𝑚𝑎𝑥 . 

14 End For 

 

 
 
 
 
 
 
 
 
 
 

 بینی امتیازات در مدل پیشنهادی(: مثالی از پیش9-)شکل
(Figure-3): An example of the rating predictions in the proposed model 

 

هزینة محاسباتی اصلی در فرایند آموزش مدل 

آن  گرادیانو  ℒهدف  تابعپیشنهادي، شامل ارزیابی 

محاسباتی  پیچیدگیباشد. به هر یک از متغیرها می نسبت

𝑂(𝑑𝑁𝑅برابر  ℒبراي ارزیابی تابع هدف  + 𝑑𝑁𝑇) باشد می

هاي ترتیب تعداد عناصر غیر صفر ماتریسبه 𝑁𝑇و  𝑁𝑅که 

𝑅(𝑡) و𝑇(𝑡)  هستند. مقدارd هاي ثابت و پیچیدگی

( 12( تا )9ها در روابط )محاسباتی براي محاسبة گرادیان

𝑂(𝑑𝑁𝑅ترتیب برابر به + 𝑑𝑁𝑇) ،𝑂(𝑑𝑁𝑅)، 𝑂(𝑑𝑁𝑇)  و

𝑂(1)  است؛ بنابراین پیچیدگی محاسباتی کل در هر تکرار

𝑂(𝑑𝑁𝑅برابر  + 𝑑𝑁𝑇)  هاي نسبت به تعداد دادهاست که

هاي امتیازات و اعتماد، خطی است و موجود در ماتریس

ها شامل میلیون هایینتیجه مدل پیشنهادي براي سامانهدر

 پذیر است.کاربر و محصول مقیاس

 

 تجربی نتایج -0
 هامعرفی مجموعة داده -7-0

 Epinionsدادة براي ارزیابی مدل پیشنهادي از مجموعه
یک تارنماي مشهور  1Epinionsکنیم. میاستفاده  [30]

توانند اقلام را با بررسی اقلام مختلف است که کاربران می
مقادیر بین یک تا پنج امتیاز داده و همچنین توضیحات 

این، هر کاربر برمتنی در رابطه با اقلام درج کنند؛ علاوه
 

1 www.epinions.com 

-0.01 0.25 1.51 0.68 0.4 

0.62 1.1 0.27 -0.9 1.81 

0.37 1.21 0.14 0.43 0.17 

-0.15 0.39 0.83 0.7 1.18 

𝑈(𝑡) 

-1 0.19 0.49 -0.4 1.49 

-0.05 -0.86 0.09 0.7 -1 

-0.24 -0.72 -0.05 0.27 0.06 

0.26 0.05 -0.62 -0.27 0.05 

1.28 0.68 -0.27 0.99 0.23 

𝑉(𝑡) 

0.04 0.00 0.00 0.01 

0.00 0.02 0.61 0.71 

0.00 0.00 0.43 1.22 

0.01 0.00 0.00 0.31 

𝑀1
(𝑡)

 

0.75 1.1 -0.23 0.9 0.01 

-0.13 0.73 1.07 0.03 0.40 

1.24 1.03 1.4 1.13 0.21 

0.09 0.83 0.04 0.18 1.48 

𝑊(𝑡) 

0 0 3 0 1 

0 1 0 0 0 

2 0 0 0 0 

2 0 0 0 5 

𝑅(𝑡−1) 

0 0 0.6 0 0.2 

0 0.2 0 0 0 

0.4 0 0 0 0 

0.4 0 0 0 1 

𝑅(𝑡−1) 

0.54 0.02 0.70 -0.71 0.1 

0.08 0.01 1.60 0.11 1.24 

-0.31 0.44 0.39 1.22 0.03 

0.52 -0.36 0.74 0.46 0.61 

𝑈(𝑡−1) 

1 2 

2 0 0 4 0 

0 5 0 0 4 

0 3 1 0 1 

0 0 2 4 0 

𝑅(𝑡) 

0.4 0 0 0.8 0 

0 1 0 0 0.8 

0 0.6 0.2 0 0.2 

0 0 0.4 0.8 0 

𝑅(𝑡) 

1 

0 0 1 0 

1 0 0 1 

1 0 0 1 

0 0 0 0 

𝑇(𝑡) 

3 

4 
1.1 0.00 -0.05 -1.09 0.51 

4.02 -3.39 -1.09 0.38 0.99 

0.75 -0.92 -0.84 -0.04 1.72 

1.81 -0.94 -0.03 -0.66 0.81 

𝑈(𝑡)𝑉(𝑡)𝑇 
 

1.25 2.5 2.56 3.74 1.87 

0.09 4.84 3.74 2.03 1.35 

1.6 3.57 3.49 2.55 0.76 

0.7 3.6 2.53 3.3 1.54 

𝑅̂(𝑡) 

5 
Training phase 
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00 

تواند کاربران مورد اعتماد یک لیست اعتماد دارد که می
تنها  Epinionsدادة . مجموعهکندخود را به آن اضافه می

است که شامل اطلاعات  واقعیدادة بزرگ و مجموعه
امتیازدهی و همچنین اطلاعات اعتماد بین کاربران 

. [2]هاي امتیازدهی و برقراري اعتماد است همراه زمانبه
شود، شامل داده که استفاده میاي از این مجموعهنسخه

قلم  29677لم از کاربر است که به حداقل یک ق 22166
اند. امتیاز داده 8/5/2211تا  5/7/1999در بازة زمانی بین 

 922267ترتیب برابر تعداد کل امتیازات و روابط اعتماد به
ها به یازده دورة زمانی است. مجموعة داده 322548و 

که اطلاعات مربوط به روابط دلیل آنشوند. بهتقسیم می
در دسترس نیست، همة  11/6/2221اعتماد قبل از تاریخ 

عنوان نخستین دورة زمانی و هاي قبل از این تاریخ بهداده
عنوان دورة زمانی به 11/6/2212هاي بعد از تاریخ داده

هاي شود. هر یک از سایر دورهیازدهم در نظر گرفته می
 ساله هستند.هاي یکزمانی شامل داده

 

 های مورد مقایسهروش -2-0
 :شودمیهاي زیر مقایسه و ارزیابی روش مدل پیشنهادي با

عنوان یک روش پایه، : بهTimeSVD++ [12]روش  -1

گرفتن پویایی علایق کاربران در طول زمان، نظربا در

و تجزیة ماتریس امتیازات، اقلام مناسب را به کاربران 

 کند. پیشنهاد می

: یک روش تجزیة ماتریس BTMF [44]روش  -2

بیزین است که پویایی علایق کاربران را با آموزش 

هاي هر کاربر بین یک ماتریس انتقال بردار ویژگی

 کند. دو دورة زمانی متوالی استخراج می

: روشی مبتنی بر تجزیة DMNMF [11]روش  -3

هاي مشترک اقلام نامنفی ماتریس است که ویژگی

ران را ادغام و با آموزش هاي زمانی کاربو ویژگی

یک ماتریس انتقال حالت، تغییرات علایق کاربران 

 کند.در طول زمان را استخراج می

یک مدل مبتنی بر تجزیة : 1TMF [15]روش  -4

ماتریس است که با اصلاح روش کاهش گرادیان 

هاي پنهان هر کاربر در براي آموزش بردار ویژگی

از رگرسیون  هر دورة زمانی، و همچنین استفاده

لاسو، الگوي تغییر علایق کاربران در طول زمان را 

 کند.استخراج می

: این روش با در نظر گرفتن 2CMF [27]روش  -5

منابع اطلاعاتی مختلف در قالب چند ماتریس که 

بینی امتیازات را بر داراي رابطه با هم هستند، پیش
 

1 Temporal Matrix Factorization 
2 Collective Matrix Factorization 

هاي اتصالی و بدون ماتریس تجزیةمبناي روش 

 دهد.درنظر گرفتن پویایی علایق کاربران انجام می

عنوان در اینجا دو ماتریس امتیازات و اعتماد را به

انتخاب  CMFهاي اتصالی در روشماتریس

 کنیم. می

این روش علاوه بر  :3TrustPMF [37]روش  -6

امتیازات، از انتشار اعتماد بین کاربران نیز در 

بر  TrustPMFکند. بینی امتیازات استفاده میپیش

مبناي این واقعیت که امتیاز کاربر به یک قلم 

تواند از کاربران معتمد او تأثیر پذیرد و محصول می

همچنین نظرات این کاربر بر امتیازات کاربرانی که 

به او اعتماد دارند، مؤثر است، امتیازات کاربران به 

هاي اتصالی تی ماتریساقلام را با تجزیة احتمالا

کند. این روش در بینی میامتیازات و اعتماد، پیش

هاي معروف پیشنهاددهندة مبتنی مقایسه با مدل

 بر اعتماد از دقت بهتري برخوردار است.

: یک مدل تجزیة 4TimeTrustSVD [32]روش  -7 

ماتریس بر اساس تجزیة مقدار تکین است که با 

بر علایق کاربران و تغییر گرفتن تأثیر زمان نظردر

تمایل به اقلام، از ترکیب امتیازات، اطلاعات زمانی 

بینی و روابط اعتماد بین کاربران براي پیش

 کند.امتیازات استفاده می

هاي مورد مقایسه را بر ( تفاوت روش1جدول )

کردن پویایی زمانی و استفاده از اعتماد نشان مبناي منظور

 دهد.می
 

 های مورد مقایسهتفاوت روش(: 7جدول )
(Table-1): Differences between comparison methods 

 اعتماد پویایی زمانی روش

TimeSVD++ خیر بله 

BTMF خیر بله 

DMNMF خیر بله 

TMF خیر بله 

CMF بله خیر 

TrustPMF بله خیر 

TimeTrustSVD بله بله 

 بله بله روش پیشنهادي ما

 

مقادیر بهینه براي پارامترها در هر ها، در ارزیابی

دهندگان آن روش تعیین و یا با آزمایش روش، توسط ارائه

آیند. بر این اساس در دست میهمقادیر مختلف توسط ما ب

و مدل پیشنهادي ما،  TimeSVD++ ،CMFهاي روش

 TMF، در روش 0.003مقدار پارامتر نرخ یادگیري برابر 
 

3 Probabilistic Matrix Factorization with Trust relations 
4 Singular Value Decomposition with Time and Trust 
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منظور  0.001برابر  TimeTrustSVDو در روش  0.02برابر 

𝜆𝑇همچنین در مدل پیشنهادي، شد.  = 𝜀و  5 = 10−6 

منظور مقایسة عادلانه، همانند به انتخاب شدند.

هاي مورد مقایسه، در همة روش  [40 ,37 ,21]مطالعات

و مقدار  12هاي پنهان برابر اندازة بُعد بردارهاي ویژگی

 انتخاب شد.  0.001سازي عدد پارامترهاي تنظیم

افزار متلب نسخة مدل پیشنهادي با استفاده از نرم

2016a روي  12هاي تحت ویندوز سازي و آزمایشپیاده

گیگابایت حافظة  8با  Corei5اي با پردازندة اینتل رایانه

هاي امتیازات و اصلی انجام شدند. براي ارزیابی، داده

زمانی(  جز نخستین دورة اعتماد در هر دورة زمانی )به

هاي زمانی قبل از عنوان مجموعة آزمایش و همة دورهبه

شود. نظر گرفته می عنوان مجموعة آموزشی درآن به

( Case-10تا  Case-1حالت ارزیابی مختلف ) 12نتیجه، در

آید. براي مثال، وقتی چهارمین دورة زمانی وجود میبه

رة شود، همة سه دوعنوان مجموعة آزمایش انتخاب میبه

عنوان مجموعة آموزشی درنظر گرفته زمانی قبل از آن به

 شود. می
 

 شدههای مقایسه (: نتایج کارایی روش2-)جدول

(Table-2) The performance results of comparative methods 
Method Metrics Case-1 Case-2 Case-3 Case-4 Case-5 Case-6 Case-7 Case-8 Case-9 Case-10 Average±Std 

TimeSVD++ 
MAE 1.2819 1.2114 1.2184 1.1758 1.1814 1.1898 1.1423 1.1141 1.129 1.1046 1.1749±0.0545 

RMSE 1.4185 1.4111 1.4192 1.3624 1.3344 1.3367 1.2998 1.2645 1.2708 1.2591 1.3377±0.0638 

BTMF 
MAE 1.0153 0.998 0.9949 0.9415* 0.941* 0.9378* 0.9589 0.9654 0.9862 1.0141 0.9753±0.0302 

RMSE 1.28 1.2703 1.2814 1.2145 1.2141* 1.1734 1.1203* 1.1269* 1.1413 1.1291* 1.1951±0.0658 

DMNMF 
MAE 1.2639 1.2401 1.2134 1.2095 1.1954 1.1154 1.1192 1.0814 1.0214 1.033 1.1493±0.0868 

RMSE 1.3871 1.3943 1.3814 1.3819 1.3312 1.2767 1.2815 1.2293 1.2108 1.2215 1.3096±0.0744 

TMF 
MAE 1.2723 1.2471 1.246 1.2191 1.1648 1.1621 1.1576 1.1053 1.1104 1.1027 1.1036±0.0635 

RMSE 1.3904 1.3812 1.3802 1.3296 1.3195 1.3013 1.2843 1.2428 1.2456 1.2437 1.3119±0.0584 

CMF 
MAE 1.1859 1.1151 1.0904 1.0497 0.9701 0.9665 0.9998 0.9649 0.9971 1.004 1.0344±0.0745 

RMSE 1.3512 1.3476 1.3272 1.29 1.2652 1.1376* 1.1385 1.1286 1.1257* 1.1354 1.2247±0.0997 

TrustPMF 
MAE 1.1438 1.108 1.0636 1.0319 0.9742 0.9691 0.9696 0.9704 0.9805 0.9911 1.0202±0.0643 

RMSE 1.3314 1.3256 1.3207 1.3151 1.2614 1.2322 1.1291 1.1278 1.1259 1.1311 1.23±0.0926 

TimeTrustSVD 
MAE 0.9971* 0.9766* 0.9763* 0.9775 0.9833 0.9711 0.9584* 0.9612* 0.9711* 0.9732* 0.9745±0.0109 

RMSE 1.1913* 1.2009* 1.2119* 1.2022* 1.2265 1.204 1.197 1.1683 1.1696 1.1729 1.1945±0.0192 

Our model 
MAE 0.8674 0.8713 0.8791 0.8722 0.9054 0.9121 0.9047 0.9521 0.9683 0.9697 0.9102±0.0401 

RMSE 1.1212 1.1261 1.1463 1.1406 1.1532 1.119 1.0985 1.1128 1.1206 1.1213 1.126±0.0164 

Improve 
MAE 13.01% 10.78% 9.96% 7.36% 3.78% 2.74% 5.6% 0.95% 0.29% 0.36% 6.6% 

RMSE 5.88% 6.23% 5.41% 5.12% 5.02% 1.64% 1.95% 1.25% 0.45% 0.69% 5.73% 

 

 معیارهای ارزیابی -9-0
معیارهاي ارزیابی مورد استفاده، خطاي میانگین قدر 

( RMSE) 2( و خطاي جذر میانگین مربعاتMAE) 1مطلق

در ارزیابی امتیازاتِ  معیارهاترین هستند که معروف
صورت زیر این معیارها به .[38]شده، هستند  بینیپیش

 شوند:تعریف می

 
 

(14) 𝑀𝐴𝐸 =
∑ |𝑅̂𝑖𝑗

(𝑡)
− 𝑅𝑖𝑗

(𝑡)
|

(𝑖,𝑗)∈𝑅𝑡𝑒𝑠𝑡
(𝑡)

|𝑅𝑡𝑒𝑠𝑡
(𝑡)

|
 

(15) 𝑅𝑀𝑆𝐸 = √
∑ |𝑅̂𝑖𝑗

(𝑡)
− 𝑅𝑖𝑗

(𝑡)
|

2

(𝑖,𝑗)∈𝑅𝑡𝑒𝑠𝑡
(𝑡)

|𝑅𝑡𝑒𝑠𝑡
(𝑡)

|
 

 

𝑅𝑡𝑒𝑠𝑡در روابط بالا، 
(𝑡)  مجموعة  در امتیازاتمجموعة

گر بیانRMSE یا  MAE تراست. مقادیر کوچک آزمایش
 تر هستند.بینی دقیقپیش

 

1 Mean Absolute Error 
2 Root Mean Square Error 

 نتایج -0-0
( مشاهده 2شده در جدول )هاي مقایسهنتایج کارایی روش

گر بهترین نتیجه هستند. نماد رنگ بیانشود. اعداد پُرمی

گر بهترین نتیجه در بین ( در جدول بیان*ستاره )
جز مدل پیشنهادي ما است. شده، بههاي مقایسهروش

( درصد بهبودي را که ’improve‘طر آخر جدول، )سطر س
آورد؛ دست میدار بهمدل پیشنهادي نسبت به نتایج ستاره

دهند که مدل پیشنهادي دهد. نتایج نشان میمینشان 
در  RMSEو   MAEبهترین کارایی را بر حسب هر دوي

 هاي ارزیابی دارد.همة حالت

هاي برتري مدل پیشنهادي نسبت به روش

TimeSVD++ ،BTMF ،DMNMF  وTMF  که فقط

بینی امتیازات در نظر پویایی زمانی علایق را در پیش

گر این نتیجه کنند، بیانگیرند و از اعتماد استفاده نمیمی

است که رویکرد پیشنهادي ما در استخراج علایق پویاي 

شده کاربران بهتر عمل کرده و از آنجایی که امتیازات داده

شوند که در مان به چند دورة زمانی تقسیم میبر اساس ز

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
1.

28
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                            11 / 16

http://dx.doi.org/10.52547/jsdp.18.1.28
https://jsdp.rcisp.ac.ir/article-1-929-en.html


 
 01پیاپی  7شمارة  7088سال 

01 

نتیجه تعداد امتیازات در هر دورة زمانی بسیار کم 

باشد، استفاده از اعتماد در مدل ما باعث کاهش این می

ها بینیها شده و به افزایش دقت پیشمشکل خلوتی داده

کند. از طرفی، برتري مدل پیشنهادي بر کمک می

که پویایی  TrustPMFو  CMFد هاي مبتنی بر اعتماروش

دهد گیرند، نشان میزمانی علایق کاربران را در نظر نمی

کردن پویایی زمانی در کنار اعتماد در مدل ما که منظور

عنوان یک شود. بهمنجر به افزایش دقت پیشنهادها می

شدة نتیجه، برتري مدل پیشنهادي بر شش روش مقایسه

ویایی زمانی و اعتماد مکمل گر این است که پشده، بیانیا

 هايهم بوده و رویکرد پیشنهادي در تجزیة ماتریس

اتصالی امتیازات و اعتماد بین کاربران بر اساس پویایی 

بینی تواند امتیازات را پیشها بهتر میزمانی علایق آن

 کند.

شود، روش ( مشاهده می2که در جدول )طورهمان

که پویایی زمانی  TimeTrustSVDمبتنی بر اعتماد  

گیرد، دومین بینی امتیازات در نظر میعلایق را در پیش

دومین  BTMFها و روش بهترین کارایی را در بیشتر حالت

طور ها دارد. بهبهترین کارایی را در تعدادي از حالت

بعد از مدل پیشنهادي ما،  TimeTrustSVDمیانگین روش 

کنندة ر دیگر بیانبهترین کارایی را دارد. این مشاهدات با

این است که پویایی زمانی و روابط اعتماد، مکمل هم 

توانند باعث افزایش دقت در هستند و در کنار یکدیگر می

بینی امتیازات شوند. دقت بهتر مدل پیشنهادي پیش

گر این است که بیان TimeTrustSVDنسبت به روش 

که  شده در مدل ما بر مبناي اینماتریس انتقال ارائه

کند و یادگیري صورت هموار تغییر میعلایق کاربر به

هاي پنهان در دورة زمانی فعلی با استفاده از ویژگی

سازي چنین مدلهاي دورة زمانی قبل مفید است. همداده

بودن فردبهگرفتن منحصرنظرعلایق پویاي کاربران با در

الگوي تغییر علایق هر کاربر، منجر به بهبود دقت 

 شود. شده مینهادهاي ارائهپیش

که از اعتماد  BTMFروش پیشنهاددهندة زمانی 

طور میانگین عملکرد بهتري نسبت به کند، بهاستفاده نمی

و  TimeSVD++ ،DMNMF ،TMF ،CMFهاي روش

TrustPMF طور میانگین، دقتی نزدیک دارد. این روش، به

تواند به نیز دارد. این نتایج می TimeTrustSVDبه روش 

همانند مدل پیشنهادي از این  BTMFاین دلیل باشد که 

کنند صورت هموار تغییر میواقعیت که علایق کاربران به

و همچنین هر کاربر الگوي تغییر علایق  [31 ,15 ,13]

کند و استفاده می ،[31 ,23]مخصوص به خود را دارد 

نتقال علایق آموزش داده براي هر کاربر یک ماتریس ا

 BTMFشود. دقت بیشتر مدل پیشنهادي ما نسبت به می

دلیل ترکیب امتیازات و اعتماد در مدل پیشنهادي و به

 هاي انتقال است. همچنین تفاوت در نحوة آموزش ماتریس

هاي مورد مقایسه، در مدل برخلاف روش

هاي مربوط به دورة زمانی قبلی پیشنهادي فقط از داده

( و 2شود. از نتایج جدول )براي آموزش مدل استفاده می

توان نتیجه گرفت که انتخاب برتري مدل پیشنهادي می

تواند دقت عنوان مجموعة آموزشی، میها بهاین داده

بینی امتیازات در دورة فعلی را بهبود بخشد. این پیش

نتیجه به این معنی است که علایق و رفتارهاي بسیار 

کنندة علایق توانند منعکسران، واقعاً نمیقدیمی کارب

 .[43]ها باشند فعلی آن

بودن میزان بهبود دقت در منظور بررسی معناداربه

شده از هاي مقایسهمدل پیشنهادي نسبت به سایر روش

داري با سطح معنی 1زوجی tنظر آماري، از آزمون آماري 

25/2 (α = کنیم. این آزمون بین ( استفاده می0.05

مدل پیشنهادي و هر یک از  RMSEو  MAEقادیر م

 p-valueصورت جداگانه انجام که مقادیر هاي دیگر بهروش

شود. با توجه به ( مشاهده می3آمده در جدول )دستبه

توان نتیجه هستند، می 25/2که این مقادیر کمتر از این

گرفت که میزان بهبود مدل پیشنهادي در مقایسه با سایر 

 دار است.قایسه شده از نظر آماري معناهاي مروش
 

 بین t-testآزمون  p-value(: مقادیر 9-)جدول

 های مورد مقایسهنتایج مدل پیشنهادی و روش

(Table-3) The p-values of the t-test between the 

results of the proposed model and the other methods 
 MAE RMSE 

TimeSVD++ 0 0 

BTMF 0.0021 0.0042 

DMNMF 0.0002 0 

TMF 0 0 

CMF 0.0049 0.0075 

TrustPMF 0.0058 0.0033 

TimeTrustSVD 0.0018 0 

 

گر این است که ها بیاناختصار، نتایج آزمایشبه

سازي علایق پویاي مدل پیشنهادي در استخراج و مدل

شده، هاي مقایسهکاربران در طول زمان نسبت به روش

داشته و باعث بهبود دقت پیشنهادها به کاربران و برتري 

ها در سامانه پیشنهادهنده در نتیجه افزایش رضایت آن

شود. اگر چه بهبود در مدل پیشنهادي کم است می

 درصد 73/5و MAE درصد در 6/6طور میانگین حدود )به

تواند (، ولی حتی بهبود کم در دقت، نیز میRMSEدر 

کیفیت پیشنهادها در عمل داشته تأثیر قابل توجهی در 

 .[31 ,12 ,10]باشد 
 

1 Paired t-test 
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 𝝀𝑻 تأثیر پارامتر -0-0

میزان تأثیر اعتماد بر علایق کاربران را در مدل  𝜆𝑇پارامتر 

تأثیر مقادیر  بررسیبراي کند. پیشنهادي کنترل می

 پیشنهاديمختلف این پارامتر بر دقت پیشنهادها، مدل 

براي این  22و  12، 5، 2، 1، 5/2، 1/2ازاي مقادیر به

( 4پارامتر مورد ارزیابی قرار گرفت که نتایج در شکل )

 𝜆𝑇دهند که پارامتر شوند. این نتایج نشان میمشاهده می

تأثیر قابل توجهی بر دقت پیشنهادها دارد و ترکیب 

تواند به بهبود دقت ماتریس امتیازات و اعتماد می

و  MAEمیانگین  ،𝜆𝑇پیشنهادها کمک کند. با افزایش 

RMSE ولی هنگامی که  یابنددر ابتدا کاهش می𝜆𝑇  از

شود میانگین یک مقدار آستانه )مقدار پنج( بیشتر می

MAE  وRMSE گر کند. نتایج بیانشروع به افزایش می

که فقط استفاده از ماتریس امتیازات و یا فقط  این است

تواند نتایج بهتري از ترکیب استفاده از ماتریس اعتماد نمی

ازاي این دو ماتریس با هم تولید کند. مدل پیشنهادي به

  بیشترین دقت را دارد. 𝜆𝑇براي  5مقدار 
 

 
 الف

 
 ب

 RMSE ب( MAE الف( 𝝀𝑻 (: تأثیر مقادیر مختلف0-)شکل

(Figure-4): Impact of different values of 𝝀𝑻 (a)  

MAE and (b) RMSE 
 

 تأثیر اندازة دورة زمانی -6-0

زمانی، هاي پیشنهاددهندة یک مسألة بحرانی در سامانه
. [13]هاي زمانی است ة مناسب براي دورهانتخاب انداز

عنوان براي اندازة دورة زمانی )به مناسبانتخاب مقدار 
هاي مختلف، متفاوت دادهمثال هفته، سال( در مجموعه

ربرد سامانه پیشنهاددهنده طورمعمول به کااست و به

براي بررسی تأثیر مقادیر مختلف آن بر . [23]بستگی دارد 
روي کارایی سامانه، با توجه با اینکه اطلاعات مربوط به 

دادة هاي مربوط به اعتماد در مجموعهزمان در داده
Epinions صورت سال، در دسترس است، مورد استفاده به

ي زمانی یک، دو و سه سال، هاهاي دورهازاي اندازهبه
اي که پویایی زمانی را در نظر هاي مورد مقایسهروش

هاي مورد ( کارایی روش5) گیرند، ارزیابی شدند. شکلمی
ازاي مقادیر مختلف را به RMSEو  MAEمقایسه برحسب 

طور که در این دهد. هماناندازة دورة زمانی نشان می
ازة دورة زمانی برابر ازاي اندشود، بهمی شکل مشاهده

اند و ها بهترین کارایی خود را داشتهسال، همة روشیک
یابد، وقتی اندازة دورة زمانی به دو و یا سه سال افزایش می

یابد. این نتایج به این معنی ها کاهش میکارایی همة روش
تر شده، انتخاب اندازة طولانیاست که در مجموعة دادة یاد

دادن تغییرات رفتار کاربران در دستزبازة زمانی باعث ا
ها در شدن آندرون آن بازة زمانی و در نتیجه نبود منظور

 شود. سازي میمدل
توان مشاهده کرد، ي دیگري که مینکته قابل توجه

هاي دورة ازاي همة اندازهبه پیشنهادياینست که مدل 

شده، کارایی بهتري نسبت به سایر  آزمایشزمانی متفاوت 

 ها دارد.وشر
 

 
 الف

 
 ب

 RMSE ب( MAE الف((: تأثیر اندازة دورة زمانی 0-)شکل
(Figure-5): Impact of different length of the time period (a) 

MAE and (b) RMSE 
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 گیری و کارهای آیندهتیجهن -6
هاي پیشنهاددهنده در اثر عوامل علایق کاربران در سامانه

گرفتن نظرکنند. درزمان تغییر می مختلفی با گذشت
سازي دقیق پویایی علایق کاربران تغییرات زمانی و مدل

تر و جلب رضایت منظور ارائة پیشنهادهاي مناسببه
رود. در شمار میکاربران ضروري بوده و یک چالش مهم به

گرفتن پویایی علایق کاربران در طول نظراین مقاله با در
توانند بر علایق که روابط اجتماعی می زمان، و این واقعیت

پیشنهاددهنده، تأثیرگذار باشند، کاربران در یک سامانه 
اجتماعی ارائه شد. مدل یک مدل پیشنهاددهندة 

با توسعة روش تجزیة ماتریس و ترکیب  پیشنهادي
طلاعات اعتماد بین کاربران، امتیازات کاربران امتیازات و ا

دهد کند. نتایج ارزیابی نشان میبینی میبه اقلام را پیش
که پویایی زمانی و روابط اعتماد در جهت افزایش دقت 

هاي پیشنهاددهنده مکمل هم هستند و مدل سامانه
شده، از عملکرد هاي مقایسهپیشنهادي نسبت به روش

بهتري برخوردار است. این مدل، این واقعیت را که 
به منحصراستخراج پویایی علایق کاربران بر اساس 

بودن الگوي تغییر علایق هر کاربر، منجر به بهبود دقت فرد
شده به کاربران و در نتیجه افزایش پیشنهادهاي ارائه

کند. شود، را تقویت میها از سامانه میرضایت آن
گر همچنین تحلیل پیچیدگی زمانی مدل پیشنهادي بیان

 پذیري آن است.مقیاس
ده از هر دوي استفا هاي آینده،براي پژوهش

اطلاعات اعتماد و عدم اعتماد کاربران و همچنین اعمال 
درجة تأثیرپذیري هر کاربر از افراد مورد اعتماد، در مدل 

توسعة مدل براي مقابله با پیشنهادي مورد توجه است. 
مسألة شروع کاربران سرد در حالتی که کاربر در دورة 

اطلاعات  دادة امتیازدهی و همچنین زمانی قبلی، هیچ
کار ممکن، اعتماد ندارد، نیز مدنظر خواهد بود. یک راه

هاي استفاده از اطلاعات اضافی دیگر نظیر ویژگی
هاي امتیازات و اعتماد بر ماتریسدموگرافی کاربران، علاوه

است. مقادیر بهینه براي پارامترهاي مدل همانند اغلب 
هاي دیگر از طریق جستجوي تصادفی تعیین روش

شوند. در آینده، ارائة یک روش کارا که بتواند این می
خصوص وقتی طور خودکار تنظیم کند، بهپارامترها را به

 باشد، مدنظر است.ها بزرگ میدادهي مجموعهاندازه
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مدرک  حمیدرضا طهماسبی
کارشناسی و کارشناسی ارشد خود را در 

افزار از رشتة مهندسی رایانه گرایش نرم
دانشگاه آزاد اسلامی واحد مشهد اخذ و 

آموختة مقطع دکترا در رشتة دانش
افزاري است.  هم هاي نرمگرایش سامانهمهندسی رایانه 

عنوان عضو هیات علمی گروه مهندسی رایانه در اکنون به

هاي دانشگاه آزاد اسلامی واحد کاشمر فعالیت دارد. زمینه
هاي کاوي و تحلیل شبکهپژوهشی مورد علاقة ایشان داده

 اجتماعی است.
 نشانی رایانامه ایشان عبارت است از:

htahma@gmail.com 

 
  

 1377در سال  مهرداد جلالی
کارشناسی خود را در رشته مهندسی 

افزار در دانشگاه آزاد رایانه گرایش نرم
اسلامی واحد مشهد اخذ کرده و 
کارشناسی ارشد را در رشته هوش 

در دانشگاه علوم و  1382مصنوعی و رباتیک در سال 
تحقیقات تهران به پایان رساند. از آن تاریخ عضو هیأت 

سلامی واحد مشهد است. ایشان علمی دانشگاه آزاد ا
ام مالزي پیدر دانشگاه یو 1388دکتراي خود را در سال 

عنوان به اتمام رساند. همچنین به مدت یک سال به
گر ارشد در شرکت میموس مالزي در حوزه پژوهش

است. وي در حال حاضر  معنایی مشغول به کار بودهوب
و واحد مشهد دانشیار گروه رایانه دانشگاه آزاد اسلامی 

 گر انستیتو فناوري کارلسروهه آلمانهمچنین پژوهش
ها چاپ مقاله است. حاصل تلاش ایشان در طی این سال

هاي کنفرانس و ژورنال در زمینه 152در بیش از 
کاوي، یادگیري ماشین، وب معنایی، و تحلیل داده

 هاي اجتماعی است.شبکه
 نشانی رایانامه ایشان عبارت است از:

Mehrdad.jalali@kit.edu 

 

مدرک کارشناسی خود  حسن شاکری
و کارشناسی ارشد  1374را در سال 

در رشتة  1376خود را در سال 
هاي ترتیب از دانشگاهمهندسی رایانه به

فردوسی مشهد و صنعتی شریف اخذ 
ي مهندسی رایانه از کرد و دکتراي خود را در رشته
پایان رساند.  به 1393دانشگاه فردوسی مشهد در سال 

اکنون استادیار گروه مهندسی رایانه و مدیر کل فناوري هم
اطلاعات دانشگاه آزاد اسلامی واحد مشهد است و تاکنون 

هاي ملی و ها و کنفرانسمقاله در ژورنال 122بیش از 
المللی از ایشان به چاپ رسیده است. زمینة پژوهشی بین

هاي ت سامانهمورد علاقة ایشان مدیریت اعتماد، امنی
 هاي اجتماعی و پردازش متن است.ي، تحلیل شبکهرایانه

 نشانی رایانامه ایشان عبارت است از:
shakeri@mshdiau.ac.ir  
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