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 چکیده
صورت تحلیلی موردتوجه قرار دارد. با استفاده گیری از اطلاعات زمانی سیگنال، بهتشخیص وقایع بصری در ویدئو، با بهرهدر این مقاله، 

باتی شوند تا تشخیص وقایع را با استفاده از منابع محاسدیده روی تصاویر به ویدئو اعمال میهای آموزشگرتوصیف، از یادگیری انتقالی

کار هبهای ویدئو قاباز کننده نمرات مفاهیم عنوان استخراجبهدر این مقاله، یک شبکه عصبی کانولوشنی ، ممکن سازند. محدود

خروجی از  هایگرتوصیفسپس،  ؛شونددقیق میتنظیم  های آموزشای از داده. ابتدا پارامترهای این شبکه روی زیرمجموعهرودمی

 نهایتدرآمده، کدگذاری و دستهای بهگرتوصیفگیرند. مورداستفاده قرار می قابسطح  گرتوصیفعنوان بهآن  تصلمهای تماملایه

های آن است. گرتوصیف، ترکیب اطلاعات زمانی ویدئو در کدگذاری شوند. نوآوری عمده این مقالهبندی میسازی و طبقهنرمالیزه

به کاهش  . این موضوعشود، اغلب نادیده گرفته میهای ویدئویی،گرتوصیفند کدگذاری گنجاندن ساختاری اطلاعات بصری در فرای

شود که مصالحه بین پیچیدگی محاسبات و دقت در له، یک روش کدگذاری نوین ارائه میأ. برای حل این مسشوددقت منجر می

زمانی از -نال ویدئویی برای ساخت یک بردار مکانی، بعد زمانی سیگدهد. در این کدگذاریشناسایی وقایع ویدیویی را بهبود می

سازی است له بهینهأشود که کدگذاری پیشنهادی ماهیتاً یک مسسپس نشان داده می، استفاده (VLAD) های مجتمع محلیگرتوصیف

ص وقایع بصری مبتنی بر های موجود در حوزه تشخیحل است. در مقایسه با بهترین روشراحتی قابلموجود به هایکه با الگوریتم

شده بر حسب سه معیار میانگین دقت روش ارائه .کنداز ویدئو ارائه می را ، روش پیشنهادی مدل بهتریقابهای سطح گرتوصیف

نتایج  .یابددست میمورد بررسی آزمون  ةدادمجموعههر دو بالاتری بر روی  به عملکرد Fمتوسط، میانگین فراخوانی متوسط و معیار 

 د.نکنهای تشخیص وقایع بصری تأیید میرا در بهبود عملکرد سامانهروش پیشنهادی  توانمندی آمدهدستبه
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Abstract 
Recognition of visual events as a video analysis task has become popular in machine learning 

community. While the traditional approaches for detection of video events have been used for a long 

time, the recently evolved deep learning based methods have revolutionized this area. They have enabled 

event recognition systems to achieve detection rates which were not reachable by traditional approaches. 

Convolutional neural networks (CNNs) are among the most popular types of deep networks utilized in 

both imaga and video recognition tasks. They are initially made up of several convolutional layers, each 
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of which followed by proper activation and possibly pooling layers. They often encompass one or more 

fully connected layers as the last layers. The favorite property of them in this work is the ability of CNNs 

to extract mid-level features from video frames. Actually, despite traditional approaches based on low-

level visual features, the CNNs make it possible to extract higher level semantic features from the video 

frames. 

The focus of this paper is on recognition of visual events in video using CNNs. In this work, image 

trained descriptors are used to make video recognition can be done with low computational complexity. 

A tuned CNN is used as the frame descriptor and its fully connected layers are utilized as concept 

detectors. So, the featue maps of activation layers following fully connected layers act as feature vectors. 

These feature vectors (concept vectors) are actually the mid-level features which are a better video 

representation than the low level features. The obtained mid-level features can partially fill the semantic 

gap between low level features and high level semantics of video. 

The obtained descriptors from the CNNs for each video are varying length stack of feature vectors. 

To make the obtained descriptors organized and prepared for clasification, they must be properly 

encoded. The coded descriptors are then normalized and classified. The normaliztion may consist of 

conventional 𝓵𝟏and 𝓵𝟐 normalization or more advanced power-law normalization. The main purpose of 

normalization is to change the distribution of descriptor values in a way to make them more uniformly 

distributed. So, very large or very small descriptors could have a more balanced impact on recognition 

of events. 

The main novelty of this paper is that spatial and temporal information in mid-level features are 

employed to construct a suitable coding procedure. We use temporal information in coding of video 

descriptors. Such information is often ignored, resulting in reduced coding efficiency. Hence, a new 

coding is proposed which improves the trade-off between the computation complexity of the recognition 

scheme and the accuracy in identifying video events.  

It is also shown that the proposed coding is in the form of an optimization problem that can be 

solved with existing algorithms. The optimization problem is initially non-convex and not solvable with 

the existing methods in polynomial time. So, it is transformed to a convex form which makes it a well 

defined optimization problem. While there are many methods to handle these types of convex 

optimization problems, we chose to use a strong convex optimization library to efficiently solve the 

problem and obtain the video descriptors.  

To confirm the effectiveness of the proposed descriptor coding method, extensive experiments are 

done on two large public datasets: Columbia consumer video (CCV) dataset and ActivityNet dataset. 

Both CCV and ActivityNet are popular publically available video event recognition datasets, with 

standard train/test splits, which are large enough to be used as reasonable benchmarks in video 

recognition tasks. 

Compared to the best practices available in the field of detecting visual events, the proposed 

method provides a better model of video and a much better mean average precision, mean average 

recall, and F score on the test set of CCV and ActivityNet datasets. The presented method not only 

improves the performance in terms of accuracy, but also reduces the computational cost with respect to 

those of the state of the art. The experiments vividly confirm the potential of the proposed method in 

improving the performance of visual recognition systems, especially in supervised video event detection. 

 

Keywords: Convolutional neural network, Average pooling, Max pooling, Support vector machine, 

Vector of locally aggregated descriptors.         

 

 مقدمه -2

های اخیر ای است که در سالزمینه ،تحلیل معنایی ویدئو

توجه زیادی را به خود جلب کرده است. یکی از دلایل این 

های هوشمندی است که ، نیاز به ساخت سامانهتوجه

بتوانند با استفاده از یک دوربین با انسان تعامل داشته 

سازی ظارت ویدئویی، خلاصهباشند یا وظایفی همچون ن

ویدئو، و یا جستجوی مفهومی در مجموعه عظیمی از 

طور خاص، تحلیل معنایی ویدئو به ویدئوها را انجام دهند.

با استفاده از وقایع بصری، به آشکارسازی و بازشناسی 

 این تحلیلبا استفاده از  .پردازدوقایع بصری در ویدئو می

 تری از سیگنال ویدئو، که با گرایانهواقع مدلبه توان می

 

. تیافادراک انسانی تطابق بیشتری دارد، دست

آشکارسازی وقایع در ویدئو روندی است که در آن نوع 

شوند. این صورت خودکار آشکار میوقایع یک ویدئو به

تواند شامل تعیین زمان وقوع هر واقعه در ویدئو و روند می

 برشمردن وقایع در ویدئو نیز باشد.

کارهایی برای پردازش مقاله، هدف ارائه راهدر این 

معنایی ویدئو با توجه به خصوصیات زمانی سیگنال ویدئو 

از  ترپیچیدهبسیار  طورمعمولبه . تشخیص وقایعاست

 تشخیص چهرهو  [1]وظایف مشابه مانند تشخیص افراد 

ترین دلایل این پیچیدگی عبارتند از: مهم است. [2]

متغیر  طول ،[3] وقایع ایطبقهتغییرات بسیار شدید درون
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در ویدئو در اثر اعمال موجود شدید  فه، نو[4]ویدئو  

، و نبود ساختار مشخص از [5]ها پردازشفیلترها و پیش

واقعه  هرحقیقت، در  .[6]شده برای وقایع پیش تعیین

، هازمینهممکن است در شرایط مختلف شامل پس

 فتند.اهای مختلف اتفاق بی، و فعالیت، اشیااشخاص

زیادی  گرانپژوهش، هایچیدگیبرای غلبه بر این پ

حرکت ، [9]، [8]، [7]ظاهر  مختلفی مانند هایویژگی

، [15] های صوتیویژگی [14]، [13] ،[12]، [11]، [10]

 اند.کار بردههرا برای بهبود تشخیص وقایع ب [17]، [16]

های سطح پایین برای صورت سنتی ویژگیبه

ترین . یکی از دقیقاندرفتهیکار مهتشخیص وقایع ب

است  IDT [13]های تصویری برای تشخیص ویدئو ویژگی

های مبتنی بر حرکت و هم که در آن هم ویژگی

. عملکرد [18]شود های مبتنی بر ظاهر استفاده میویژگی

IDT های های مطرح مبتنی بر ویژگیاز تمام روش

 STIP [10]و   DSIFT [21]مانند  [20], [19]ساز دست

. اما بار محاسباتی سنگین آن، کاربرد [22]و  [3]بهتر است 

 طوردقیقبه. [3]کند عمل محدود میاین روش را در

نی زما-های مکانیهای مبتنی بر ویژگیروش IDTهمانند 

از  HoG3D [24]، و 3DSIFT [23] ،MoSIFT [11]مانند 

 برند.بار محاسباتی سنگین رنج می

دلیل ها و همچنین بهگرفتن این محدودیتنظربا در

( CNNs) 1های عصبی کانولوشنیالعاده شبکهعملکرد فوق

برای مثال بر روی  در تشخیص تصاویر [25]

 [27] ایفهو تصاویر نو، ImageNet  [26]هایداده

در CNN ای از طور گستردهبه اواخردرهمین گرانپژوهش

و به  [29]، [28]، [4]، [3]د انپردازش ویدئو استفاده کرده

تری از لحاظ دقت و نیز بار محاسباتی کمتر عملکرد به

دهند که های جدید نشان میتهاند. یافیافتهدست

های مبتنی حتی بهترین روش CNN های مبتنی برروش

 .[29]گذارند پشت سر می ساز رادستهای بر ویژگی

های عصبی سنتی به شبکه CNNهای شبکه

 2شباهت دارند ولی مفاهیم جدیدی مانند لایه کانولوشنی

های ( و نیز روشReLu) 3سوشده خطییا لایه واحد یک

ها را در ها وجود دارد که عملکرد آنجدید یادگیری در آن

گیری ارتقا های عصبی سنتی به طرز چشممقایسه با شبکه

و همکاران  Krizhevsky، 2112. در سال [30]دهد می

های جدید را ارائه دادند که با ویژگی CNN نخستین [30]

 [31] 2112در سال  4ILSVRC مسابقهتوانست برنده 
 

1 Convolutional neural networks 
2 Convolutional layer 
3 Linear rectified unit 
4 ImageNet Large-scale visual recognition competition 

ش بزرگی در دقت تشخیص شود. این شبکه توانست جه

بندی تصاویر در وجود آورد و خطای طبقهتصاویر به

رساند. بعد بدرصد  پانزدهدرصد به  22را از  شدهیادمسابقه 

ها توجه زیادی را به خود از این جهش بود که این شبکه

شامل چندین نوع لایه است  CNNساختار جلب کردند. 

تواند تعداد زیادی از هر کدام از این می CNNکه یک 

تر ها شبکه عمیقها داشته باشد. با افزایش تعداد لایهلایه

، که لایه اصلی شبکه [32]شود. لایه کانولوشنی می

ای از فیلترها است که کانولوشنی است، شامل مجموعه

ها با سیگنال ورودی محاسبه و سیگنال کانولوشن آن

های فیلترها در شود. وزنه میحاصل به لایه بعد شبکه داد

 [32]شوند. لایه دیگر، لایه ادغام  روند آموزش تعیین می

کند و حجم در شبکه کم میرا است که نرخ داده 

ترین نوع لایه ادغام، دهد. معروفمحاسبات را کاهش می

های ادغام بیشینه است که در آن تصویر به قسمت

ها به پوشان تقسیم و مقادیر بیشینه این قسمتغیرهم

 شود. عنوان خروجی لایه ادغام محاسبه می

های لایه دیگر موجود در شبکه ،سازیلایه فعال

ساز، واحد ترین نوع لایه فعالکانولوشنی است. پراستفاده

است. این لایه مقادیر بزرگتر یا  [33]سوشده خطی یک

دهد، ولی مقادیر مساوی صفر را بدون تغییر عبور می

شود که روند کند. این لایه موجب میمنفی را صفر می

بسیار آموزش شبکه، بدون کاهش محسوس در دقت، 

یا  5تر از زمانی باشد که توابعی همچون سیگموییدسریع

سازی بکار روند عنوان تابع فعالبه 2تانژانت هیپربولیک

لایه های انتهایی شبکه یک یا چند. در قسمت[30]

رود. هر نورون در این لایه به کار میهب [30]متصل تمام

های لایه قبل متصل است. این لایه در نورونتمام 

 [32]های عصبی سنتی هم وجود دارد. لایه خطا شبکه

آخرین لایه یک شبکه کانولوشنی است و  طورمعمولبه

آمده شبکه و دستخطای بین خروجی به رینحوه تأث

 کند.خروجی مطلوب روی روند آموزش را تعیین می

های مختلف این حاصل از لایه 7نقشه ویژگی

از اعمال به توان قبل دیده را میهای از پیش آموزششبکه

مراتبی بند نهایی پردازش کرد. پردازش سلسلهطبقه

رای اعمال ها بقابیا پردازش  [34]معنایی مفاهیم 

ها ازجمله این پردازش [35] هاپردازش چندسطحی به آن

ها گرتوصیف، قابکردن توصیف سطح هستند. با دنبال

های گرتوصیفبردار  کدگذاری .باید کدگذاری شوند
 

5 Sigmoid 
6 Hyperbolic tangent 
7 Feature map 
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ازجمله پرطرفدارترین و  1VLAD [36] مجتمع محلی یا

های کدگذاری است. هرچند در این بهترین روش

های مشابه تنها بعد مکانی ویدئو در کدگذاری و کدگذاری

نظر ها صرفشده و از بعد زمانی ویدئو در آننظر گرفته

که سیگنال ویدئو هم در بعد زمان و دلیل اینشود. بهمی

کدگذاری  ، یکهم در بعد مکان حاوی اطلاعات است

بر اطلاعات مکانی، حاوی اطلاعات تواند علاوهخوب می

زمانی ویدئو نیز باشد تا عملکرد تشخیص وقایع بصری را 

، در این مقاله یک روش کردن این ایدهبهبود دهد. با دنبال

دهیم که دقت میانگین ارائه می زمانی-کدگذاری مکانی

 دهد.می گیری افزایشتشخیص وقایع را به طرز چشم

 های این مقاله به شرح زیر هستند:نوآوری

  یک نوآوری فرعی مقاله، تنظیم دقیق یک شبکه

CNN ای شده روی زیرمجموعهداده آموزش از پیش

است. هدف از این  CCVداده از ویدئوهای مجموعه

کار بهبود عملکرد تشخیص مفاهیم موجود در 

جه به های ویدئو توسط این شبکه است. با توقاب

 ImageNetداده که شبکه از پیش روی مجموعهاین

آموزش دیده است، ممکن است عملکرد خیلی خوبی 

های ویدئو، که از لحاظ کیفیت بصری و نوع قابروی 

دارند،  ImageNetمفاهیم تفاوت زیادی با تصاویر 

نداشته باشد. با تنظیم دقیق، این عیب تا حدی 

 شود.مرتفع می

 های این مقاله ارائه یک کدگذاری یترین نوآورهمم

آن به شکل  بیانو  VLAD زمانی مبتنی بر -مکانی

، این سپس ؛سازی محدب استله بهینهأیک مس

سازی های موجود حل مسائل بهینهله با الگوریتمأمس

سازی که مؤید شود و نتایج شبیهمحدب حل می

 شوند. ، ارائه میهستند پیشنهادیکارایی ایده 

  داده استاندارد و پیشنهادی بر روی دو مجموعهروش

گیرد و عملکرد آن بزرگ ویدئو مورد ارزیابی قرار می

از لحاظ میانگین دقت متوسط، میانگین فراخوانی 

و نیز پیچیدگی محاسباتی با بهترین  Fمتوسط، معیار 

 شود.های موجود مقایسه میروش

 ما، مسلماً بار محاسباتی بیشتری پیشنهادی روش

 VLADنسبت به تشخیص ویدئو مبتنی بر کدگذاری 

استاندارد، کدگذاری  VLADاستاندارد دارد. بر خلاف 

سازی و یافتن ضرایب له بهینهأپیشنهادی مستلزم حل مس

اما دقت روش پیشنهادی  ؛است زمانی-کدگذاری مکانی

استاندارد است. از  VLADخیلی بیشتر از روش مبتنی بر 
 

1 Vector of locally aggregated descriptors 

های ی موجود مبتنی بر شبکههاطرفی بعضی از روش

دقت بالاتری  [37]( LSTM) 2مدت طولانیحافظه کوتاه

استاندارد نتیجه  VLADنسبت به روش مبتنی بر 

هدف ما ولی بار محاسباتی بسیار زیادی دارند.  ،دهندمی

 VLADارائه روشی است که هم دقت بالاتری را نسبت به 

یا حتی بهتر  LSTMاستاندارد نتیجه دهد )دقتی در حد 

های از آن( و هم بار محاسباتی آن خیلی کمتر از روش

های سازیبرای این منظور، شبیه ؛باشد  LSTMمبتنی بر

زیادی برای مقایسه پیچیدگی محاسباتی روش پیشنهادی 

 4-3-4ها انجام شد که نتایج آن در بخش ایر روشبا س

  قابل مشاهده هستند.

، کارهای 2، در بخش های بعدی این مقالهبخش در

روش پیشنهادی موردبررسی قرار  اساسی مرتبط با

ملاحظه  3توان در بخش گیرد. بدنه اصلی مقاله را میمی

در ترتیب گیری نهایی بهسازی و نتیجهکرد و نتایج شبیه

 شوند.ارائه می 5و  4های بخش

 

 کارهای مرتبط -1

عنوان به 2111بار در سال نخستین VLAD [36] الگوریتم 

 شده و غیراحتمالاتی از نمایش کرنلیک نسخه ساده

تنها به دقت بالایی ارائه شد. این کدگذاری نه [38] 3فیشر

یافت، بلکه ون تشخیص تصاویر دستدر وظایفی همچ

توجه توان موردنیاز محاسباتی نسبت موجب کاهش قابل

این برتری همچنین در وظایفی  به روش کرنل فیشر شد.

بندی وقایع بصری و طبقه [39] 4همچون جستجوی نمونه

های مختلفی از مشاهده است. نسخهقابل [40]در ویدئو 

شده است که  در ادبیات ارائه VLADکدگذاری اولیه 

سازی بیشتری نسبت به نسخه اولیه دارند. در قدرت مدل

شده است تا  ارائه 5سازی داخلییک نرمالیزه ،[41]مرجع 

را تا حدی  VLADدر نمایش  2مشکل مقادیر انفجاری

 کاهش مشکل مقادیر انفجاریمرتفع کند. برای 

و برای متعادل ساختن نقش همه  های کدشدهویژگی

، نهایی تصویر یا ویدئوها در نمایش گرتوصیف

  .[42]رائه شده است ا نیز 7کردن باقیماندهنرمالیزه

 طور مساوی در نمایشها بهکه باقیماندهبرای این

VLAD کردن در ، یک روش نرمالیزهنقش داشته باشند

  ℓ2ارائه شده است که هر باقیمانده به اندازه نرم [43]
 

2 Long short term memory 
3 Fisher 
4 Instance search 
5 Intra normalization 
6 Burstiness 
7 Residual normalization 
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، باعث بهبود نتیجه . این تغییرشودخودش تقسیم می 

. شودنهایی در وظایفی همچون بازیابی تصویر می

، از ادغام میانگین بر روی اصلیVLAD  کدگذاری

نهایی  گرتوصیفکند تا های کدشده استفاده میگرتوصیف

تواند می بیشینهاین در حالی است که ادغام حاصل شود. 

جای ادغام میانگین استفاده شود تا عملکرد کدگذاری هب

 بهبود یابد.
، استفاده از یک روش سرراست برای بهبود عملکرد

، روش دیگر همچنین. [44]ترکیبی از هر دو ادغام است 
و  بیشینههای شده ادغامدهیاستفاده از ترکیب وزن

 ایبیشینهیک ادغام  [46]در مرجع . [45]میانگین است 
پیشنهاد شده است که اثر حاصل از هم  VLAD کلی برای

تکرار را های کمگرتوصیفهای مکرر و هم گرتوصیف
زمانی که  خصوصبهکند و عملکرد را متعادل می

، تکرار حاوی اطلاعات ارزشمندی هستندهای کمگرتوصیف
 دهد.بهبود می

برای  بیشینهو ادغام  1کدگذاری تنک [47]در 
ها در پردازش تصویر ها و تجمیع آنکدگذاری ویژگی

نویسندگان این است که روش  اند. ادعایشده استفاده
ترجیح  VLAD شده از لحاظ دقت نهایی نسبت به ارائه

 2PCAکردندارد. همچنین نشان داده شده که اضافه
را نسبت به حالت  VLAD عملکرد 3همراه با سفیدسازی

دلیل این  احتمالبهبدون سفیدسازی بهبود داده است. 
زمان ین است که سفیدسازی اثر اتفاق هما بهبود

ها را کاهش و درنتیجه عملکرد کلی را بهبود گرتوصیف
 .[48]دهد می

را VLAD اگرچه کارهای زیادی در زمینه بهبود 
ها فقط بر روی بعد آن تربیش، در ادبیات پیدا کرد توانمی

مکانی ویدئو متمرکز هستند و کار کمی در زمینه بعد 
زمانی سیگنال ویدئو انجام شده است. مقالاتی هم که به 

عنوان ، بیشتر به بعد زمانی بهانداین موضوع پرداخته
لاعات اضافی در کنار بعد مکانی برای بهبود کدگذاری اط

یک به یک کدگذاری اند و هیچتوجه کرده VLADمتداول 
سازی اند. برای مدلیا نمایش زمانی مکانی دست نیافته

های جای ویژگیه، بطور واضح، بهتوان، میزمانی ویدئو
 سسپزمانی استفاده کرد و -های مکانیمکانی از ویژگی

VLAD در کار گرفت. برای مثالها برای کدگذاری بر ،
تفاده از هیستوگرام محلی نشان داده شده که اس [49]

در  VLAD ، و استفاده از4LHOOFجریان نوری یا 
تشخیص فعالیت عملکرد بهتری نسبت به استفاده تنها از 

 

1 Sparse coding 
2 Principal component analysis 
3 Whitening 
4 Local Histogram of Oriented Optical Flow 

دارد. ترکیب  VLAD به همراه کدگذاری  ویژگی مکانی
ر تشخیص فعالیت د VLAD زمانی با-های مکانیگیویژ

دبررسی قرار گرفته است. اگر مور [50]همچنین در 
، نمایش دهیم VLAD های یک ویدئو را در فضایقاب
و سپس انتساب یک  ویدئو  5بندیتوان ابتدا با بخشمی

، به یک نمایش فشرده وابسته به زمان بردار به هر بخش
 .[51]یافت دست

های قاب، ، همچنینبرای استفاده از اطلاعات زمانی
 VLAD شوندتقسیم می 2GoFیا  قابهای ویدئو به گرو

این در . [52]شود می اعمال GoF طور جداگانه به هربه
استاندارد در  VLADکارگیری حالی است که در به

شود و ، یک بردار به کل ویدئو منتسب میکدگذاری ویدئو
، شوند. همچنیناطلاعات مکانی دور ریخته می

توان را می قاببرای هر  VLAD های حاصل ازگرتوصیف
کرد تا حوزه فوریه نگاشت  برای مثالبه حوزه فرکانس 

 .[53]نمایش نهایی لحاظ شوند  ها درقابزمانی  تغییرات
، بعد زمانی کدام از مقالات بالادرواقع، در هیچ

داخل نشده VLAD طور مستقیم در کدگذاری ویدئو به
های زمانی استفاده های موجود یا از ویژگیاست. روش

در مورد  برای مثالکنند که در بسیاری موارد، می
اعمال قابل CNN مبتنی بر قابهای ثابت سطح گرتوصیف

 ای را در کنارهای سادهبندیها و بخشدیلنیستند، یا تب
VLAD  ها کنند. این روشر ویدئوی اصلی اعمال میب

 هستند و حتی از لحاظ عملکرد نیز بر بدیهیبسیار 
VLAD صلی برتری ندارند. برای رفع این عیب، در این ا

شود و محور ارائه می-زمان VLAD مقاله یک کدگذاری
 گیرد.دبررسی قرار میعملکرد آن مور

 
 زمانی-کدگذاری مکانی -9

 مدل تشخیص وقایع -2-9

( نشان داده 1فلوچارت سیستم تشخیص وقایع در شکل )
دیده به آموزش از پیش CNN ، یکشده است. ابتدا

برداری نواخت از ویدئو نمونهصورت یکهایی که بهقاب
 گرتوصیف که مقادیرشود. بعد از ایناند اعمال میشده

محاسبه شدند و در لایه  قاب)نمرات مفاهیم( در سطح 
شوند و به ، نرمالیزه میولوشنی آماده شدندآخر شبکه کان

شوند. زمانی تحویل داده می-بلوک کدگذاری مکانی
سازی در ترین نرمالیزهکاررفته، متداولسازی بهنرمالیزه
بردار به  کردن هرزهیاست و آن هم نرمال VLAD ادبیات 

 آن است.  ℓ2 نرم
 

5 Segmentation 
6 Group of frames 
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های ویدئو با تشخیص وقایع بصری: فریم سیستم (:2-)شکل

CNN شوند. شده و سپس، نرمالیزه و کدگذاری میپردازش

 شوند.بندی میدرنهایت، مجدداً نرمالیزه و طبقه
(Figure-1): Visual event recognition system: Video frames 

are processed with fine-tuned CNNs, and then are 

normalized and encoded. Finally, they are normalized again 

and classified. 

 VLADکدگذاری -1-9

عنوان یک نمایش فشرده برای تصویر به VLADکدگذاری 

، این طور که در مقدمه اشاره شدهمان. [36]ارائه شد 

تواند در کدگذاری ویدئو هم مورداستفاده قرار نمایش می

،𝑐1،𝑐2} یک کتاب کد ،گیرد. در این نمایش … 𝑐𝐾}  

آموزش  means-K با الگوریتم 1تصویری واژه 𝐾 متشکل از

𝑥𝑖در سطح فریم گرتوصیف، هر سپس ؛شودداده می ∈ ℝ𝑑 

شود. معیار نزدیکی ترین کلمه کد منتسب میبه نزدیک

شود. یعنی خواهیم نیز فاصله اقلیدسی در نظر گرفته می

𝑐𝑗،داشت:  = 𝑁𝑁(𝑥𝑖) که در آن𝑁𝑁  ترین زدیکن

 VLAD، در کدگذارینهایتدردهد. همسایه را نشان می

از  گرتوصیف، مجموع تفاضل هر کد واژگانبرای هر یک از 

𝑥𝑖 کد یعنی مجموع جملات واژهترین نزدیک − 𝑐𝑗  ساخته

 بیانه این صورت ب VLAD گرتوصیفبنابراین،  ؛شودمی

 شود:می

(1 )

1 Visual words 

𝑣𝑗 ، مجموع بردارهای باقیمانده یعنیسپس ∈ ℝ𝑑   برای

ا اندازهشوند تا یک بردار بکد به هم چسبانده می واژههر 

𝐾 × 𝑑ساخته شود. درنهایت، بردار حاصل به نرمℓ2

نهایی حاصل شود. گرتوصیفشود تا نرمالیزه می

کدگذاری پیشنهادی وابسته به زمان -9-9
، یک کدگذاری وابسته به زماناین بخش در

VLADکنیم که نخستین مدل کدگذاری از پیشنهاد می

سازی از کدگذاری، یک شکل بهینهاست. ابتدا این نوع

VLADتحت یک قید پیوستگی . سپسشودارائه می ،

شود تا صورت تحلیلی حل میسازی بهله بهینهأ، مسزمانی

 .کدگذاری وابسته به زمان موردنظر شکل گیرد

له أعنوان یک مسبهVLADکدگذاری -2-9-9

سازیبهینه

را  قابهای سطح گرتوصیف VLAD مشابه الگوریتم اصلی

𝑋 با = (𝑥1،𝑥2، … 𝑥𝑁) های حاصل از و مراکز خوشه

𝐶را با  K-means بندیاعمال خوشه = (𝑐1،𝑐2، … 𝑐𝐾)

دهیم.نشان می

𝑥𝑖 ، در اینجا ∈ ℝ𝑑 و 𝑐𝑗 ∈ ℝ𝑑  به ترتیبi  امین

خوشه هستند. امین مرکز j و قابسطح  گرتوصیفبردار 

کنیم:صورت زیر بازنویسی میرا به (1)  ، معادلهحال

        )2( 

𝑎𝑖𝑗 که در آن شود:صورت زیر تعریف میبه 

  )3( 

𝑐𝑗 چون بردار ستونی ∈ ℝ𝑑، jومرکز خوشه است امین ،

𝐶 = [𝑐1،𝑐2، … 𝑐𝐾] ∈ ℝ𝑑×𝐾  ماتریس حاصل از به هم

، داریم:ها استمراکز خوشه ةچسباندن هم

(4) 

دارد و  یکبرداری است که تنها یک درایه  که در آن 

 ةهای آن صفر هستند. بدیهی است که اگر مؤلفبقیه درایه

j یعنیباشد یکبر برا ام بردار ، 𝑥𝑖 به خوشهj  ام تعلق

فریم های ویدئو

شبکه عصبی 
عمیق

نرمالیزه سازی 
توصیف گرها

کدگذاری 
پیشنهادی

نرمالیزه سازی 
توصیف گرهای 

کدشده

طبقه بندی

نتایج

  Kjcxv ji

j
c

i
xi

j 1,=,=

=)(NN:



ij

N

i

j av 
1=

=



 

otherwise0

=)(NN
=

jiji
ij

cxcx
a



 

otherwise0

=)(NN
=

jii
ij

cxCx
a







 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
1.

13
4 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             6 / 16

http://dx.doi.org/10.52547/jsdp.18.1.134
https://jsdp.rcisp.ac.ir/article-1-928-en.html


  

  

 
 01پیاپی  2شمارة  2088سال 

121 

شخ
ت

ی
 ص

قا
و

 عی
صر

ب
 ی

به
کان

ت م
عا

لا
اط

ک 
کم

-ی
مان

ز
 ی

یس
ال

گن
یو 

ئو
د

هستیم که منجر به یافتن  هاییدارد. درواقع، ما دنبال 

های سطح گرتوصیفمرکز خوشه به هر یک از  تریننزدیک

له أتوان در قالب یک مسشوند. این موضوع را می قاب

 صورت زیر نوشت:سازی بهبهینه

(5 )                                 

 

های یعنی تعداد درایه بردار ℓ0 شبه نرم که در آن 

 است. ℓ1 نرم ناصفر آن و 

 

  VLAD اعمال قید پیوستگی زمانی بر -1-9-9

له أعنوان یک مسرا به VLAD کدگذاری حال،تابه

 سازی با مجهولبهینه
𝑖

بیان کردیم که در آن  
𝑖

 

 𝑥𝑖  قاب گرتوصیفای است که بردار اندیس خوشه گربیان

 VLAD گرفتننظربه آن خوشه تعلق یافته است. با در

انتظار   عنوان یک مدل کدگذاری ویدئو با پارامتربه

های متوالی قابدر طی   داریم که تغییرات موجود در

ویدئو کم باشد. تنها در لحظات خاصی ما ممکن است 

 داشته باشیم. این ایده از وبیش زیادی درکمتغییرات 

، در شکل گیرد که یک ویدئوی طبیعیمی سرچشمهاینجا 

 1، یک سیگنال پیوسته و بسیار همبستهغیرفشرده آن

در طول یک ویدئو   درنتیجه، پارامتر مدل یعنی .است

 توانمیماند. شرط بالا را باقی می های هموارصورت تکهبه

 VLAD سازیبهینهله أمس در  2یک جمله جریمهعنوان به

را   توان ، چون می( در نظر گرفت. همچنین5در رابطه )

، قید ای ثابت در نظر گرفتدر یک ویدئوی واقعی تکه

، یک دیگربیانزمانی را باید به کل ویدئو اعمال کرد. به

و را در طول ویدئ جمله جریمه ناشی از مجموع تغییرات 

افزاییم تا قید پیوستگی زمانی سازی میله بهینهأبه مس

 درنتیجه خواهیم داشت: ؛لحاظ شود

(2)

 

 

. کندوزن نسبی جمله جریمه را تعیین می 𝜆 که در آن
∗

∈ ℝ𝐾×𝑁 ماتریس شامل مقادیر بهینه بردارهای

𝑖
تنها شامل نرم  (2) لهأاست. تابع هزینه در مس

ولی  ؛درنتیجه یک تابع هزینه محدب استو  3فروبنیوس
 

1 Correlated 
2 Penalty term 
3 Frobenius 

، قیدها را در رابطه ℓ1و تساوی برای قید نرم  ℓ0وجود نرم 

، از سازی قیدهاکند. برای محدب( غیرمحدب می2)

و نیز جایگزینی  ℓ1با نرم  ℓ0نرم   4رهاسازی

کنیم. با این جای تساوی استفاده میترمساوی بهکوچک

 ℓ1قید نرم  به یک (2رابطه ) و قید درکار هر د

له أشوند. دوباره با نوشتن مسترمساوی تبدیل میکوچک

 معدل لاگرانژ خواهیم داشت:

(7  )  (2) 

 

سازی محدب در شکل دوگان له بهینهأیک مس (2)رابطه 

سازی محدب لاگرانژ است که حل آن با ابزارهای بهینه
در  CVX [54] بخانهممکن است. ما برای حل آن از کتا

یک کتابخانه برای CVX استفاده کردیم. MatLab افزار نرم
سازی محدب است. با یافتنحل مسائل بهینه

𝑖
ها با حل  

مقادیر بهینه، CVXاز طریق کتابخانه  (2)معادله 
𝑖
ها را  

 VLADکنیم تا نمایش جایگذاری می  (4و  2) در روابط

 دست آید.زمانی به-مکانی
 

 تجربیایج نت -0

 سازیپیاده -2-0

 ActivityNetو  5CCV ةدادمجموعهاز دو ما در این مقاله، 
. کنیماستفاده می پیشنهادیبرای آزمودن روش 

معنایی شامل  ردة بیستاز  CCV [55] ةدادمجموعه
ویدئو از یوتیوب تشکیل شده است. این  7317

 4257داده به دو بخش آموزش و آزمون شامل مجموعه
ویدئوی آزمون تقسیم شده  4254ویدئوی آموزشی و 

 است. 
ساعت  244شامل  ActivityNet ةدادمجموعه

ویدئوی یوتیوب است. این مجموعه شامل حدود 
طور متوسط در هر رده است. به دویستویدئو و  هزاربیست
دیگر، هر عبارتفعالیت مختلف وجود دارد، به 54/1ویدئو 

ضوع باشد. در ویدئو ممکن است شامل بیش از یک مو
های آموزش، آزمون، و ارزیابی بخشبندی اصلی، زیربخش

داده درصد از کل مجموعه 25، و 25، 51به ترتیب شامل 
داده این مجموعه 3/12 نسخههستند. در این مقاله از 

 شده است.استفاده 
 

4 Relaxation 
5 Columbia consumer video 
6 Version 1.3 



1==   s.t

min=

2

1

2

0

2

2






Cxii 

0


1
















0

11,==s.t.

argmin=

2
1

2
0

2
21

1

1=

2
2

1=
1





 














Ni

Cx

ii

ii

N

i

ii

N

i
Ni

i

||||

||||*





00,s.t.

argmin=

2
21

1

1=

1

1=

2
2

1=
1























||

||||

ii

N

i

i

N

i

ii

N

i
Ni

i

Cx*





 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
1.

13
4 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             7 / 16

http://dx.doi.org/10.52547/jsdp.18.1.134
https://jsdp.rcisp.ac.ir/article-1-928-en.html


 
 01پیاپی  2شمارة  2088سال 

121 

، برای استخراج مفاهیم از یک شبکه با همچنین
شامل پنج لایه کانولوشنی و سه  ،[56]شده در ساختار ارائه

شده است. این مدل از قبل روی استفاده  1لایه تمام متصل
آموزش داده شده است. این  ImageNet  دادهمجموعه

های ویدئوی قابای از شبکه سپس بر روی زیرمجموعه
بندی طبقه تنظیم شده است. برای CCV مجموعه داده

استفاده  LIBSVM [57]انه کتابخ SVM مبتنی بر
 و کدگشایی برای VideoUtils [58] شود. کتابخانهمی

 رود. کتابخانهکار میهیدئویی بهای وخواندن فایل
MatConvNet  [59]  نیز برای اعمال CNN های قاببر

 برای VLFeat [60] گیرد. ویدئو مورد استفاده قرار می

استاندارد )روش  VLAD ، کدگذاریهاانتساب خوشه
رود. کار میههای کدشده بگرتوصیفکردن مبنا(، و نرمالیزه

 بردارینمونهبر ثانیه  قابرخ پایین یک ویدئوها با ن

، [61]تر شود. مطابق مرجع شوند تا محاسبات سریعمی
، دقت هاقاباستفاده از تنها یک قسمت کوچک از 

 د.دهمیانگین تشخیص ویدئو را کاهش نمی

 معیارهای ارزیابی -1-0

در این مقاله، برای ارزیابی روش پیشنهادی و مقایسه آن 

های موجود از سه معیار ارزیابی استفاده با بهترین روش

یابی ای برای ارزطور گستردهشود. این سه معیار بهمی

 گیرند.بندی مورد استفاده قرار میهای طبقهروش

 

 (mAP) 1معیار میانگین دقت متوسط -2-1-0

برای هر رده از وقایع تشخیص وقایع  3دقت متوسط

مرتبط )وقایعی  4شدهصورت نسبت تعداد وقایع بازیابیبه

 بینی شدهها به رده مورد نظر به درستی پیشکه تعلق آن

شده برای آن رده تعریف بازیابیاست( به کل وقایع 

نیز با  (mAP) . میانگین دقت متوسط[62]شود می

ها گیری روی مقادیر دقت متوسط تمام ردهمیانگین

  آید.دست میبه

 

 (mAR) 5معیار میانگین فراخوانی متوسط -1-1-0

 برای هر رده از وقایعتشخیص وقایع  2فراخوانی متوسط

شده مرتبط )وقایعی که صورت نسبت تعداد وقایع بازیابیبه

 بینی شدهها به رده مورد نظر به درستی پیشتعلق آن

شده است( به کل وقایع مرتبط )مجموع وقایع بازیابی

نشده مرتبط( به آن رده تعریف مرتبط و وقایع بازیابی
 

1 Fully connected 
2 Mean average precision 
3 Average precision 
4 Retrieved events 
5 Mean average recall 
6 Average recall 

نیز با  (mAR) توسط. میانگین فراخوانی م[62]شود می

ها گیری روی مقادیر فراخوانی متوسط تمام ردهمیانگین

 آید.دست میبه

 

 1Fمعیار  -9-1-0

 mARو  mAPبه صورت میانگین هارمونیکی بین  Fمعیار 

 :[63] شودتعریف می
 

mARmAP

mARmAP
F




.
2                                (4) 

 

کوچک باشند، مقدار mARیا  mAPمقادیر هر کدام از اگر 

F شود. مقدار نیز کوچک میF  وقتی زیاد است کهmAP 

 زمان مقدار بزرگی داشته باشند.به طور هم mARو 

 سازینتایج شبیه -9-0

 انتخاب پارامتر -2-9-0

های برای انتخاب پارامترهای بهینه شامل تعداد مؤلفه 
، و مقدار پارامترهای 4اندازه واژگان ها،، تعداد خوشهاصلی
 هایداده اعتبارسنجی متقابل روی، و   7سازیمنظم

، شده است. بنابراین انجام CCVداده مجموعه اعتبارسنجی
یابند تا مقادیر بهینه با مقادیر مختلف پارامترها تغییر می

جی های اعتبارسنبندی وقایع روی دادهتوجه به دقت طبقه
 دست آیند.به

 

 هاگرتوصیفبعد  -2-2-9-0

  توان از، میبرای ایجاد تعادلی بین سرعت و دقت الگوریتم
PCA ها گرتوصیفمراه با سفیدسازی برای کاهش ابعاد ه

بعد از  گرتوصیفاثر کاهش بعد  (1)استفاده کرد. جدول 
بر روی دقت الگوریتم تشخیص وقایع مبتنی  PCA اعمال 

بر روی تعداد ثابتی خوشه برای  VLAD بر کدگذاری
طور که دیده . هماندهدرا نشان می CCV دادهمجموعه

 گرتوصیف، مقادیر دقت میانگین با کاهش بعد شودمی
، ما از بنابراین ؛یابندنواخت کاهش زیادی میصورت یکبه

 عتبعدی با وجود کاهش سر1000 های گرتوصیفهمان 
 کنیم.استفاده می هاسازییهشب

 

بعد از   VLADروش مبنای  28mAPیا  (: دقت میانگین2-)جدول

 .21تعداد واژگان  با CCV دادهکاهش بعد روی مجموعه

(Table-1): Mean average precision of standard VLAD after 

dimensionality reduction on CCV with vocabulary size of 16. 
 

 1000 512 256 128 64 32 دبع
mAP(%) 64.5 65.3 66.7 67.9 68.6 70.6 

 

7 F-measure 
8 Vocabulary size 
9 Regularization 
10 Mean average Precision 


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 بر دقت میانگین  هااثر تعداد خوشه (:1-)جدول  

VLAD  داده عدی روی مجموعهبُ هزارهای گرتوصیفباCCV. 
(Table-2): Effect of number of clusters on mAP of VLAD 

with 1000 dimensional descriptors in CCV dataset. 
 

K 1 2  4 8 16 32 64 128 
mAP(%) 66.8 70.6  72.0 72.4 70.6 68.1 67.0 66.2 

 
 هاتعداد خوشه -1-2-9-0

 VLAD ها در الگوریتم مبنای( اثر تعداد خوشه2جدول ) 
داده روی مجموعه بر روی دقت میانگین تشخیص وقایع

CCV جدول دیده ز طور که ادهد. همانرا نشان می
دهد، اما دقت میانگین را افزایش می 𝐾، افزایش شودمی

، دقت تشخیص را بهتر به بیشتر از هشت 𝐾 افزایش بیشتر
ها افزایش زیادی پیدا کند. درواقع، وقتی تعداد خوشهنمی
. شوندهای کدشده خیلی تنک میگرتوصیف، کندمی

وبی عملکرد چندان خ SVMبندهای معمول مانند طبقه

، که این امر [64]و  [34]های تنک ندارند گرتوصیفروی 
به همین دلیل  .شودکاهش دقت تشخیص می موجب

دی مانند آنچه در زیا سازیهای نرمالیزهاست که روش
آمده است، برای کاهش اثر تنکی پیشنهاد  [64]و  [34]

  اند.شده

 سازیانتخاب پارامترهای منظم -9-2-9-0

زمانی -طور که در رابطه نهایی کدگذاری مکانیهمان 
، این کدگذاری تابعی از شودپیشنهادی دیده می

( اثر 2است. شکل ) و  سازی، یعنیارامترهای منظمپ
روی این پارامترها بر دقت میانگین تشخیص وقایع را 

بعدی با  هزارهای گرتوصیفبرای  CCVداده مجموعه
طور که از این دهد. همانهشت مرکز خوشه نشان می

منجر به بیشترین  و  ، مقادیر آیدشکل برمی
های بهینه این مقادیر، وزند. شونمقدار دقت میانگین می

ها و تنکی در گرتوصیفجملات جریمه ناشی از تنکی 
دهند. با توجه ها را نشان میگرتوصیفحوزه تفاضل زمانی 

ها گرتوصیفآمده، وزن )اهمیت( تنکی دستبهبه مقادیر 
در حوزه تفاضل دو برابر وزن )اهمیت( تنکی خود 

ما مبنی بر اهمیت  له با شهودأها است. این مسگرتوصیف
 ها مطابقت دارد.قابکردن ارتباط زمانی بسیار زیاد لحاظ

هنگامی است که  (2)مقدار دقت میانگین در شکل  کمینه

این مساوی دقت میانگین در کدگذاری  و 
است. این موضوع به این دلیل است که  VLAD استاندارد 

دهیم، قرار میوقتی ضریب متناظر پیوستگی زمانی را صفر 
 به کدگذاری استاندارد( 7در رابطه )کدگذاری پیشنهادی 

VLAD دقت بنابراین برای  ؛یابداهش میک ،
 شود.مبنا می VLADروش پیشنهادی برابر روش 

 

 
(: دقت تشخیص وقایع نسبت به پارامترهای تنظیم 1-)شکل

روی  عدی و هشت خوشهبُ  هزارهای گرتوصیفبرای 

 .CCV دادهمجموعه
(Figure-2): Mean average precision with respect to 

regularization prameters for 1000 dimensional descriptors 

and eight clusters on CCV dataset. 
 

  CCVدادهمقایسه نتایج بر روی مجموعه -1-9-0

برای  1بندیماتریس ابهام طبقه( 3) شکل
های این دهد. ردیفان میا نشر  CCVدادهمجموعه

که های واقعی هستند درحالیردهماتریس متناظر با 
شده توسط بینیهای پیشردههای آن متناظر با ستون

الگوریتم تشخیص وقایع هستند. مقادیر ماتریس نرمالیزه 
گر احتمال باشند. جای دفعات رخداد بیاناند تا بهشده

دهد مال این را نشان میام احت 𝑗 ام و ستون 𝑖 درایه ردیف
مقادیر بندی شود. ام طبقه 𝑗واقع ردهام  𝑖واقعه ردهکه 

بینی را خارج از قطر اصلی ماتریس ابهام، خطای پیش
، وقایعی که رودمیطور که انتظار هماندهند. نشان می

تر از زیادی باهم دارند، مشکل مفهومی و بصریهمبستگی 
توان دید که می( 3ه شکل ). با توجه بشوندهم جدا می

، Wedding receptionوقایع مرتبط با عروسی یعنی 
Wedding Ceremony  که شباهت زیادی از لحاظ بصری و

مفهومی به هم دارند، در بعضی از ویدئوها با هم اشتباه 
شوند. این موضوع موجب ایجاد مقدار بزرگ گرفته می

 طوردقیقبهشود. خارج از قطر اصلی در این ناحیه می
نیز صحیح  Dogو  Catهمین موضوع در مورد دو رده 

دلیل شباهت مفهومی به هم، در بعضی از است که به
 شوند.ویدئوها اشتباه تشخیص داده می

 
روش پیشنهادی بر روی  بندی(: ماتریس ابهام طبقه9-)شکل

 .CCVداده مجموعه 
(Figure-3): Classification confusion matrix for proposed 

method on CCV dataset. 
  

 

1 Classification confusion matrix 
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صورت را به ردهبندی برای هر ( دقت طبقه4شکل )
، کدگذاری شودطور که دیده میدهد. همانمجزا نشان می

های وقایع ردهشده دقت را بر روی تمام زمانی ارائه-مکانی
تابعی  ردهمیزان بهبود دقت متوسط در هر  دهد.بهبود می

ها در توصیف قابرنظرگرفتن ارتباط زمانی د ریتأثاز میزان 
اطلاعات زمانی در توصیف یک  ریتأثویدئو است. هرچقدر 

رده از وقایع بیشتر باشد، میزان بهبود نسبی روش 
طور که در همان برای مثالپیشنهادی بیشتر خواهد بود. 

 Catاطلاعات زمانی در رده  ریتأثشود، ( دیده می4شکل )
 Wedding ceremonyست ولی رده بسیار ناچیز بوده ا

ها( قابزمانی  ارتباطبهره بسیار زیادی از اطلاعات زمانی )
، CCVداده طور متوسط روی کل مجموعهبرده است. به

 ایم.درصد بهبود در میانگین دقت متوسط داشته 7/4

 
بندی حاصل از کدگذاری طبقه متوسط (: دقت0-)شکل

 .CCVداده عه پیشنهادی برای هر کلاس روی مجمو
(Figure-4): Per-class classification average precision of the 

proposed method on CCV dataset. 
 

 دادهمجموعه مقایسه نتایج بر روی -9-9-0

ActivityNet  

 دادهبرای مجموعه یبندماتریس ابهام طبقه( 5) شکل
ActivityNet  های اد زیاد ردهدلیل تعدبهدهد. نشان می را
بندی تنها برای داده، ماتریس ابهام طبقهاین مجموعه

صورت تصادفی داده که بهرده از این مجموعه بیست
باشد.  تیرؤاند، رسم شده است تا قابل انتخاب شده

های واقعی هستند ردههای این ماتریس متناظر با ردیف
شده نیبیهای پیشردههای آن متناظر با که ستوندرحالی

توسط الگوریتم تشخیص وقایع هستند. مقادیر ماتریس 
گر احتمال جای دفعات رخداد بیاناند تا بهنرمالیزه شده

ام احتمال این را نشان  𝑗 ام و ستون 𝑖 باشند. درایه ردیف
بندی شود. ام طبقه 𝑗واقع ردهام  𝑖 واقعه ردهدهد که می

بینی خطای پیش مقادیر خارج از قطر اصلی ماتریس ابهام،
در اینجا نیز  ،CCVداده دهند. همانند مجموعهرا نشان می

زیادی باهم دارند،  مفهومی و بصریوقایعی که همبستگی 

توان می( 5. با توجه به شکل )شوندتر از هم جدا میمشکل
شباهت زیادی از لحاظ بصری و  E2و  E1دید که وقایع 

ئوها با هم اشتباه مفهومی به هم دارند و در بعضی از وید

شوند. این موضوع موجب ایجاد مقدار بزرگ گرفته می
 طوردقیقبهشود. خارج از قطر اصلی در این ناحیه می

نیز صحیح  E15و  E10همین موضوع در مورد دو رده 
دلیل شباهت مفهومی به هم، در بعضی از است که به

 شوند.ویدئوها اشتباه تشخیص داده می
زمانی -کدگذاری مکانیملکرد ع (3)جدول 

کند. مقایسه می های موجودشده را با بهترین روشارائه
، کدگذاری وابسته به طور که نشان داده شده استهمان

شده بهترین عملکرد را دارد. این در حالی است زمان ارائه
های صوتی نیز در کنار های دیگر از ویژگیروش تربیشکه 

دی اما ورو ؛کنندمی های تصویری استفادهویژگی
این  تصویری است. هایویژگیشده تنها کدگذاری ارائه

کردن ساختاری اطلاعات زمانی افزایش دقت ناشی از لحاظ
ها گرتوصیفها( در روند کدگذاری قاب)ارتباط زمانی 

شود، روش ( دیده می3که در جدول )طوراست. همان
 ، میانگین دقتCCVداده پیشنهادی روی مجموعه

ترتیب را به Fمتوسط، میانگین فراخوانی متوسط، و معیار 
 دهد.درصد بهبود می 7/3و  4/4، 7/2

 

های (: مقایسه نتایج روش پیشنهادی با بهترین روش9-)جدول

متوسط، میانگین فراخوانی دقت میانگین موجود برحسب 

 .CCVداده بر روی مجموعه Fمتوسط، و معیار 
(Table-3): Comparison of the results between proposed 

method and the state of the art in terms of mAP, mAR, and 

F-measure on CCV dataset. 

 (%) mAP (%) mAR (%) F روش  

Jiang 58.3 57.3 59.5 [55]همکاران  و 

 Xu   58.8 57.4 60.3 [65]و همکاران 

Ma   60.4 58.1 63.0  [66]و همکاران 

Ye  63.1 62.3 64.0 [67]و همکاران 

Jhuo  63.0 62.1 64.0 [68]همکاران  و 

Liu   67.3 66.5 68.2 [69]و همکاران 

Zhao   67.4 65.9 69.1 [37]و همکاران 

Wu  69.1 67.8 70.6 [70]و همکاران 

 72.8 72.2 73.5 روش پیشنهادی

 

 
روش پیشنهادی بر روی  بندی(: ماتریس ابهام طبقه5-)شکل

 .ActivityNetداده مجموعه 
(Figure-5): Classification confusion matrix for proposed 

method on ActivityNet dataset. 
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صورت بندی برای هر کلاس را به( دقت طبقه2شکل )  

، کدگذاری شودطور که دیده میدهد. همانمجزا نشان می

های وقایع ردهشده دقت را بر روی تمام زمانی ارائه-مکانی

در  ردهمیزان بهبود دقت متوسط در هر  دهد.بهبود می

 ریتأثتابعی از میزان  CCVداده د مجموعهاینجا نیز مانن

ها در توصیف ویدئو است. قابدرنظرگرفتن ارتباط زمانی 

اطلاعات زمانی در توصیف یک رده از وقایع  ریتأثهرچقدر 

بیشتر باشد، میزان بهبود نسبی روش پیشنهادی بیشتر 

( دیده 2که در شکل )طورهمان برای مثالخواهد بود. 

بسیار  E9و  E4های لاعات زمانی در ردهاط ریتأثشود، می

بهره بسیار زیادی از  E17ولی رده  ،ناچیز بوده است

طور ها( برده است. بهقابزمانی  ارتباطاطلاعات زمانی )

درصد  ActivityNet ،4/4داده متوسط روی کل مجموعه

 ایم.بهبود در میانگین دقت متوسط داشته

 

 
حاصل از کدگذاری بندی طبقه متوسط (: دقت1-)شکل

 .ActivityNetداده پیشنهادی برای هر کلاس روی مجموعه 
(Figure-6): Per-class classification average precision of the 

proposed method on ActivityNet dataset. 

 

های (: مقایسه نتایج روش پیشنهادی با بهترین روش0-)جدول

میانگین فراخوانی متوسط، دقت میانگین موجود برحسب 

 .ActivityNetداده بر روی مجموعه Fمتوسط، و معیار 
(Table-4): Comparison of the results between proposed 

method and the state of the art in terms of mAP, mAR, and 

F-measur on ActivityNet dataset. 

 (%) mAP (%) mAR (%) F روش

Jiang 63.2 62.7 63.8 [55] همکاران و 

 Xu   63.2 62.1 64.4 [65]و همکاران 

Ma   64.8 63.3 66.5 [66]]و همکاران 

Ye  67.1 66.5 67.8 [67]و همکاران 

Jhuo   68.1 68.0 68.3 [68]و همکاران 

Liu   70.3 69.3 71.5 [69]و همکاران 

Zhao   71.0 70.0 72.1 [37]و همکاران 

Wu  72.1 71.4 73.0 [70]و همکاران 

 74.4 73.6 75.4 روش پیشنهادی

 

زمانی -ملکرد کدگذاری مکانیع (4)جدول 

کند. مقایسه می های موجودشده را با بهترین روشارائه

کدگذاری وابسته به  ،که نشان داده شده استطورهمان

شده بهترین عملکرد را دارد. این در حالی است زمان ارائه

های صوتی نیز در کنار های دیگر از ویژگیروش تربیشکه 

دی اما ورو ؛کنندهای تصویری استفاده میویژگی

این  تصویری است. هایویژگیشده تنها کدگذاری ارائه

ارتباط زمانی کردن ساختاری افزایش دقت ناشی از لحاظ

که طورها است. همانگرتوصیفها در روند کدگذاری قاب

شود، روش پیشنهادی روی ( دیده می4در جدول )

، میانگین دقت متوسط، ActivityNetداده مجموعه

 2/2، 4/2ترتیب را به Fمیانگین فراخوانی متوسط، و معیار 

 دهد.درصد بهبود می 3/2و 
 

 بازدهی زمان اجرا -0-9-0

، از بازدهی زمان اجرا برای مقایسه [37]مطابق مرجع 

های پیچیدگی محاسباتی روش پیشنهادی با بهترین روش

کنیم. برای این کار زمان مورد نیاز موجود استفاده می

برای پردازش یک ثانیه از ویدئوهای آزمون را برای روش 

کنیم. د مقایسه میهای موجوپیشنهادی با بهترین روش

-Intel® Core™ i5ویدئوها بر روی یک رایانه با پردازنده 

2430M  و پردازنده گرافیکیNVIDIA GTX1050 

اند. سه روش با کمترین پیچیدگی محاسباتی پردازش شده

شده ویدئو در یک ثانیه( با فونت )بیشترین طول پردازش

 اند. تر نشان داده شدهضخیم

شود، روش ( دیده می5دول )که در جطورهمان

مبنا کمترین پیچیدگی  VLADپیشنهادی پس از روش 

برابر  12/2محاسباتی را دارد. روش پیشنهادی حدود 

موجود است. این در حالی است  تر از بهترین روشسریع

که روش پیشنهادی دقت بالاتری را نیز در تشخیص وقایع 

دقت و هم از  شده هم از لحاظروش ارائه ؛. بنابراینددار

های موجود را لحاظ پیچیدگی محاسباتی بهترین روش

 گذارد.پشت سر می
 

های (: مقایسه روش پیشنهادی با بهترین روش5-)جدول

 طول قابل پردازش ویدئو میانگین موجود برحسب 

 .)بر حسب ثانیه( در یک ثانیه
(Table-5): Comparison of the proposed method and the state 

of the art in terms of average length of videos (in seconds) 

which can be processed per second. 

 

 روش

طول متوسط ویدئو )بر 

حسب ثانیه( که در یک 

 ثانیه قابل پردازش است

 56.3 مبنا VLADروش 

 Xu   12.1 [65]و همکاران 

Ma   11.5 [66]و همکاران 

Ye  14.2 [67]و همکاران 
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Jhuo   13.6 [68]و همکاران 

Liu   17.8 [69]و همکاران 

Zhao   19.5 [37]و همکاران 

Wu 22.3 [70]ان و همکار 

 48.1 روش پیشنهادی

 

 گیرینتیجه -5

، به بررسی تحلیل وقایع بصری در ویدئو این مقاله در

های مبتنی بر یادگیری عمیق را برای گرتوصیفپرداختیم. 

، یک روش کار بردیم. سپسهها بقابتوصیف اولیه 

یدئو ارائه دادیم. این زمانی برای توصیف و-کدگذاری مکانی

، بعد زمانی است VLAD ، که مبتنی بر کدگذاریروش

بندی کند و به طبقهسیگنال ویدئو را در مدل آن لحاظ می

شود. روش بهتری برای تشخیص وقایع بصری منجر می

سازی محدب بیان و له بهینهأشده را در قالب یک مسارائه

ن را حل کردیم. های موجود مسائل محدب آبا کتابخانه

داده عمومی و مجموعه دوشده را روی درنهایت، روش ارائه

تنها عملکرد تشخیص روش پیشنهادی نهبزرگ آزمودیم. 

وقایع بصری را با سه معیار میانگین دقت متوسط، میانگین 

های نسبت به بهترین روش F، و معیار متوسطفراخوانی 

ی از آنها نیز دهد، بار محاسباتی کمترموجود بهبود می

دارد. در ادامه این پژوهش مطلوب است که کدگذاری 

 CNNصورت یک لایه شبکه زمانی پیشنهادی را به-مکانی

توان کل روند تشخیص مفاهیم و تبدیل کرد. با این کار می

ویدئو را با اعمال یک  گرتوصیفکدگذاری آنها و یافتن 

CNN ار، استخراج به ویدئو به انجام رساند. با انجام این ک

با  توأمها در روندی و کدگذاری آن قابهای سطح ویژگی

شود که این روند نسبت بینی میآیند. پیشدست میهم به

به روند فعلی که این دو کار مستقل از هم صورت 

گیرند به نتایج بهتری هم از لحاظ دقت و هم از لحاظ می

 بار محاسباتی منجر شود. 
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