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Abstract
Classification of land cover is one of the most important applications of radar polarimetry images. The
purpose of image classification is to classify image pixels into different classes based on vector properties
of the extractor. Radar imaging systems provide useful information about ground cover by using a wide
range of electromagnetic waves to image the Earth's surface. The purpose of this study is to present an
optimal method for classifying polarimetric radar images. The proposed method is a combination of
support vector machine and binary gravitational search optimization algorithm. In this regard, first a
set of polarimetric features including original data values, target parsing features, and SAR separators
are extracted from the images. Then, in order to select the appropriate features and determine the
U’ optimal parameters for the support vector machine classifier, the binary gravitational search algorithm
"Jj is used. In order to achieve a classification system with high classification accuracy, the optimal values of
the model parameters and a subset of the optimal properties are selected simultaneously. The results of
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the implementation of the proposed algorithm are compared with two states, taking into account all the
selected features, and the genetic algorithm, the results of zoning for the three regions are examined.
The separation of areas for the San Francisco and Manila regions, and the detection of oil slicks in the
ocean surface of the Philippines, have been evaluated. The comparison with the genetic algorithm was
approximately between 6% to 12% and the comparison with the presence of all features was between
13% and 20%. For the San Francisco area, the number of extraction properties was 101, which was
selected using the proposed 47 optimal properties algorithm. For the city of Manila, after applying the
algorithm, 31 optimal features have been selected from 65 features. For the oil slick of the city of the
Philippines, we have reached the stated accuracy by selecting 33 features from 69 features, for the first
two regions the number of initial population is 50 and the repetition period is 30, and for the third
region with 30 initial population and the repetition period is 10.

Keywords: Feature Selection, Image classification, support vector machine, optimization, binary
gravitational search algorithm, polarimetric radar
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(Figure-6): Sampling of training and test data
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(Table-2): Overall accuracy obtained for different values
of the penalty parameter
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(Figure-7): Creating a set of answers by the algorithm
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(Table-4): Comparison of the proposed algorithm with the

genetic algorithm as well as without using any algorithm for
the San Francisco area
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(Table-5): Overall accuracy obtained for different values
of the penalty parameter
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(Figure-10): Graph of the best accuracy and average
accuracy per repetition for each population

(Figure-8): Accuracy diagram of the proposed algorithm by
simultaneously setting the parameter and selecting the
desired properties
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(Figure-9): Classified output of the proposed algorithm
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(Table-8): Comparison of the proposed algorithm with the
genetic algorithm and also without using any algorithm for

the city of Manila
SVM it jf o> 5 cda | licd 2 90 gla Fig dani 15y
VAY Fo Lo g plas o5 i o,
AN il Sy
{-/%4]. f I g S

—Omld - lilogS- i aJ -0-Y
PalSAR oucoiow

S Yo 4 e Dbl slaosls I solatul
et lroniay 5 90855 98 5l g s alaz
U"‘ )‘ oolaw! La u_:l.mwbs).: Q?’“SL’ 9 S ‘9.% 9 u_:T
odizmiw alax 3l S glaas) aseis gl bodiziw
9 [41] ek adlaie gl (e Db pled Y- lol,
oslexuwl (HH-VV) JUlSes 5l eolaxwl L TerraSAR-X
U”"j) )‘ oolaw! l.i u**‘”ﬁ)-‘ u.v‘ )é [42]w‘ W)
gl )0 9750 (i sloaS) jasis ol oolpinn
Jol5ysbas SAR  glacols 51 oolaxwl L weildl
& stwosly ALOS-o lgale PAISAR ouizuiw (5 5 D
u.w‘ W)

FA 51 S VY eoleiing vou,o8) 5l oolaal b
Sy a9 osllae (Sho Sleea (sl (S
syl jlade b gomdads Cds oy i 4 8l
Oiules by S5g ) (A) Jgoo jo a8 ouls bl V/F
lg. ;;:5 Lj ul.?u;‘ LgL..u) a n.i) )Lx}.a sl 003 00l
ol Collacl oo b (Sg QT

el S £ 51 eolatwl L LS cds
Sogo 50 a5 Cwl YOIVEL Jade ply (A-Jguz)
aige Sipe VY bl b Sy w8l eslil
l.g k:A.MJ‘ M)J /\A/f&/ La )J‘)J o 0)51)9' 615 uﬁ\)
Corezr i8,5,0550 by eoledy b, x5 5

O G &5 Cawd duoys AF/AF7 s 4 cadolsal

Y 2l ) )bl Ve Lo

S35 wadgs ond (V) Jguo 3 &5 jobilen
Looobeiin oy opdle eaSganaid S5
S Ba L g YANYLL ply o Shg pled (5,05 54
L cds ol a5 oo, AVIONVT. lade 4y SL55 0,65
@ W) S Gk goletin by, 5l eolinul 4
a5 BIANL 5 VYV e 4y S odns, 3+/F47.

Sl azils cdo il
00 dw gl Envi I 3810 55 51 Jol> guisadnb (P~ Jgu)

ol oy gaigadib b JunSoy o

(Table-6): Classification from Envi software is classified
into three classes in terms of pixels.
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(Table-7): Accuracy of classification obtained by Envi
software for three classes in percentage.
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(Figure-11): Output from the combination of BGSA
algorithm and SVM classifier from Manila
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(Table-9): Optimal extraction and selected features for image classification
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