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Improving Precision of Keywords Extracted From
Persian Text Using Word2Vec Algorithm

Mohammad Reza Hasani Ahangar* & Ali Amiri jezeh
Big Data Laboratory, Computer Science and Technology Center, Faculty of Information and
Communication Technology, Imam Hossein University, Tehran, Iran

Abstract

Keywords can present the main concepts of the text without human intervention according to the model.
Keywords are important vocabulary words that describe the text and play a very important role in
accurate and fast understanding of the content. The purpose of extracting keywords is to identify the
subject of the text and the main content of the text in the shortest time. Keyword extraction plays an
important role in the fields of text summarization, document labeling, information retrieval, and subject
extraction from text. For example, summarizing the contents of large texts into smaller texts is difficult,
but having keywords in the text can make you aware of the topics in the text. 1dentifying keywords from
the text with common methods is time-consuming and costly. Keyword extraction methods can be
classified into two types with observer and without observer. In general, the process of extracting
keywords can be explained in such a way that first the text is converted into smaller units called the
word, then the redundant words are removed and the remaining words are weighted, then the keywords
are selected from these words. Our proposed method in this paper for identifying keywords is a method
with observer. In this paper, we first calculate the word correlation matrix per document using a feed
forward neural network and Word2Vec algorithm. Then, using the correlation matrix and a limited
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initial list of keywords, we extract the closest words in terms of similarity in the form of the list of
nearest neighbors. Next we sort the last list in descending format, and select different percentages of
words from the beginning of the list, and repeat the process of learning the neural network 10 times for
each percentage and creating a correlation matrix and extracting the list of closest neighbors. Finally,
we calculate the average accuracy, recall, and F-measure. We continue to do this until we get the best
results in the evaluation, the results show that for the largest selection of 40% of the words from the
beginning of the list of closest neighbors, the acceptable results are obtained. The algorithm has been
tested on corpus with 800 news items that have been manually extracted by keywords, and laboratory
results show that the accuracy of the suggested method will be 78%.

Keywords: keywords, word2vec algorithm, neural network, giving weight features
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85.35 | 76.92 | 78.57 | 91.67 | 76.92 | 91.67 | 81.82 | 80.00 | 91.67 | 90.91 | 93.33 5%
84.78 | 80.00 | 92.31 | 87.50 | 80.00 | 78.57 | 85.71 | 88.24 | 92.31 | 84.62 | 78.57 10%
80.24 | 62.50 | 86.67 | 75.00 | 81.25 | 84.62 | 78.57 | 80.00 | 86.67 | 73.33 | 93.75 15%
84.53 | 88.24 | 77.78 | 87.50 | 84.21 | 83.33 | 73.68 | 88.24 | 88.24 | 80.00 | 94.12 20%
77.31 | 88.89 | 68.42 | 73.68 | 73.68 | 70.00 | 72.22 | 80.95 | 88.24 | 83.33 | 73.68 25% .
82.28 | 81.82 | 81.82 | 71.43 | 75.00 | 85.71 | 85.71 | 83.33 | 91.30 | 80.95 | 85.71 30% =
77.03 | 66.67 | 81.82 | 86.36 | 69.57 | 80.00 | 72.73 | 79.17 | 75.00 | 75.00 | 84.00 35%
[ 7875 077 [ 8333 | o1s | 7500 [ s2ct | 7917 [ 7306 [ 000 [ 682 [ 7836 ao% |
75.11 77.78 | 66.67 | 75.00 | 80.00 | 77.27 | 74.07 | 70.00 | 83.33 | 72.00 | 75.00 45%
72.11 60.71 | 76.92 | 70.37 | 76.92 | 70.37 | 73.91 | 69.23 | 70.37 | 74.07 | 78.26 50%
26.25 | 25.00 | 27.50 | 27.50 | 25.00 | 27.50 | 22.50 | 20.00 | 27.50 | 25.00 | 35.00 5%
30.50 | 30.00 | 30.00 | 35.00 | 30.00 | 27.50 | 30.00 | 37.50 | 30.00 | 27.50 | 27.50 10%
30.25 | 25.00 | 32.50 | 30.00 | 32.50 | 27.50 | 27.50 | 30.00 | 32.50 | 27.50 | 37.50 15%
36.50 | 37.50 | 35.00 | 35.00 | 40.00 | 37.50 | 35.00 | 37.50 | 37.50 | 30.00 | 40.00 20%
36.25 | 40.00 | 32.50 | 35.00 | 35.00 | 35.00 | 32.50 | 42.50 | 37.50 | 37.50 | 35.00 25% o
4450 | 45.00 | 45.00 | 37.50 | 37.50 | 45.00 | 45.00 | 50.00 | 52.50 | 42.50 | 45.00 30% 3
4525 | 40.00 | 45.00 | 47.50 | 40.00 | 50.00 | 40.00 | 47.50 | 45.00 | 45.00 | 52.50 35%
[ 4s00 [ 5250 [ 5000 | 5500 [ 450 [ 4750 [ ers0 [ 750 [ 4750 [soco [arso | o |
4550 | 52.50 | 40.00 | 45.00 | 50.00 | 42.50 | 50.00 | 35.00 | 50.00 | 45.00 | 45.00 45%
46.75 | 42.50 | 50.00 | 47.50 | 50.00 | 47.50 | 42.50 | 45.00 | 47.50 | 50.00 | 45.00 50%
40.05 | 37.74 | 40.74 | 42.31 | 37.74 | 42.31 | 3529 | 32.00 | 42.31 | 39.22 | 50.90 5%
4479 | 43.64 | 45.28 | 50.00 | 43.64 | 40.74 | 44.44 | 52.63 | 45.28 | 41.51 | 40.74 10%
43.90 | 35.71 | 47.27 | 42.86 | 46.43 | 41.51 | 40.74 | 43.64 | 47.27 | 40.00 | 53.57 15%
50.94 | 52.63 | 48.28 | 50.00 | 54.24 | 51.72 | 47.46 | 52.63 | 52.63 | 43.64 | 56.14 20%
49.32 55.17 | 44.07 | 47.46 | 47.46 | 46.67 | 44.83 | 55.74 | 52.63 | 51.72 | 47.45 25%
57.73 | 58.06 | 58.06 | 49.18 | 50.00 | 59.02 | 59.02 | 62.50 | 66.67 | 55.74 | 59.02 30% Filoee
56.98 | 50.00 | 58.06 | 61.29 | 50.79 | 61.54 | 51.61 | 59.37 | 56.25 | 56.25 | 64.61 35%
56.58 | 62.69 | 50.00 | 56.25 | 61.54 | 54.84 | 59.70 | 46.67 | 62.50 | 55.38 | 56.25 45%
56.67 50.00 | 60.61 | 56.72 | 60.61 | 56.72 | 53.97 | 54.55 | 56.72 | 59.70 | 57.14 50%
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(Table-2): Comparison of the results of the proposed method
with thresholds of 5% and 10%
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