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شده از استخراج یدیکل واژگانبهبود دقت 

 Word2Vec تمیبا استفاده از الگور یمتن فارس
 جزه ی امیریعل و *آهنگرمحمدرضا حسنی 

 و قدرت سایبری، رایانه ةدانشکد شناختی سایبری،های حجیم و جنگهای حجیم، مرکز دادهآزمایشگاه داده

 دانشگاه جامع امام حسین)ع(، تهران، ایران 

 

   

 

 
 چکیده

و نقش بسیار مهمی در فهم دقیق و سریع از محتوا دارند.  هستندگر توصیفی از متن کلیدی لغات مهمی از سند هستند که بیان واژگان

عصبی پیشرو و  ةبر و پرهزینه است. در این مقاله ابتدا با استفاده از شبکهای معمول کاری زمانکلیدی از متن با روش واژگانشناسایی 

سپس با استفاده از ماتریس همبستگی و یک  ازای یک سند محاسبه وماتریس همبستگی واژگان را به Word2Vecاز طریق الگوریتم 

ها استخراج ترین همسایگیرا از نظر شباهت در قالب فهرست نزدیک واژگانترین کلیدی، نزدیک واژگانمحدود از  ةاولی فهرست

ازای هر درصد، را انتخاب و به واژگانصورت نزولی مرتب و از ابتدای فهرست، درصدهای مختلفی از آمده را بهدستهکنیم. فهرست بمی

نهایت ها را تکرار و درهمسایگی ترینبستگی و استخراج فهرست نزدیکعصبی و ساخت ماتریس هم ةمرتبه فرایند آموزش شبک ده

 ؛دهیم که به بهترین نتایج در ارزیابی دست یابیم. این کار را تا جایی ادامه میکنیمرا محاسبه می Fمیانگین دقت، فراخوانی و معیار

ها، نتایج مورد قبولی ترین همسایگیاز ابتدای فهرستِ نزدیک واژگاندرصدِ  چهلازای انتخاب حداکثر دهند که بهنتایج نشان می

 شدهآزمایش ،ایمها را استخراج کردهکلیدی آن واژگانصورت دستی خبر که به هشتصدای با یکرهپآید. الگوریتم بر روی دست میهب

 درصد خواهد بود. 17دهد که دقت روش پیشنهادی ها نشان میاست و نتایج آزمایش

 

 ، شبکه عصبی، وزن دهی ویژگیword2Vecکلیدی، الگوریتم  واژگانان کلیدی: واژگ

 

Improving Precision of Keywords Extracted From 

Persian Text Using Word2Vec Algorithm 
 

Mohammad Reza Hasani Ahangar & Ali Amiri jezeh 

Big Data Laboratory, Computer Science and Technology Center, Faculty of Information and 

Communication Technology, Imam Hossein University, Tehran, Iran 
 

Abstract 
Keywords can present the main concepts of the text without human intervention according to the model. 

Keywords are important vocabulary words that describe the text and play a very important role in 

accurate and fast understanding of the content. The purpose of extracting keywords is to identify the 

subject of the text and the main content of the text in the shortest time. Keyword extraction plays an 

important role in the fields of text summarization, document labeling, information retrieval, and subject 

extraction from text. For example, summarizing the contents of large texts into smaller texts is difficult, 

but having keywords in the text can make you aware of the topics in the text. Identifying keywords from 

the text with common methods is time-consuming and costly. Keyword extraction methods can be 

classified into two types with observer and without observer. In general, the process of extracting 

keywords can be explained in such a way that first the text is converted into smaller units called the 

word, then the redundant words are removed and the remaining words are weighted, then the keywords 

are selected from these words. Our proposed method in this paper for identifying keywords is a method 

with observer. In this paper, we first calculate the word correlation matrix per document using a feed 

forward neural network and Word2Vec algorithm. Then, using the correlation matrix and a limited 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
1.

60
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             1 / 10

http://dx.doi.org/10.52547/jsdp.18.1.60
https://jsdp.rcisp.ac.ir/article-1-858-fa.html


 
 01پیاپی  7شمارة  7022سال 

15 

initial list of keywords, we extract the closest words in terms of similarity in the form of the list of 

nearest neighbors. Next we sort the last list in descending format, and select different percentages of 

words from the beginning of the list, and repeat the process of learning the neural network 10 times for 

each percentage and creating a correlation matrix and extracting the list of closest neighbors. Finally, 

we calculate the average accuracy, recall, and F-measure. We continue to do this until we get the best 

results in the evaluation, the results show that for the largest selection of 40% of the words from the 

beginning of the list of closest neighbors, the acceptable results are obtained. The algorithm has been 

tested on corpus with 800 news items that have been manually extracted by keywords, and laboratory 

results show that the accuracy of the suggested method will be 78%. 

 

Keywords: keywords, word2vec algorithm, neural network, giving weight features 
 

 مقدمه -7
کلیدی تشخیص موضوع متن و  واژگانهدف از استخراج 

محتوای اصلی متن در کمترین زمان است. استخراج 
سازی های خلاصهکلیدی نقش مهمی در زمینه واژگان

گذاری اسناد، بازیابی اطلاعات و استخراج متون، برچسب
یکی از مشکلات مهم در  .[1] موضوع از متن دارد

 غیرکلیدی است واژگانکلیدی، شناسایی  واژگانتشخیص 

ند. نیستگر موضوع اصلی متن ای که بیانگونهبه [2]
وجو و کلیدی، عناصر بسیار مهمی در جست واژگان

عنوان توانند بهمی هاآندسترسی اطلاعات هستند. 
سند در طی عملیات  ةکنندتشریح واژگان ةمجموع
، به هر عبارت دیگرعبارتبهوجو مدنظر قرار بگیرند. جست

کلیدی واژه مهمی که محتویات داخل سند را تشریح کند، 
بندی کلیدی در دو گروه طبقه واژگان. [3] شودگفته می

کلیدی  واژگانو  1کلیدی تابعی واژگان، [4] شوندمی
 .2آموزنده

 واژگانکلیدی تابعی یا غیرمفید برای  واژگان

که منظور  [4] شونددستوری یا مرتبط با زبان استفاده می

معناداری هستند که به اشیا و  واژگاندستوری،  واژگاناز 

؛ این "کتاب، قلم و نوشتن"کنند، مانند مفاهیم اشاره می

ارتباط کمی با محتویات سند دارند و باید حذف  واژگان

 شوند و در نظر گرفته نشوند.

کلیدی آموزنده ارتباط خیلی قوی با  واژگان

ی متن سند دارند. تشخیص مرز بین امحتویات و معن

کلیدی تابعی و آموزنده خیلی سخت نیست و  واژگان

. [5, 4] ها در نظر گرفتتوان یک مرز فازی برای آنمی

 را ایبرای مثال سندی را که اثرات افزایش گازهای گلخانه

شدن لایه ازون بررسی کرده است در نظر در سوراخ

کلیدی که ارتباط کمتری  واژگانبگیرید؛ آن دسته از 

کلیدی  واژگانعنوان به ،نسبت به محتویات سند دارند

ی از قبیل واژگانشوند، مانند غیرمفید در نظر گرفته می

البته ممکن است این  "سال، جهان، جبران، صدمات"

 

1 Functional 
2 Informative 

کلیدی آموزنده در  واژگانعنوان گری بهدر سند دی واژگان

طور که بیان شد، شده همانیادشوند. در سند  نظر گرفته

کلیدی آموزنده در نظر گرفته  واژگانعنوان ی بهواژگان

شوند که ارتباط خیلی قوی با محتویات و معنی متن می

گاز، کارخانه، گرم، زمین،  "ی از قبیل واژگان ،داشته باشند

نیز ممکن است در  واژگانالبته این  "ازون، آب، یخ، قطب

کلیدی غیرمفید لحاظ شوند.  واژگانسند دیگری به عنوان 

. استکلیدی آموزنده مدنظر  واژگاندر این مقاله استخراج 

کلیدی از  واژگانهای بسیاری برای استخراج تاکنون روش

، که دارای معایب و مزایایی شده است ارائهیک سند 

شود یک روش هستند، روشی که در این مقاله ارائه می

 واژگانگرفتن همبستگی نظرمبتنی بر شبکه عصبی با در

از لحاظ معنایی و شباهت با یکدیگر است. در این مقاله 

ابتدا مروری بر کارهای پیشین و مشابه صورت پذیرفته 

کلیدی بیان و در  واژگانسپس روش رایج استخراج  ؛است

حل پیشنهادی با بیان جزئیات مطرح و در پایان ادامه راه

  است. هشدنتایج کار ارائه 

 

 مروری بر کارهای پیشین -0
توانند مفاهیم اصلی متن را و عبارات کلیدی می واژگان

. [6] بدون دخالت انسان بسته به مدل ارائه دهند
های های بزرگ به متنسازی محتویات متنخلاصه

تر برای آنکه بهتر فهمیده شوند کاری سخت است کوچک
توان از کلیدی موجود در متن می واژگاناما با داشتن 

روی کارهای بسیاری موضوعات داخل متن آگاه شد. ازاین
 در این حوزه صورت پذیرفته است.

سپس با  ،شوندبندی میابتدا اسناد خوشه [7] در
ترین آمده از نزدیکدستهای بهاستفاده از ویژگی

سندی که در واقع بیشترین  Kهمسایگان یک سند، 
شباهت را به سند مشخص شده دارند، به سند اضافه و 

بندی گراف شود، درنهایت الگوریتم رتبهسند بسط داده می

شود و بر یافته است، اعمال می بر روی سندی که گسترش
کلیدی  واژگانهای سند و همسایگان سند، ژگیاساس وی
ابتدا عبارات  [8]یابند. در شده از سند، بهبود میاستخراج
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شوند، سپس عباراتی که اسمی از سند استخراج می
مشابه دارند در داخل یک خوشه قرار  واژهیک  کمدست

 واژگانبا ویژگی تعداد تکرار عبارات اسمی و  ؛گیرندمی
درنهایت  ؛شوندبندی میها رتبهداخل این عبارات، خوشه

 ةشوند که خوشعنوان عبارات کلیدی انتخاب میعباراتی به
برای استخراج  [9]باشد. در  شتهمربوطه بالاترین رتبه را دا

 های یادگیری با ناظر استفادهکلیدی از الگوریتم واژگان
در یک سند ای که ابتدا عبارات کلیدی گونهشده است، به

کنند، از عبارات کلیدی مشخص می فهرستیصورت هرا ب
سپس الگوریتم باید یاد بگیرد که اسناد را در دو دسته 

 واژگانابتدا  [10]. در کندبندی منفی و مثبت طبقه
رخدادی این سپس هم ،شوندپرتکرار از متن استخراج می

با تمام واژگان موجود در متن در یک ماتریس  واژگان
شود، در این روش ادعا شده است که هر محاسبه می

رخدادی بیشتری داشته پرتکرار هم واژگانای که با واژه
ابتدا  [11] کلیدی است. در واژةبرای  نامزدبهترین  ،باشد

شوند، سپس کلیدی از متن استخراج می واژگاننامزدهای 
ازای فراوانی به رخدادی بین این نامزدها محاسبه و بههم

عنوان شود، نامزدهایی بههر یک امتیازی نسبت داده می
شوند که بیشترین امتیاز را عبارات کلیدی انتخاب می

از شبکه عصبی برای استخراج  [12]داشته باشند. در 
عصبی  ةشود، ابتدا شبکعبارات کلیدی از سند استفاده می

هایی همچون فراوانی واژه و موقعیت با استفاده از ویژگی

سپس عبارات کلیدی  ،شودواژه در سند آموزش داده می
 شده در دوگرفتن یک حد آستانه تعریفنظرشده با درنامزد
بندی عبارات کلیدی و عبارات غیرکلیدی دسته ةدست
و شبکه عصبی  LVQ1رقابتی  شبکه از [13]شوند. در می

MLP2 شده استفاده متون کلیدی واژگان استخراج برای 
 را یک متن در موجود واژگان واقعدر هاالگوریتم این است،

می بندیدسته غیرکلیدی کلیدی و واژگان خوشه دو به
 هشتادها بر روی کنند، در این روش ادعا شده که نتیجه

نسبت به روش  MLPسند متنی نشان داده است که روش 

 ژگانوا [7]دهد. در دیگر نتایج بهتری را به دست می
توانند نمایندگان شوند، نمیکلیدی که استخراج می

مناسبی برای اسنادی باشند که بیشترین فاصله را از مرکز 
وابسته به زبان است و  [8]خوشه دارا هستند. روش 

های ازای زبانهای پسین و پیشین بهشناسایی وابسته
دارند، همچنین استخراج عبارات اسمی،  مختلف تفاوت

کلیدی یک  واژگانبازنمایی مناسبی برای شناسایی تمام 
قابل توجهی برای  ةنیاز به داد [9]د. روش یستنسند ن

اسنادی که در یک دسته  فقطیادگیری و آموزش دارد و 
 

1 Learning Vector Quantization 
2 Multilayer Perceptron 

ای دارند و شناسایی کلیدی مشابه واژگانگیرند، قرار می
 [10] . درنیستکلیدی جدید در این اسناد ممکن  واژگان

ی واژگاناست و مدنظر قرار گرفته واژگانرخدادی صریح هم
اختصار  واژگانمنظور جلوگیری از تکرار با ضمائر و که به

 [11]گیرند. در پرتکرار قرار نمی واژگاناند جزو بیان شده
تشکیل یک  ،شوندبا یکدیگر تکرار می فقطی که واژگان

عبارات کلیدی  [13, 12]دهند. در عبارت کلیدی را نمی
از  ونچ ،ها وجود داردتابعی به مراتب بیشتر از دیگر روش

برای شناسایی  واژگانهای روابط معنایی بین ویژگی
 است. عبارات کلیدی استفاده نشده

 

 کلیدی واژگاناستخراج روش  -9
توان در می و عبارات کلیدی را واژگانهای استخراج روش

. اگر در [7]د کربندی دسته 4و بدون ناظر 3دو نوع با ناظر
شده باشند، کلیدی مشخص واژگانای از اسناد مجموعه

کلیدی با ناظر و در غیر این صورت  واژگانفرایند استخراج 
توان فرایند طورکلی میاما به ؛بدون ناظر خواهد بود

گونه توضیح داد که کلیدی از متن را این نواژگااستخراج 
تبدیل  واژهتری به نام در ابتدا متن به واحدهای کوچک

باقیمانده  واژگانزائد حذف و  واژگانبعدازآن  ،شودمی
کلیدی از بین این  واژگانشوند، سپس می دهیوزن

 شوند.انتخاب می واژگان
 

 هابردار ویژگی -0
عنوان واحد اصلی در برای چندین دهه به واژگانها و واژه

. در پردازش [14]اند زبان طبیعی مورد مطالعه قرارگرفته

ترین پارامترها در تمام وظایف، زبان طبیعی یکی از مهم
عنوان ورودی به هر یک از به واژگانچگونگی ارائه 

تر ابتدا باید مفهوم شباهت و هاست، به بیانی سادهمدل
را داشته باشیم و این در قالب بردار  واژگانتفاوت بین 

. آنچه در انتخاب [15] بیان است های متن قابلویژگی
 نامزد واژگاندهی ، وزناستکلیدی حائز اهمیت  واژگان

 واژگانبرای استخراج  واژگاندهی منظور وزناست. به
 واژهر هایی اعم از تعداد تکراتوان از روش، می[16] کلیدی

(TF در سند و اسناد )( مختلفIDF) [17]های ، روش
های آماری و و ترکیب روش [19, 18] یادگیری ماشین

که تعداد جایید. ازآنکراستفاده  [20]شناختی زبان
استفاده  TF-IDFهای قدیمی از معیار توجهی از روشقابل
 منظور مقایسه با روش پیشنهادی، در و به [21]کنند می

 

 ادامه این روش را توضیح خواهیم داد. 

 

3 Superwise 
4 Unsuperwise 
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(1)                           

ها برای ترین روشیکی از جدیدترین و پیشرفته
ها از متن، و استخراج بردار ویژگی واژگان 1بازنمایی

 Word2Vecواقع خروجی است. در Word2Vecالگوریتم 
تواند مفاهیم است که می واژگانبازنمایی بردار چگال 

. [22] معنایی و همبستگی موضوعی را نشان دهد
گر ها در این روش، بیانسطرهای ماتریس بردار ویژگی

 با یکدیگر هستند واژگانروابط معنایی و روابط موضوعی 
[14 ,15].  

 

 IDF-TF0دهی به روش وزن -7-0
در این روش تعداد تکرار یک کلمه در یک سند را در 

تمام اسناد در نظر  ةمجموعمقابل تعداد تکرار آن کلمه در 
در اسناد زیادی ظاهر ای واژهگیریم. در این روش اگر می

اهمیت کمتری پیدا  واژهکمتر خواهد شد و  واژهشود، وزن 
 د.کرخواهد 

(2) 
𝑎𝑡𝑑 = 𝑡𝑓𝑡𝑑 ∗ log

𝑁

𝑛𝑑

    

شدن نمایانگر تعداد دفعات ظاهر 𝑡𝑓𝑡𝑑( 1در فرمول )
گر تعداد تمامی اسناد موجود در بیان Nو  dدر سند  t واژه

تعداد اسنادی  ةدهندنشان 𝑛𝑑است و اما  دادهمجموعه
 ةپس از محاسب. [23] در آن وجود دارد t واژهاست که 
TF-IDF  ی که واژگانآن دسته ازTF-IDF  بیشتری نسبت

کلیدی انتخاب  واژگانعنوان دارند، به واژگانبه سایر 
 .[21] شوندمی

 

 skip-gramدهی به روش وزن -0-0
-skipهدف از آموزش مدل  Word2Vecدر الگوریتم  

gram هایی را پیدا کنیم که برای این است که واژه
همسایه در یک جمله یا سند مفید  واژگانبینی پیش
شود مشاهده می (3)طور که در فرمول . همان[24]باشند

کردن میانگین لگاریتم بیشینه skip-gramهدف از روش 
 است. واژهدر اطراف یک  واژگاناحتمال آمدن 

برای  را ورودی ةدادتعداد مجموعه c (3)در فرمول 
دهد که با افزایش این مقدار، دقت و آموزش نشان می

 (1)بر اساس فرمول  𝑝(𝑤𝑡+𝑗|𝑤𝑡)رود و هزینه بالاتر می
یب بردارهای ورودی و ترتبه w𝑣́و 𝑣𝑤 آید که دست میبه

 .است واژگانتعداد تمام  Wهستند و  واژگانخروجی 
را نشان  skip-gramمعماری مدل  (2شکل )

بعدی  واژگانباید  واژهدهد، در این مدل با داشتن یک می
 

1 Representation 
2 Term Frequency inverse Document Frequency 

دورتر نسبت  واژگانکه . ازآنجایی[24]بینی کنیمرا پیش
موضوعی یا مفهومی کمتری  تر رابطهنزدیک واژگانبه 

بین  ةفاصل بیشینه، پس لازم است که در ابتدا [25]دارند
شده در یک جمله را مشخص کنیم، بینیفعلی و پیش واژة

شکل شناسیم. در می 3پنجره اندازهما این فاصله را با نام 
شده است، یعنی با  گرفتهدر نظر  دواین فاصله برابر  (1)

تر و دو لغت بعدتر را باید دو لغت قبل واژهداشتن یک 
 بینی کنیم.پیش

 

 
 Skip-gram مدل در پنجره اندازة (:7-)شکل

(Figure-1): Window Size in Skip-gram Model 
 

 واژة ةدهندنشان xو در لایه ورودی،  (2شکل )در 
1صورت یک بردار آموزشی است که به ةورودی در نمون ×

𝑉 شود و عصبی داده می ةبه شبک[ 𝑦1, … ,  𝑦𝑐]  یک بردار
1به طول  × 𝑉  خروجی در  واژگاناست که مربوط به

سازی مجموع خطای نمونه آموزشی با هدف کمینه
همسایه در لایه خروجی است،  واژگانبینی همه پیش

 ةورودی و لای ة، ماتریس وزن بین لای𝑊𝑉×𝑁 ماتریس 
های مربوط به وزن ةدهندنشان 𝑖𝑡ℎپنهان است که سطر 

 Wدر بین مجموعه لغات است. ماتریس وزن  𝑖𝑡ℎ ةکلم
 ؛به یادگیری آن هستیم مندعلاقههمان چیزی است که ما 

عصبی شامل بردار تمام  ةزیرا پس از پایان آموزش شبک
 ةواژگان است. هر بردار کلمموجود در مجموعه واژگان

𝑁خروجی دارای یک ارتباط  × 𝑉 با ماتریس خروجی𝑊́ 
 دارد.

برخی از پارامترهایی که در این روش مورداستفاده 
 اند بدین شرح است:قرارگرفته

فعلی و  واژةبین  ةفاصل بیشینهفرض صورت پیشهب .1
در  سهشده در یک جمله در الگوریتم مقدار بینیپیش

اما با توجه به این که در زبان  ؛است نظر گرفته شده
داریم و فروانی  واژه چهارفارسی عباراتی با طول 

 ،رسدمی کمینهبه  واژه چهارعباراتی با بیشتر از 
شده بینیفعلی و پیش واژةبین  ةفاصل بیشینهبنابراین 

 در نظر گرفته شده است. چهاردر یک جمله 

شدن در گرفتهمنظور نادیدهبه واژگانفرکانس  کمینه .2
 در نظر گرفته شده است. یکفرایند آموزش عدد 

شدن در گرفتهمنظور نادیدهبه واژگانفرکانس  کمینه .3

 در نظر گرفته شده است. یکفرایند آموزش عدد 

موجود  واژگانتعداد  ةطول ابعاد بردار ویژگی به انداز .4

 در متن در نظر گرفته شده است.

 

3 Window Size 
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 skip-gram [26]معماری مدل  (:0-)شکل

(Figure-2): Skip-gram Model Architecture [26] 
شدن در گرفتهمنظور نادیدهبه واژگانفرکانس  کمینه .5

 در نظر گرفته شده است. یکفرایند آموزش عدد 

موجود  واژگانتعداد  ةبردار ویژگی به اندازطول ابعاد  .6

 در متن در نظر گرفته شده است.

 

 حل پیشنهادیراه -5
های کلیدی از بردار ویژگی واژگاندر روش پیشنهادی، 

دست به واژگانیک سند و همبستگی معنایی و موضوعی 

ها با های یک سند تحت بردار ویژگیآیند. تمام ویژگیمی

و از طریق الگوریتم  1 عصبی پیشرو ةاستفاده از شبک

Word2Vec شوند. با در قالب یک ماتریس نمایش داده می

، در این مقاله برای آمده است [25]توجه به نتایجی که در 

کنیم. استفاده می Skip-gramاز روش  واژگانساخت بردار 

ها نسبت به از مزایای این روش برای ساخت بردار ویژگی

شده با این است که از ماتریس نهایی ایجاد TF-IDFروش 

را محاسبه  واژگانتوان میزان ارتباط بین این روش می

با ترکیب بردارهای  واژگاند. محاسبه میزان ارتباط بین کر

 واژهپذیر است. برای مثال سه آنها با یکدیگر امکان

رید با توجه به را در نظر بگی "تهران"و  "ایران"، "فرانسه"

به  "بردار)فرانسه( ـ بردار)ایران( + بردار)تهران( =؟"رابطه 

 خواهیم رسید. "بردار)پاریس("جواب 

بیان شده  (1شکل )معماری روش پیشنهادی در 

کلیدی به  واژگاناولیه  فهرستاست. در روش پیشنهادی 

 واژگانشرط داشتن ارتباط قوی با محتوای سند که همان 

شود. ده هستند، توسط خبره مشخص میکلیدی آموزن

کلیدی آنها  واژگانمجموعه اسنادی که توسط خبره 

منظور ارزیابی . بهاستسند  هشتصدحدود شده مشخص 

کلیدی با  واژگانشده بعد از استخراج نامزدکلیدی  واژگان

 پذیرد.ارزیابی صورت می Fاستفاده از معیار 

 

1 Feed forward Neural Network 

 عصبی ةآموزش شبک -6
عنوان را به واژهتوانیم یک عصبی نمی ةدر آموزش شبک

عصبی بدهیم، بدین منظور لازم  ةیک رشته متنی به شبک

 Vدست آوریم، برای مثال را به واژگان ةناماست ابتدا لغت

 واژةها خواهیم از بین آنفرد داریم که میمنحصربه واژة

عصبی بدهیم، تنها  ةعنوان ورودی به شبکرا به "ایران"

1به طول  را کافی است که یک بردار × 𝑉  که تمام

که  را ایجز خانهبه ،اندشدههای آن با عدد صفر پر خانه

 ةعنوان ورودی به شبکبه ،است "ایران" واژةمربوط به 

 عصبی بدهیم.
 

 
 معماری روش پیشنهادی (:9-)شکل

(Figure 3): Suggested Architecture for Improving Keywords 
 

 
 در آموزش شبکه عصبی هایژگیوبردار (: 0-)شکل

(Figure-4): Features Vector in Neural Network Training 
 

ین دشمن اسرائیل تربزرگ" ةبرای مثال در جمل

شکل ، در است واژهچهارمین  "ایران" واژة، "ایران است
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1نیز در چهارمین خانه از ماتریس  (4) × عدد یک  5

ها، پارامتری هستند گر این موضوع است. تعداد ویژگیبیان

در این مثال ما  ؛دکرتوان برحسب نیاز کم و زیاد که می

واقع ایم، درویژگی را برای ماتریس دوم در نظر گرفته سه

است که تعداد  نخستهای لایه این ماتریس همان وزن

که سطر  است نامهلغت واژگانگر تعداد آن بیانسطرهای 

شده های استخراجواقع ویژگیچهارم از این ماتریس در

یک  صورتبه نخست. ماتریس است "ایران" واژهبرای 

 واژهگر شماره سطر واقع بیانکند و درشاخص عمل می

های متناظر با که ویژگی استمورد نظر در ماتریس وزن 

 .شده است دادهآن در خروجی نمایش 

 
 تولید بردار خروجی در فرایند ةنحو (:5-)شکل

 یادگیری شبکه عصبی 
(Figure-5): How to generate an output vector in the process of 

learning the neural network 

ترتیب بردار از چپ به راست به (5شکل )در 

(، ماتریس وزن لایه ورودی به لایه پنهان و V×1) ورودی

(، لایه پنهان V×Dهمچنین تولید بردارهای نهایی متن )

(1×D( ماتریس وزن لایه پنهان به لایه خروجی ،)D×V و )

در فرایند یادگیری شبکه عصبی  (V×1بردار خروجی )

دهد که خوبی نشان میشده است. این شکل به نشان داده

ی پنهان کمتر شده چگونه ابعاد ماتریس ورودی در لایه

دهد، در را نشان می واژهتعداد ابعاد بردارهای  Dاست، 

به  Vپنهان یک بردار به طول  ةواقع در این مثال در لای

ها تبدیل شده است. در یک بردار به طول تعداد ویژگی

وجی لازم است که منظور تولید بردار خربعد به ةمرحل

1ماتریس  × D ها ضرب ماتریس ویژگی ةرا در ترانهاد

گفته شود این است که  ،ای که لازم استنکته کنیم.

آیند در هر مجموع احتمالاتی که در بردار خروجی می

، واژگان. در پایان کار بردارهای نهایی است یکسطر برابر 

 .استهمان بردار موردنظر ما 

 
 

 
 کلیدی جدید با استفاده از روش پیشنهادی واژگاننحوه شناسایی  (:6-شکل)

(Figure-6): How to identify new keywords using the suggested method 
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  فهرست نیترکینزد از شده انتخاب واژگان درصد یافق محور)یشنهادیپ روش یابیارز (:7-نمودار)

 (یابیارز درصد یعمود محور و یگیهمسا

(Chart-1): Assessment of the suggested method (horizontal axis The percentage of words selected from the list of nearest neighbors 

and the vertical axis is the percentage of evaluation) 
 

 ارزیابی روش پیشنهادی (:7-جدول)

(Table-1): Assessment of the suggested method 

  

 درصد انتخاب
 کاندید واژگانارزیابی به ازای تعداد دفعات تکرار فرایند انتخاب 

 میانگین
1 2 3 4 5 6 7 8 9 10 

 دقت

5% 93.33 90.91 91.67 80.00 81.82 91.67 76.92 91.67 78.57 76.92 85.35 

10% 78.57 84.62 92.31 88.24 85.71 78.57 80.00 87.50 92.31 80.00 84.78 

15% 93.75 73.33 86.67 80.00 78.57 84.62 81.25 75.00 86.67 62.50 80.24 

20% 94.12 80.00 88.24 88.24 73.68 83.33 84.21 87.50 77.78 88.24 84.53 

25% 73.68 83.33 88.24 80.95 72.22 70.00 73.68 73.68 68.42 88.89 77.31 

30% 85.71 80.95 91.30 83.33 85.71 85.71 75.00 71.43 81.82 81.82 82.28 

35% 84.00 75.00 75.00 79.17 72.73 80.00 69.57 86.36 81.82 66.67 77.03 

40% 79.16 76.92 76.00 73.08 79.17 82.61 75.00 81.48 83.33 80.77 78.75 

45% 75.00 72.00 83.33 70.00 74.07 77.27 80.00 75.00 66.67 77.78 75.11 

50% 78.26 74.07 70.37 69.23 73.91 70.37 76.92 70.37 76.92 60.71 72.11 

 بازخوانی

5% 35.00 25.00 27.50 20.00 22.50 27.50 25.00 27.50 27.50 25.00 26.25 

10% 27.50 27.50 30.00 37.50 30.00 27.50 30.00 35.00 30.00 30.00 30.50 

15% 37.50 27.50 32.50 30.00 27.50 27.50 32.50 30.00 32.50 25.00 30.25 

20% 40.00 30.00 37.50 37.50 35.00 37.50 40.00 35.00 35.00 37.50 36.50 

25% 35.00 37.50 37.50 42.50 32.50 35.00 35.00 35.00 32.50 40.00 36.25 

30% 45.00 42.50 52.50 50.00 45.00 45.00 37.50 37.50 45.00 45.00 44.50 

35% 52.50 45.00 45.00 47.50 40.00 50.00 40.00 47.50 45.00 40.00 45.25 

40% 47.50 50.00 47.50 47.50 47.50 47.50 45.00 55.00 50.00 52.50 49.00 

45% 45.00 45.00 50.00 35.00 50.00 42.50 50.00 45.00 40.00 52.50 45.50 

50% 45.00 50.00 47.50 45.00 42.50 47.50 50.00 47.50 50.00 42.50 46.75 

 Fمعیار

5% 50.90 39.22 42.31 32.00 35.29 42.31 37.74 42.31 40.74 37.74 40.05 

10% 40.74 41.51 45.28 52.63 44.44 40.74 43.64 50.00 45.28 43.64 44.79 

15% 53.57 40.00 47.27 43.64 40.74 41.51 46.43 42.86 47.27 35.71 43.90 

20% 56.14 43.64 52.63 52.63 47.46 51.72 54.24 50.00 48.28 52.63 50.94 

25% 47.45 51.72 52.63 55.74 44.83 46.67 47.46 47.46 44.07 55.17 49.32 

30% 59.02 55.74 66.67 62.50 59.02 59.02 50.00 49.18 58.06 58.06 57.73 

35% 64.61 56.25 56.25 59.37 51.61 61.54 50.79 61.29 58.06 50.00 56.98 

40% 59.37 60.61 58.46 57.58 59.37 60.32 56.25 65.67 62.50 63.64 60.38 

45% 56.25 55.38 62.50 46.67 59.70 54.84 61.54 56.25 50.00 62.69 56.58 

50% 57.14 59.70 56.72 54.55 53.97 56.72 60.61 56.72 60.61 50.00 56.67 
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 همسایگی نیترکینزد -1
که خروجی یادگیری  word2Vecبا استفاده از مدل 

معنایی  ةی را که رابطواژگانتوان ، میاستی عصبی شبکه
د. در این کررا پیدا  ،و همبستگی موضوعی با یکدیگر دارند

کلیدی  واژگاناز اخبار که  را تاییهشتصد ةمقاله یک پیکر
آماده کردیم، سپس با  ،اندآنها توسط خبره استخراج شده

که یک روش برای  1استفاده از روش اعتبارسنجی متقابل
بودن و گر میزان مستقلارزیابی مدل است و بیان

یک تحلیل آماری بر روی یک پذیری نتایج تعمیم
 واژه Xی آموزشی است، هادادهداده نسبت به مجموعه

کنیم. قسمت سند شناسایی و انتخاب می Mکلیدی را از 
 Mتصادفی به  صورتبهبرای این منظور ابتدا متن سند 

شود که با توجه به طول سندهای قسیم میقسمت ت
در روش  Mمقدار  بیشینهدر این مقاله،  مورداستفاده

 X. انتخاب شده استدر نظر گرفته  پنجپیشنهادی مقدار 
تصادفی از هر  صورتبهاست که  گونهنیاکلیدی  واژه

کلیدی را که از قبل توسط خبره  واژهقسمت تعدادی 
کنیم. اولویت انتخاب می انتخاب ،استگذاری شده برچسب

های بیشتری از متن کلیدی است که در قسمت واژگانبا 
برچسب خورده وجود داشته باشند. حال با استفاده از مدل 

word2Vec و  شده استازای سند مربوطه ساخته که به
را به  واژگان نیترکینزدشده، کلیدی کاندید واژة Xاین 
را  واژگانیابیم. این فهرست جدید از ها میواژهاین 

نامیم. این فهرست را ها میهمسایگی نیترکینزدفهرست 
که معرف میزان شباهت معنایی و  واژگانبر اساس امتیاز 

 صورتبه هستنداولیه  ةشدنامزد واژگانها با موضوعی آن
 نیترکینزدحال از بین  کنیم.نزولی مرتب می

ابتدای فهرست را  واژگاندرصد از  پنجها، همسایگی
کلیدی انتخاب، سپس دقت، بازخوانی و  واژگان عنوانبه

 واژگاندرصد  پنجازای این کار را به ورا محاسبه  Fمعیار
ازای دقت، نهایت بهبار تکرار و در دهابتدای فهرست، 
مرحله را ثبت  ده، میانگین این Fبازخوانی و معیار

انتخاب درصدهای مختلفی ازای این فرایند را به .کنیممی
جایی ادامه  ها، تاهمسایگی نیترکینزداز فهرستِ 

شکل به بالاترین مقدار خود برسد. در  Fدهیم که معیارمی
 نامزدکلیدی  واژگانی مراحل کار برای انتخاب خوببه (6)

نمودار  ، همچنین درشده استو ارزیابی آنها نشان داده 
 کار قابل مشاهده است.ی نتایج خوببه (1جدول )و  (1)
 

 و بحث یجنتا -7
برای آموزش  Skip-gramدر این مقاله با استفاده از مدل 

منظور ساخت به Word2Vecعصبی و الگوریتم  ةشبک
 

1 Cross-validation 

 واژگانهای تمام ها، توانستیم بردار ویژگیبردار ویژگی
کنیم، با این تفاوت که در  موجود در یک متن را استخراج

ها از ماتریس شده نسبت به سایر روشکار گرفتهروش به
معنایی و همبستگی موضوعی بین  ةتوان رابطنهایی می

د. از این ویژگی استفاده کردیم و با کرلغات را محاسبه 
کلیدی توانستیم  واژگاناولیه از  فهرستگیری از یک بهره

 نیترکینزدها را در قالب فهرست مشابه با آن واژگان
را  آمدهدستبهها استخراج کنیم. فهرست همسایگی

نزولی مرتب و از ابتدای فهرست، درصدهای  صورتبه
مرتبه  11ازای هر درصد، را انتخاب و به واژگانمختلفی از 

عصبی و ساخت ماتریس همبستگی  ةفرایند آموزش شبک
و ها را تکرار همسایگی نیترکینزدو استخراج فهرست 

را محاسبه  Fراخوانی و معیارنهایت میانگین دقت، فدر
دهیم که به بهترین . این کار را تا جایی ادامه میکنیممی

دهند که نتایج در ارزیابی دست یابیم، نتایج نشان می
از ابتدای  واژگاندرصدِ  چهلازای انتخاب حداکثر به

به ها، نتایج مورد قبولی همسایگی نیترکینزدفهرستِ 
دهد که دقت ها نشان میآزمایشآید. نتایجِ می دست

 درصد خواهد بود. 87روش پیشنهادی 

 [27]آمده در روش پیشنهادی با دستنتایج به

 نشان داده شده است. (2جدول ) مقایسه و در
 

مقایسه نتایج حاصل از روش پیشنهادی با  (:0-)جدول

 درصد 72و  5حدآستانه 
(Table-2): Comparison of the results of the proposed method 

with thresholds of 5% and 10% 

 معیار ارزیابی
 [27]روش  روش پیشنهادی

5% 11% 5% 11% 

35/75 دقت  87/74  23/44  14/26  

25/26 فراخوانی  51/31  14/61  41/68  

F 15/41معیار   84/44  42/53  71/38  

 

 گیری و کارهای آیندهنتیجه -3
شد تا روشی جدید و مستقل از  بر آندر این مقاله سعی 

از متون ارائه  شدهاستخراجکلیدی  واژگانزبان برای بهبود 

، از روابط و واژگانگرفتن فراوانی نظربر درکه علاوه شود

برای بهبود کیفیت استفاده ی بین واژگان نیز همبستگ

های قبلی که در این کند، همان چیزی که در روشمی

ها اشاره شده است، مقاله و در بخش کارهای پیشین به آن

 مورد توجه قرار نگرفته است.

توان موارد زیر های آینده میپیشنهاد جهت پروژه عنوانبه

 :کردرا مطرح 
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ر فهرست د واژگانبندی های رتبهاستفاده از روش .1

 ؛هاهمسایگی نیترکینزد

برای شناسایی  واژگانی هم رخداداستفاده از ویژگی  .2

 ؛عبارات کلیدی

با توجه به  واژگاناستفاده از ضریب وابستگی بین  .3

 .ترادف و تضاد بین آنها
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