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 گراف برای تحلیل احساسات مبتنی بر جنبه 

   3مجتبی کرمی ، 2مظفر بگ محمدی، 1*علی بلوچی
 1* مهندسی کامپیوتر، دانشگاه ایلام، ایلام، ایران   ارشد کارشناس 

 2دانشیار گروه مهندسی کامپیوتر، دانشگاه ایلام، ایلام، ایران 

 3استادیار گروه مهندسی کامپیوتر، دانشگاه ایلام، ایلام، ایران 

 

 
 
 
 

 چکیده 
را در    یفیظر  یهادگاهیاست که د  یعیپردازش زبان طبحوزة  و مهم در    یکاربرد  ایفهیبر جنبه، وظ  یدرک عواطف و احساسات مبتن

  ص ی وتحلیل احساسات در سطح جنبه، در تشخ. تجزیهکندیکمک م  یمتن  یمحتوا  ترقیعم  لیو به تحل  سازدیآشکار م  یمتن  یهاداده
ب  قیدق نسبت  انیاحساسات  منف  یهایژگ یو  افتنی  به شده  و  اهم  یمثبت  بحث،  مورد  به  یفراوان  ت یموضوعات  و  در    لیدل  نیهمدارد 
بررس  ییهانهیزم بهبود سامانه  یاجتماع  یهاشبکه  شیپا  ان، ینظرات مشتر  یمانند    دا یپ  ی اگسترده  یکاربردها  شنهاددهندهیپ  یهاو 

ها  روش  نیکه ا  شودی( پرداخته مGCNگراف )  یعصب  یهااز شبکه  استفادهاحساسات سطح جنبه با    لی مقاله، به تحل  نیاست. در اکرده
پ روابط  ثبت  داده  ةدیچیدر  رودرون  به  نسبت  بهتر  کیکلاس  یکردهایها  برا  یعملکرد  و  با    صی تشخ  یداشته  مرتبط  احساسات 

گز  یهاجنبه به  یانهیخاص،  ممناسب  ا  یشنهادیپ  روش.  روندی شمار  ترک   پژوهش  نیدر  از  استفاده  مدل    جینتا  بیشامل  چند 
مبتنیسازادهیپ الگور  یشده  رو  GCN  یهاتمیبر  معدادهمجموعه  یبر  مدل  لی تحل  یبرا  اریهای  است.  جنبه  سطح    ی هااحساسات 
متفاوت،   یهایو معمار  هادگاهیاز د  یریگ هستند که هرکدام با بهره  R-GATو    DualGCN  ،RDGCN  ،SSEGCNشامل    شدهیسازادهیپ

که    یجمع یریادگ ی کردیها با استفاده از رومدل نی. ادهندیمتن ارائه م ییو معنا یساختار یهایژگ یدر استخراج و یمتنوع یهاتیقابل
رأ م  بیشینه  یریگ یفرایند  شامل  درنتشده  بیترک   شود، یرا  و  م  یتوجه  قابل  یهاشرفتیپ   جهیاند  به  نسبت  نشان    یفرد  یهادلرا 

شامل    نی ا  یانتخاب  ةدادمجموعه.  دهندیم و  تاپلپو    14رستوران    یهارمجموعهی)ز  SemEval2014پژوهش  در   توییتر(  است. 
نسبت به   F1 (F1-Score)  ازی امت  اریدر مع  %2.8( و  Accuracyدقت )  اریدر مع  %2.15  شیشاهد افزا  یی، مدل نها14رستوران    ةدادمجموعه

توجه  شیافزا  تاپلپ  ةدادمجموعه  در  ن، یهمچن  ؛استبوده  هیپا  یهامدل مع  9.2معادل    ی قابل  در  و    اریدرصد  در    11.74دقت  درصد 
به ثبت   F1  ازیامت  اریدر مع  %8.7دقت و    اریدر مع  %7.8  شی، افزاتوییتر  ةداددر مجموعه  ت، یدرنها  ؛استمشاهده شده  F1  ازیامت  اریمع

  یهادرصد دقت را نسبت به پژوهش  نیپژوهش توانسته است بالاتر  نیگام او پیش  دیجد  کردیروکه    دهندینشان م  جی. نتااستدهیرس
 .دست آوردحوزه به  نیدر ا ریاخ
 

 .تحلیل احساسات سطح جنبه، یادگیری جمعی ، گراف یعصب یهاشبکه ق، یعم یریادگ ی ،ی عیپردازش زبان طبواژگان کلیدی: 

 

Using Majority Voting in Graph Neural Networks for 
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Abstract 
Aspect-Based Sentiment Analysis (ABSA) is a detailed subdomain of sentiment analysis that focuses on 
detecting sentiments toward specific aspects of entities, such as product features or service attributes, 
rather than providing a general sentiment polarity. This granular understanding is essential in domains 
such as customer feedback evaluation, social media opinion mining, and intelligent recommendation 
systems. However, capturing the syntactic and semantic dependencies required for accurate ABSA 
remains a challenge for conventional models. In this study, we propose an ensemble-based approach 
utilizing Graph Convolutional Networks (GCNs), which are particularly effective in learning structural 
relationships from sentence-level dependency trees. Our methodology involves the integration of four 
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advanced GCN-based models: DualGCN, RDGCN, SSEGCN, and R-GAT. Each model offers distinct 
strengths, ranging from dual-graph encoding and reinforcement-driven attention mechanisms to syntax-
aware semantic enhancements. These models are trained individually and then aggregated through a 
majority voting mechanism to create a robust ensemble capable of improved sentiment prediction at the 
aspect level. The models were evaluated on benchmark datasets including SemEval-2014 (Rest14 and 
Laptops subsets) and Twitter, covering both formal and informal texts. Extensive preprocessing was 
conducted to standardize input formats and ensure fair comparison across models. Moreover, training 
was performed using both GLoVE and BERT embeddings, allowing the ensemble to benefit from a 
diverse range of semantic features. The proposed majority voting strategy aggregates the predictions of 
individual models and determines the final sentiment class based on the most frequent output. In case of 
a tie, the model with the highest validation accuracy takes precedence. This strategy effectively combines 
the complementary capabilities of multiple GCN variants, leading to improved performance and 
stability across diverse datasets. Experimental results show that the proposed ensemble method 
significantly outperforms both baseline models and recent state-of-the-art methods. On the Rest14 
dataset, the ensemble achieved an accuracy of 88.47%, improving upon the best recent model (SAGCN 
+ BERT) by +1.34%. On the Laptops dataset, it attained 85.44%, exceeding SAGCN’s 85.12% by 
+0.32%. Similarly, on the Twitter dataset, our model reached 82.12%, surpassing SAGCN’s 81.45% by 
+0.67%. Additionally, compared to individual baseline models, the proposed method improved accuracy 
by 2.15% and F1-score by 2.8% on Rest14, 9.2% and 11.74% on Laptops, and 7.8% and 8.7% on 
Twitter, respectively. These improvements highlight the robustness of the ensemble in handling varying 
linguistic structures and domains. We also explored alternative ensemble strategies including weighted 
voting, neural fusion, and combined embedding approaches, yet none outperformed the majority voting 
strategy in consistency or accuracy. This further reinforces the effectiveness and simplicity of our 
proposed method   . In conclusion, this research introduces a novel and practical ensemble technique for 
ABSA using multiple GCN models and a majority voting strategy. The method achieves state-of-the-art 
accuracy across multiple benchmarks and demonstrates strong generalization, making it a valuable 
contribution to aspect-level sentiment analysis. Future work may extend this approach to multilingual 
and domain-specific contexts or integrate large pretrained language models such as RoBERTa or GPT 
to further enhance contextual understanding. 
 

Keywords: Natural Language Processing, Deep Learning, Graph Neural Networks, Aspect Level Sentiment 
Analysis, Ensemble Learning. 
 

 

 مقدمه-1
  است   1ی ع ی از پردازش زبان طب   ی ا رشاخه ی ز   ، تحلیل احساسات 

  ی ها داده   در که برای شناسایی و استخراج احساسات نظرات  
هدف  ند.  ک استفاده می   ی هوش مصنوعی ها متنی از الگوریتم 

در    ، متن   ة که مشخص شود نویسند  است این    ها این الگوریتم 
منفی   مثبت،  احساسات  ابراز  به  و  حال  نسبت  خنثی  یا 

خدمات   محصول،  است و  موضوع،  خاصی  رویداد  تحلیل  .  یا 
های متنی بر اساس  بندی خودکار داده احساسات برای طبقه 

های  تواند در زمینه شود و می استفاده می   ها لحن احساسی آن 
خدمات  بازاریابی،  مانند  نظارت    ان مشتری   مختلفی  بر  و 

شود رسانه  استفاده  اجتماعی  احساسات    ل ی تحل .  ]1[های 
جنبه   ی مبتن  تحلیل    2بر  از  دقیق  جزئیات  با  زیرشاخه  یک 

است  شناسا   احساسات  بر  طبقه   یی که  و    ی بند و  نظرات 
  ت، ی موجود  ک ی خاص  ی ها شده نسبت به جنبه ز احساسات ابرا 

مکان  ارائه   محصول، خدمات   ک ی   های ویژگی   مانند  یک  شدة 
 . ]3،  2[تمرکز دارد مانند رستوران  

ماشین روش  یادگیری  عمیق   3های  یادگیری  طور  به   4و 
تجزیه  برای  قرار  گسترده  استفاده  مورد  احساسات  وتحلیل 

ها  بندی آن که در درک احساسات هر جنبه و طبقه  اند گرفته 
نداشته  خوبی  مستلزم  .  ]4،  3[اند عملکرد  جنبه  شناسایی 

های مختلفی است که  ویژگی   ی بند توانایی تشخیص و دسته 
 

1 Natural Language Processing (NLP) 
2 Aspect-Based Sentiment Analysis (ABSA) 
3 Machine Learning 
4 Deep Learning 

  ی عصب   ی ها شبکه گیرند. به تازگی ی در متن مورد بحث قرار م 
و  ها  واژه   ن ی ب   ده ی چ ی روابط پ   استخراج در  یی  توانا   ل ی دل به   5گراف 
به   ات عبار  متن،  ابزار در  برا   ی عنوان  تحلیل  قدرتمند  ی 

   [. 5،  4] اند کار رفته احساسات سطح جنبه به 
مصنوعی   های روش  هوش  برای  شده  استفاده   کلاسیک 

جنبه  سطح  احساسات  های  رویکرد بر    بیشتر   ، تحلیل 
شبکة  عمق  کم   7های کننده بندی دسته و    6ساز دست  مانند 

پرسپترون  چندلایة  پشتیبان   8عصبی  بردار  ماشین  تکیه    9و 
توانایی  می  که  زبان    محدودی کنند  پیچیدگی  گرفتن  برای 

گراف  شبکه   . ]6[دارند طبیعی   عصبی  از  نوعی    (GCN)های 
عمیق  یادگیری  و    الگوریتم  گراف  ساختار  پایة  به  بر  قادر 

بین   روابط  یک جمله  ها  واژه یادگیری  در  عبارات  هستند.  و 
شبکه  جمله، این  هر  روی  بر  اولیه  گراف  ساخت  با    از   ها 

زبان   اطلاعات  نحوی  و  دستوری  دقت    ساختار  بهبود  برای 
احساسات  تجزیه  بین  وتحلیل  روابط  استخراج  همچنین  و 
   . ]7[کنند می استفاده    واژگان 

تجزیه  برای    بیشتر وتحلیل احساسات  رویکردهای موجود 
های سنتی یادگیری ماشین  ساز و روش های دست بر ویژگی 
می  که  تکیه  و  کنند  بوده  کمتری  دقت  و  دارای  توسعه 

می آن   داری نگه  زمان ها  باشد تواند  پرهزینه  و  ها    GCN.  بر 

 

5 Graph Neural Networks (GNN) 
6 Lexicon-based approach 
7 Classifier 
8 Multilayer Perceptron 
9 Support Vector Machine 
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تر و  پیچیده   ها( )جاسازی   های 1توانند بازنمایی می   خاص طور  به 
می انتزاعی  و  بیاموزند  را  احساسات  از  در  تری  توانند 

های بزرگ و متنوع برای بهبود دقت و استحکام  داده مجموعه 
تجزیه سامانه  شوند های  اعمال  احساسات  انجام  .  وتحلیل 

و    GCNوتحلیل احساسات با استفاده از  در تجزیه   ها پژوهش 
آن الگوریتم  زیرمجموعة  پیشرفت می   های  به  قابل  تواند  های 

های تحلیل  سامانه   ة توجهی در درک احساسات انسانی، توسع 
و ماشین در   انسان  تعامل  بهبود کیفیت  و  مؤثرتر  احساسات 

گیری  ی رأ تاکنون از فرایند    . ]8[های مختلف منجر شود حوزه 
مدل  نتایج  بر  بین  مبتنی  تحلیل    GCNهای  حوزة  در 

 است.  احساسات سطح جنبة کاری ارائه نشده 
اصل  ا   ن ی ا  ی سؤال  آ  نی پژوهش  که   ب ی ترک   ای است 

رأ   GCN  ی ها مدل   ی ها ی نی ب ش ی پ  از  استفاده   ی ر ی گ ی با 
احساسات سطح جنبه را بهبود  ل ی دقت تحل  تواندی بیشینه م 

فرض  حاضر   یة دهد؟  ا   نی ا   پژوهش  که  با   کردی رو   ن ی است 
جمع  ی ر ی گ بهره  اجماع  را   ی فرد   ی ها مدل   ی خطاها   ، ی از 

بهتر  عملکرد  و  داده  روش   ت نسب   ی کاهش  موجود   یها به 
 .دهد ی ارائه م 

اینکه   به  توجه  رأ با  فرایند  از  استفاده    یر ی گ ی تاکنون 
برا  در    GCNبر    ی مبتن   ی ها مدل   ج ی نتا   ب ی ترک   ی بیشینه 

بررس   ل ی تحل  جنبه  سطح  ا   ؛ است نشده   ی احساسات    ن ی در 
پ   کرد ی رو   ک ی پژوهش،   با    شود ی م   شنهاد ی نوآورانه  که 

رأ   ی جمع   ی ر ی ادگ ی از    ی ر ی گ بهره    ، بیشینه   ی ر ی گ ی و 
پ   ی ها ی ن ی ب ش ی پ  مدل  )شامل    GCN  ة شرفت ی چهار 

DualGCN  ،RDGCN  ،SSEGCN    وR-GAT ترک را    ب ی ( 
ا کند ی م  تجم   ن ی .  با  مدل   ع ی روش  قوت  مختلف،    ی ها نقاط 

تحل  استحکام  و  مجموعه   ل ی دقت  در  را  های  داده احساسات 
قابل   ار ی مع  گام   دهد ی م   ی توجه   بهبود  ا   ی و  در  حوزه    ن ی نو 
 . رود ی شمار م به 

این مقاله در بخش دوم به مرور کارهای گذشته، در بخش  
مجموعه  معرفی  به  تشریح  داده سوم  به  چهارم  بخش  در  ها، 

نتایج و درنهایت در    ة روش پیشنهادی، در بخش پنجم به ارائ 
 . پردازد پیشنهاد می ارائة  گیری و  بخش ششم به نتیجه 

 

 کارهای گذشته   -2
را در    ی قابل توجه   ی ، نوآور GCNگذشته ادغام    ة در طول ده 

آورده به   NLPحوزة   ا است وجود  و    ی بررس   ک ی   قسمت   ن ی . 
از    ل ی تحل  تلاش پیشین    های پژوهش جامع    پژوهشی   ی ها و 

قدرت  داده اختصاص  از  استفاده  به    ف ی وظا   ی برا   GCNشده 
را ارائه    2024تا    2019، از سال  احساسات سطح جنبه   ل ی تحل 

مقالة    . دهد ی م  در  جد   ]9[نویسندگان  برا   ی د ی روش    ی را 
.  کردند   شنهاد ی پ   ی احساسات بر اساس درختان وابستگ   ل ی تحل 

الگوریتم  است که از    ی عصب   ة شبک   ک ی بر    ی مبتن   کرد ی رو   ن ی ا 

 

1 Embedding 

دوجهته کوتاه   ی طولان   ة حافظ    بازنمایی   ی ر ی ادگ ی   ی برا   2مدت 
م   ک ی   ی ها ی ژگ ی و  استفاده  یک  .  د ن ک ی جمله  برای    GCNاز 

آن  مدل  وابستگی  از طریق درخت  سازی ساختار یک جمله 
و    ی ا نه ی هم اطلاعات زم   ی شنهاد ی پ   کرد ی رو   شود. استفاده می 

  ی ا جنبه   واژگان به    ی نظر   واژگان را از    ی هم اطلاعات وابستگ 
م  وابستگی   . کند ی منتشر  درخت  از  حافظة   استفاده  با  همراه 

دهد تا اطلاعات  مدت دوجهته به مدل اجازه می طولانی کوتاه 
   .متوالی را درک کنند   متنی بین واژگان 

مقالة   پایة  پژوهش   ]10[در  بر  جدید  چهارچوبی  گران 
دهند که از ساختار نحوی  ارائه می  GAT)-(TD  3توجه به نام 

طبقه  برای  جمله  استفاده  یک  جنبه  سطح  احساسات  بندی 
روش می  برخلاف  را  کند؛  جمله  یک  مقاله  این  پیشین،  های 
نشان    ای از واژگان ی دنباله جا به عنوان یک گراف وابستگی  به 

 Graph Attentionتوجه گراف )   ة شبک دهد؛ همچنین از  می 

Network - GAT )   های احساسی  چندلایه برای انتشار ویژگی
به    واژگان از   رسیدن  برای  نحوی  همسایگی  گراف  در  مهم 

از یک لایه شبکة  ها استفاده شده هدف جنبه  ادامه  است. در 
کوتاه  طولانی  حافظة    TDGAT  ی معمار در  4مدت عصبی 

شده  در  استفاده  را  جنبه  به  مربوط  اطلاعات  آشکارا  تا  است 
های مختلف در طول گسترش همسایگی بازگشتی ضبط  لایه 

بر روی درخت    GCNنویسندگان یک    ]11[کنند. در مقالة  
بهره  برای  جمله  یک  و  وابستگی  نحوی  اطلاعات  از  برداری 

می وابستگی  ایجاد  را  واژه  یک  های  از  پژوهش  این  در  کنند. 
پالایه  برای  پوشاندن  غیرجنبه و حفظ  سازوکار  واژگان  کردن 

   .شود های خاص جنبه استفاده می ویژگی 
پیشنهاد می   ]12[نویسندگان در مقالة   دهند  معماری را 

گراف  روی  بر  را  کانولوشن  عملیات  واژگان  که  و  نحوی  های 
انجام می مراتب سلسله  واژگانی  ی  گراف  یک  از  این مدل  دهد. 

اطلاعات   گرفتن  برای  پیکره  زمان هم جهانی  سطح  در  واژه  ی 
می  نحوة  استفاده  از  بازنمایی  سراسری  واژگانی  گراف  کند. 

درک  پ هم به  و  است  آموزشی  مجموعة  در  واژگان  یوستگی 
روابط  وسیع  از  ارائه    واژگان تری  فردی  جملات  از  فراتر 

پیشنهادی  دهد. این اطلاعات به می  از معماری  عنوان بخشی 
طبقه  می برای  استفاده  جنبه  سطح  احساسات  شود؛  بندی 

یک  علاوه  گراف   مراتب سلسله براین،  روی  بر  های  مفهومی 
شود تا انواع مختلف روابط وابستگی  نحوی و واژگانی ایجاد می 

را متمایز کند. هدف این مدل ارائة درک    واژه روی  یا روابط هم 
بندی احساسات، با ترکیب هر  ی از متن و بهبود طبقه تر جامع 

مقالة   در  است.  اطلاعات  نوع  مدل    ]13[دو  نویسندگان 
نام   به  می   GCN-Inter5جدیدی  به پیشنهاد  که  طور  کنند 

جنبه  روابط  جنبه مشترک  بین  و  از  محور  استفاده  با  را  ای 
GCN   گیرد؛ نخست یک گراف وابستگی معمولی برای  یاد می

 

2 Bidirectional Long Short-Term Memory (Bi-LSTM) 
3 Target-dependent Graph attention Network (TD-GAT) 
4 Long Short-Term Memory (LSTM) 
5 Inter-Aspect Relation Graph Convolutional Network 

(Inter-GCN) 
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شود؛ سپس گراف  هر جمله روی درخت وابستگی ساخته می 
و  وابستگی   درنظرگرفتن با   متنی  واژگان  بین  نحوی  های 

شود تا نمودار متمرکز بر جنبه  واژگان خاص جنبه اصلاح می 
 آید.    دست به 

که    اند به این نتیجه رسیدهنویسندگان    ]14[در مقالة  
رویکردهای موجود برای تحلیل احساسات مبتنی بر جنبه، 

پیچید جنبه  ةروابط  نشان  بین  کامل  را  نظرات  و  ها 
آندهندنمی احساسات   یرویکردها  .  تحلیل  برای  جدید 

را    (DualGCN)ه  دوگان  GCNمبتنی بر جنبه با استفاده از  
ساختارهای نحوی و روابط معنایی را   که  کنندیپیشنهاد م

می  زمان هم موضوع،  گیرد.  درنظر  این  به  پرداختن  برای 
ساختار   یک    گرافیک  از  متشکل  و   گرافدوگانه،  جنبه 

معرفی    گرافیک   جنبه  شودمینظر  بین  روابط  و تا  ها 
مدل جداگانه  را  احساسات   بینییشپ .  کنند  یسازنظرات 
ویژگی تجمیع  با  نظرنهایی  و  جنبه  از   ،های  استفاده  با 

توجهسازوکار میبه  های  مقالة  آیددست  در   .]15[  
استفاده   نحوی  اطلاعات  رمزگذاری  روش  از  نویسندگان 

در سه مرحله ساخته   محورجنبه اند. درخت وابستگی  کرده
از   شود؛می استفاده  با  جمله  یک  وابستگی  درخت  ابتدا 
مییه تجز ساخته  معمولی  درخت  کنندة  سپس،  شود؛ 

جنبه  یک  در  آن  ریشة  تا  داده  شکل  تغییر  را  وابستگی 
برای    موردنظرهدف   تنها  درخت  هرس  درنهایت،  باشد؛ 

لبه انجام حفظ  جنبه  با  مستقیم  وابستگی  روابط  با  هایی 
یکمی درختی  ساختار  چنین  قادر  شود.  را  مدل  پارچه 

بین جنبهیم ارتباطات  بر  تا  نظرسازد  واژگان  و  تمرکز   ها 
رابطه توجه گراف  از یک شبکه  برای    1(GAT-R) ایکند. 

قطبیت   شناسایی  در  جدید  درختی  ساختار  رمزگذاری 
 است.احساسات جنبه پیشنهاد شده

سازی شد  پیاده   2( SSEGCNروشی به نام )   ]16[در مقالة  
آن   هدف  نحو که  اطلاعات  معنا   ی ادغام  از    یی و  استفاده  با 

توجه آگاه    سازوکار   ک از ی   SSEGCNاست.   د ی جد   ی ها سازوکار 
جنبه  ماتر   3از  نحو   ی ها س ی و    GCN  ت ی تقو   ی برا   4ی ماسک 

می است  جملات،  ابتدا   کند؛ فاده  رمزگذار  از  استفاده  با   ،
توجه    سم ی سپس، مکان   تشکیل داده و را    واژه   ی متن   ی ها یی بازنما 

به  توجه  با  همراه  را  آگاهانه  می خود  به  کند ایجاد  آگاه  توجه   .
بر   معنا   ی ر ی ادگ ی جنبه  متمرکز    یی اطلاعات  جنبه  با  مرتبط 

در    واژگان مختلف توجه به    ی ها شامل اختصاص وزن   که   است 
ارتباط آن  اساس  بر  با اصطلاح جنبه جمله    اد ی مدل    است.   ها 

  ن ی شتر ی کند که ب   بندی یت و اولو   یی را شناسا   واژگانی   رد ی گ ی م 
  . شده دارند داده   ة نسبت به جنب   شده ان ی کمک را به احساسات ب 

در   نحوی    ة استفاد   ]17[ة  مقال نویسندگان  اطلاعات  از  کامل 
با استفاده از روشی به نام    را   وابستگی درختان    وسیلة به شده  ارائه 

 

1 Relational Graph Attention network (R-GAT) 
2 Syntactic and Semantic Enhanced Graph Convolutional 

Network (SSEGCN) 
3 Aspect-aware Attention Mechanism 
4 Syntactic Mask Matrices 

 ( نحو  از  آگاه  گراف  توجه  پیشنهاد    GAT+-BiSyn )5شبکة 
پیشنهادی  .  ند ن ک می  نحوی  طور به روش  اطلاعات  از  کامل 

سازی بافت آگاه از  یک جمله برای مدل   ة دهند درخت تشکیل 
ها برای  احساسات هر جنبه و روابط احساسات در سراسر جنبه 

هر جنبه به    احساسات  از   اه بافت آگ  کند. می   استفاده یادگیری  
جمله  جنب بافت  به  که  دارد  اشاره  آن    ة ای  احساس  و  خاص 
 .  مربوط است 

)   ]18[در مقالة   نام  است.  ارائه شده   RDGCN )6روشی به 
اساس  بر  روش  محاسب   این  برای  جدید  معیار    اهمیت   ة یک 

، استفاده از یادگیری تقویتی برای توابع اهمیت فاصله،  وابستگی 
مهم   توابع  برای  جهانی  توجه  مکانیزم  ارائ   آن معرفی  یک    ة و 

به ه چ  را  ارچوب جامع که  نوع  و هم نحو  فاصله  مؤثر هم  طور 
می  شده دهد نشان  طراحی  این  است ،  تعیین  .  به  نیاز  مدل 

اهمیت هر وابستگی در تأثیرگذاری بر قطبیت احساسات دارد و  
می  اجازه  آن  مرتبط به  بر  تا  برای  دهد  نحوی  ارتباطات  ترین 

. در مقالة  ها تمرکز کند بینی دقیق احساسات خاص جنبه پیش 
نام    ]19[ به  جدیدی  از    7( SAGCN) مدل  برخی  رفع  برای 

مدل کاستی  استفاد   پیشین های  های  از    نکردن ه مانند  کامل 
ارتقای    گرفتن یده های خاص در یک جمله و ناد اطلاعات جنبه 

احساسا   وسیلة به مدل   از  خارجی  عمومی  پیشنهاد    ت دانش 
سنتی  مدل   است. شده  احساسات  تحلیل  درک    بیشتر های  در 

در یک جمله    واژگان ساختارهای نحوی پیچیده و روابط بین  
های  ویژگی   سازی پارچه یک   . در این روش از خورند شکست می 

با   از  استفاده می   GCNنحوی  و رویکرد هرکدام  کند. ساختار 
 است.  ( نشان داده شده 1در جدول )   یادشده های  مدل 
 

 

در    GCNهای مبتنی بر  های مدل (: ساختار و رویکرد 1-)جدول 
 حوزة تحلیل احساسات مبتنی بر جنبه 

(Table-1): The structure and approaches of GCN-based models 

in the field of aspect-based sentiment analysis 
نوع  

 رویکرد 
 مدل نام   ساختار 

 BiLSTM + GCN CDT [9] فضایی 

 BiLSTM + GAT طیفی 
TD-GAT 

[10] 
 GCN ASGCN [11] فضایی 

 BiLSTM + GCN BiGCN [12] فضایی 

 Dependency tree + BiLSTM + GCN فضایی 
Inter-GCN 

[13] 

 Dependency tree + BiLSTM + GCN فضایی 
DualGCN 

[14] 

 BiLSTM + GAT R-GAT[15] طیفی 

 BiLSTM + GCN فضایی 
SSEGCN 

[16] 

 +Dependency tree + BiLSTM + GAT BiSyn-GAT طیفی 

 Dependency tree + Reinforcement فضایی 
learning + GCN 

RDGCN [18] 

 +Dependency tree + BiLSTM +PCT فضایی 
GCN 

SAGCN [19] 

 

5 Bi-Syntax aware Graph Attention Network (BiSyn-

GAT+) 
6 Reinforced Dependency Graph Convolutional Network 

(RDGCN) 
7 Syntax-Aware and Graph Convolutional Network  

(SAGCN) 
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  ل ی تحل   ی برا   GCNدر استفاده از    ر ی اخ   ی ها شرفت ی با وجود پ 
گذشته   ی ها در پژوهش   ی احساسات سطح جنبه، سه خلأ اصل 

مدل    ک ی ازحد به عملکرد  ش ی ب  ی ( وابستگ 1:  شود ی مشاهده م 
( عدم استفاده از  2 ؛ است  دار ی متنوع ناپا   ی ها خاص که در داده 

و  مدل   ب ی ترک   ی برا   ی جمع   ی ر ی ادگ ی   ی کردها ی رو  (  3ها 
پژوهش    ی ب ی ترک   ی ها روش   ی محاسبات   ی دگ ی چ ی پ  موجود. 

معرف  با  برا   ی ر ی گ ی رأ   ی حاضر  مدل    ب ی ترک   ی بیشینه  چهار 
GCN دقت و    ش ی را برطرف کرده و با افزا   ها ت ی محدود   ن ی ، ا
  م ی تعم کارآمد و قابل   ی حل راه   ة خود را در ارائ   ت ی اهم   ، ی سادگ 

 . دهد ی نشان م 
 

 داده مجموعه -3
ا  مجموعه   پژوهش   ن ی در  دو    توییتر و    SemEval2014  ة داد از 

  SemEval2014دادة  مجموعه   . ]21،  20[است شده استفاده  
تاپ است که هرکدام حاوی  و لپ  Rest14شامل دو فایل به نام 

همراه احساسات مرتبط با خود در  ها به اطلاعات نظرات و جنبه 
  افته ی ساختار    ای گونه به   داده است. مجموعه شده  های گفته حوزه 

  ی ا اصطلاحات جنبه   ، نظر متن    ک ی شامل    ی است که هر ورود 
در   یافت شده که  عبارت    اند نظرات  با هر  و احساسات مرتبط 
به   توییتر   ة داد مجموعه است.  جنبه   غ   دلیل نیز  و    ی ررسم ی زبان 
را    ی زتر برانگی   چالش   آزمون   ، و اختصارات   انه ی عام   واژگان وجود  

جنبه   ی برا  سطح  احساسات  تحلیل  حوزة  در  ارائه    پژوهش 
چند عبارت جنبه    ا ی   ک ی داده با  در مجموعه   ت یی . هر تو کند ی م 

دارا  عبارت جنبه  هر  و  است  احساس    ک ی   ی مرتبط  برچسب 
ی  ش ی و آزما   ی آموزش   ی ها تعداد نمونه ها شامل  است. توزیع داده 

جنبه  احساسات  )مثبت قطبیت  خنثی( ،  ها  و  هر    ی برا   منفی 
( آورده  1صورت کلی در شکل ) است. این توزیع به داده  مجموعه 

 است. ( نشان داده شده 2شده و جزئیات آن در جدول ) 
 
 

 های مورد استفاده (: توزیع کلی مجموعه داده 1-شکل ) 
 )Figure-1): General distribution of the used datasets

 
 

 ( هر مجموعه 3در جدول  از  این  (  در  استفاده  مورد  دادة 
داده   نشان  و قطبیت آن  مثال به همراه جنبه  پژوهش، یک 

مجموعه شده  در  مثال  برای  »غذا    Rest14دادة  است؛  جملة 
خدمات  اما  بود  نشان عالی  بود«  کند  قطبیت  دهی  دهندة 

جنبة   برای  منفی  قطبیت  و  غذا  کیفیت  جنبة  برای  مثبت 
 دهی است. خدمات 

های آموزشی و آزمایشی در  (: تعداد توزیع قطبیت داده 2-)جدول 
 داده هر مجموعه 

(Table-2): The number of polarity distributions of training and 
test data in each dataset 

 داده مجموعه بخش  مثبت منفی خنثی 
 رستوران آموزش 2164 807 637
 آزمایش  727 196 196
 تاپلپ آموزش 976 851 455
 آزمایش  337 128 167
 ترییتو آموزش 1507 1528 3016
 آزمایش  172 169 336

 

جنبه و    به همراه   داده مجموعه (: چند نمونة موجود در  3-)جدول 
 ها قطبیت آن 

 )Table-3): Some examples in the dataset, along with their aspect 

and polarity 
داده مجموعه  ها جنبه  متن    قطبیت  

 رستوران
غذا عالی بود اما  

 دهی کند بود سرویس 

 غذا 
 سرویس

 غذا )مثبت( 
 

سرویس 
 )منفی( 

تاپلپ  
باتری  عمر 

 است  زیانگشگفت

عمر 
 باتری 

 مثبت 

ترییتو  مثبت  آپدیت  عاشق آپدیت جدیدم  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 روش پیشنهادی   روندنمای   : ( 2-)شکل 
(Figure-2): Flowchart of the proposed method 

 
 

 روش پیشنهادی   -4
در  رأی اساسی  مفهوم  یک  مانند  هاحوزه گیری  مختلف  ی 
یندهای دموکراتیک در حکومت گرفته تا کاربرد آن در فرا
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سامانه و  ماشین  توصیهیادگیری  رأیهای  است.  گیری  گر 
تصمیمات  یا  نظرات  ترجیحات،  تجمیع  یا  انتخاب  شامل 
گروهی از افراد یا نهادها است که هدف آن رسیدن به یک  

تعیین   یا  قطعی  میان  ترمحبوبتصمیم  در  انتخاب  ین 
گزینهمجموعه از  ماشین،  ای  یادگیری  زمینة  در  است.  ها 

جمعی رأی یادگیری  زمینة  در  که  است  روشی  از   1گیری 
می استفاده  برای آن  جداگانه  مدل  چندین  آن  در  و  شود 

تصمیمپیش یا  میبینی  ترکیب  روشگیری  های  شوند. 
  2گیری بیشینهگیری انواع مختلفی دارد که شامل رأیرأی 

سخت( رأی) رأی3گیری  وزنی،  رأی  4گیری  نرم و    5گیری 
این روش   ازجمله مزایای  به کاهش مشکل  یماست؛  توان 

ی  هادادهمجموعهازحد برازش، بهبود دقت و مدیریت  بیش
. رویکرد پیشنهادی برای تحلیل  متنوع و پیچیده اشاره کرد

از طریق   GCNهای  از قدرت مدل  جنبه  احساسات سطح
میگیری  رأی  سازوکار رویکردکند.  استفاده  این  ،  هدف 

پیش دقت  جمعبینیافزایش  با  احساسات  آوری  های 
مدل  های  بینش روی  دیده  آموزش چهار  بر 

مختلفهادادهمجموعه  ،  RDGCN  یهانامبه    ی 
SSEGCN  ،R-GAT   وDual-GCN .است 

ی ه  مدل ر  این  از  به ک  مستقل  ها  روی طور    بر 
یده و از  د   آموزش  توییتر  و SemEval2014 ی  ها داده مجموعه 

مدل  بهترین  و  این  جدیدترین  در  استفاده  مورد  اخیر  های 
آوری  جمع   شامل   سازی پارچه یک فرایند    . ]21،  20[اند حوزه 

این    های بینی پیش   ترکیب   ها در یک قالب ثابت و داده مجموعه 
است؛ همچنین هر مدل دارای دو فایل خروجی است،  ها  مدل 

جاسازی  برای  فایل  برای    GLoVEهای  یک  دیگر  فایل  و 
پ ة  هست .  BERTهای  جاسازی  از    ، ی شنهاد ی روش  استفاده 
چهار    ی ها ی ن ی ب ش ی پ   ب ی ترک   ی بیشینه برا   ی ر ی گ ی رأ   سازوکار 
پ  و    GCN   (DualGCN  ،RDGCN  ،SSEGCN  شرفته ی مدل 

R-GAT  از منظور  است.  مدل » (  مجموعه « چهار  از    ی ا ، 
هر    ی ها مدل  که  است  آموزش  به   ک ی مستقل  جداگانه  طور 

پ   اند ده ی د  جمع   ک ی در    شان ی ها ی ن ی ب ش ی و  ادغام    ی فرایند 
طور مستقل آن را  برای هر داده ورودی، هر مدل به   . شود ی م 

می تجزیه  پیش وتحلیل  یک  و  احساسات  کند  هر  بینی  برای 
پیش ؛  تولید جنبه   این  پیش ها جمع بینی سپس  بینی  آوری و 

که   احساساتی  گرفتن  با  نهایی  ر  بیشت   وسیلة به احساسات 
 خواهند شد.  شود، تعیین  بینی می ها پیش مدل 

رأ از  ا  یریگیاستفاده  در    ک یپژوهش،    نیبیشینه 
 لیبار در حوزة تحلنخستین   یاست که برا  یدیکل  ینوآور

مدل با  جنبه  سطح    ی سازادهیپ   GCN  یهااحساسات 
اشده وابستگ  کردیرو  نیاست.  کاهش  عملکرد    یبا    کیبه 

بهره و  خاص  جمع  یریگمدل  اجماع    یخطاها  ، یاز 
 

1 Ensemble Learning 
2 Majority Voting 
3 Hard Voting 
4 Weighted Voting 
5 Soft Voting 

ک  ینیبشیپ  و دقت  داده  کاهش  افزا  ی لرا    . دهدیم  شیرا 
( شکل  همراه   روندنمای (  2در  به  پیشنهادی  روش 

 است. توضیحات آن رسم شده
 

 هاپردازش داده پیش -1-4
ا  برا   ن ی در  های  داده مجموعه   ی ساز آماده   ی پژوهش، 

SemEval2014    شامل(Rest14    وLaptops  و  )Twitter  
مدل  در  استفاده  فرایند    ، ی شنهاد ی پ   ی ها جهت  ابتدا 

  ی از آنجا که هر مدل به فرمت خاص   ؛ انجام شد   پردازش ش ی پ 
داده  ن از  داده   از ی ها  و  برخ   ی ش ی آزما   ی ها داشت  موارد    ی در 
به SSEGCN)مانند   بود،    خته ی ر صورت درهم (    ک ی ارائه شده 

مح   تم ی الگور  داده   ی ساز اده ی پ   تون ی پا   ط ی در  تا  به  شد    ک ی ها 
و   استاندارد  ا   ل ی تبد   کسان ی فرمت  شامل    تم ی الگور   ن ی شوند. 

ز  نو 1بود:    ر ی مراحل  کاراکترها   ی متن   ی ها فه ( حذف    ی مانند 
فاصله   ی رضرور ی غ  تبد 2  ی؛ اضاف   ی ها و  به  داده   ل ی (  ها 

و    شامل   ی ساختار  احساسات،  برچسب  و  جنبه  (  3متن، 
داده   ب ی ترت   ی ساز کسان ی  فرمت  آزما   ی آموزش   ی ها و    ی ش ی و 

ا مدل   ی تمام   ی برا  که    ن ی تضم   پردازش ش ی پ   ن ی ها.  کرد 
 . اعتماد باشد   ها منصفانه و قابل مدل   ن ی ب   ة س ی مقا 

 

 شده های پایة استفاده مدل-2-4
پ  ترک  نیا  یشنهادیروش  بر    ی هاینیبشیپ   بیپژوهش 

پ  مدل  شبکه   ی مبتن  ةشرفتیچهار  گراف    ی عصب  ی هابر 
(GCN  هر که  است  استوار  برا به   کی(  مستقل   ی طور 

ها  مدل  نیاند. اشده  یاحساسات سطح جنبه طراح  لیتحل
  R-GATو    DualGCN  ،RDGCN  ،SSEGCNشامل  

 : شوندیم  یهستند که در ادامه معرف 
DualGCN:  ن یا  [ مواز14مدل  گراف  دو  از  )گراف    ی[ 

  یی و معنا   یروابط نحو  یسازمدل  یجنبه و گراف نظر( برا
مجنبه   نیب استفاده  نظرات  و  ترککند یها  دو    نیا  بی. 

با   پ   سازوکارگراف  دقت  را   ینیبشیتوجه،  احساسات 
 . دهدیم شیافزا

RDGCN  :و   ی تیتقو یریادگی [ با استفاده از 18مدل ] ن یا
جهانیمکان توجه  را   ینحو  یهایوابستگ  تیاهم  ، یزم 

.  کندیها تمرکز ممحاسبه کرده و بر روابط مرتبط با جنبه
 . سازدیمناسب م  دهیچی پ  یهاداده یآن را برا یژگیو نیا

SSEGCN  :را با    یی و معنا   ی[ اطلاعات نحو16مدل ]  ن یا
ماتر  سازوکار و  جنبه  از  آگاه  نحو  یهاسیتوجه    یماسک 

اکند یم  بیترک شناسا  نی.  به    ی دیکل  واژگان  ییساختار 
 . کندیها کمک ممرتبط با جنبه

R-GAT  :نیا  [ شبک15مدل  از  رابطه   ة[  گراف   یاتوجه 
وابستگ  یرمزگذار  یبرا استفاده جنبه  یدرخت  محور 
مستق  کند یم روابط  بر  تمرکز  با  قطبجنبه   میو    تیها، 

  یی ادلیل توانها بهمدل  نی. اکندیم  ینیبشیاحساسات را پ 
مدل  یبالا پ   یسازدر  داده  دهیچیروابط  و    یمتن  یهادر 

 انتخاب شدند.  ریاخ ی هاعملکرد برجسته در پژوهش
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 گیری بیشینه فرایند رأی -3-4
پ   ةهست از    ،یشنهادیروش   ی ریگیرأ  سازوکار استفاده 

ذکرشده   یها ینیبشیپ   بیترک  یبرا   بیشینه مدل    چهار 
ا به  ، فرایند  نیاست. در    یورود  ةطور مستقل دادهر مدل 

برچسب    کیکرده و    لیهدف( را تحل   ة)شامل متن و جنب
منف )مثبت،  تولیخنث  ای  یاحساسات  سپس،    ؛کندیم  دی( 

شده و    یآورهر نمونه جمع   یمدل برا  رچها  یهاینیبشیپ 
نها بیشین  ییبرچسب  اساس  تع  ةبر  برای  شودیم  نییآرا  ؛ 

برچسب   مدل  چهار  از  مدل  سه  اگر  را   «مثبت»مثال، 
نها  ینیبشیپ  برچسب  در   «مثبت»  ییکنند،  بود.  خواهد 

دو مدل مثبت و دو    برای مثالکه آرا برابر باشند )  یموارد
  ی دقت رو  نیمدل با بالاتر  تی(، برچسب با اولویمدل منف

م  یآموزش  ی هاداده اشودیانتخاب  تجم  کردیرو  ن ی.   عیبا 
مدل  یهادگاهید پ متنوع  دقت  و  استحکام  را    ینیبشیها، 

 . دهدیم شیافزا
 

 هاسازی و چالش شبیه -4-4
یک  سازی شبیه  روی  بر  باسخت   پیکربندیها   افزاری 

یازدهم   ةپردازندمشخصات     کارت،  اینتل 7i   Core  نسل 
و   80Tesla K ،  GB  24  گرافیک  T SSD2حافظة  رم 

NVME   شده به است؛  انجام  از    کدهای   آوردندستپس 
فرایند    ،GitHub  از مخازن مربوطه  ها مدل  شدة سازیپیاده

پیش پارامترهای  با  کدها  اجرای  شامل  آناولیه  ها  فرض 
به مدل  است.  مدل  RDGCNجز  به  سایر  نیاز  ها 

ابزار  روزرسانبه و  کتابخانه  اجرای  سازییادهپ ی  برای  شده 
کد در  صحیح  داشتند.  انتخابی  هادادهمجموعه ها  ی 

دادهچالش مانند  و   یختهرهمبه  آزمایشیهای  هایی 
مدلقالب بین  در  متفاوت  پایه  بندی  یک  ایجاد  برای  ها 

ارزیابی منسجم مورد بررسی قرار گرفت  و    استاندارد برای 
گیری انتخاب کلی برای فرایند رأی  در نهایت یک ساختار
مدل   مثال  برای  برای    SSEGCNشد؛  ساختار خاص  یک 

ریخته دادهدرهم  دادهکردن  ارائه  را  چینش  ها  که  اند 
میداده تغییر  کامل  را  آزمایشی  و  آموزشی  برای های  داد. 

های آزمایشی یک  گیری باید تمامی دادهاجرای فرایند رأی
در  منظور  این  به  باشند؛  داشته  واحد  چینش  و  فرمت 

پایتون   الگورداده  یسازکسانی  یبرامحیط    یتمیها، 
 :دهدیمراحل آن را نشان م  ریکد زشد که شبه یسازادهیپ 
 

Algorithm: Data_Standardization 
Input: Raw_Dataset (Rest14, Laptops, Twitter) 
Output: Standardized_Dataset 
SART 
1. For each sample in Raw_Dataset : 
   a. Remove noise (special characters, extra spaces) 
   b. Extract text, aspect, sentiment_label 
   c. Format into unified structure: {text, aspect, 
label} 
2. Align training and test sets across all models 
3. Return Standardized_Dataset 
END 

داده  کند یم   نیتضم  تمیالگور  نیا براکه    ی تمام  یها 
هر مدل با توجه به معماری و    استفاده باشند. ها قابلمدل

پیش صورت به آموزش    فرایند  تحت  فرض خودپارامترهای 
گرفت  جدا بقرار  تفاوت.  دریافت  زبانی  رای  ظریف  های 

جاسازی   دو  از  استفاده  با  مدل  هر    واژه مختلف، 
گرفت  BERTو     GLoVEمتمایز قرار  آموزش  اتحت  ین . 

مدل توانایی  افزایش  با هدف  دوگانه  آموزشی  ها  استراتژی 
.  های مختلف انجام شدبرای تشخیص احساسات در زمینه

تعبیههم این  جامعگرایی  درک  الگوهای ها  از  تری 
های  کنند. تاکنون در پژوهش میها ارائه  احساسات در داده

برای  یجه نتو    گرفتهصورت  تعبیه  رویکرد  دو  این  از  گیری 
مدل شدهارزیابی  استفاده  نتایج  است.  ها  آموزش،  از  پس 

وتحلیل احساسات برای هر مدل، با درنظرگرفتن هر  تجزیه 
جاسازی شدBERT   و   GLoVEدو  این  ؛  ذخیره  سپس 

فا یک  در  شدند  CSV  یل نتایج  به.  ادغام  ادغام  عنوان این 
کند.  میعمل    بیشینهگیری  رأیمبنایی برای اعمال فرایند  

های  بینیدر تجمیع پیشگیری بیشینه  رأیماهیت فرایند  
است نهفته  مدل  چهار  هر  درنظرگرفتن  .  احساسات  با 

معماریبینش از  حاصل  جمعی  روشهای  و  های  ها 
افزایش  آموزشی متنوع، فرایند رأی  با هدف  بیشینه  گیری 

انجام  احساسات  تحلیل  نتایج  اطمینان  قابلیت  و  استحکام 
آخرین   شد به  نسبت  بالاتری  دقت  به  ارزیابی  در  که 

 شده تاکنون دست یافت.  سازییادهپ های روش
 

 های مدلمؤلفه-5-4
اساس    کیهر    یاصل  یهامؤلفهها،  مدل  یاجرا  یبرا بر 

اصل  یشنهادیپ   ماتیتنظ  یرو  یسازنه یبه  ای  یدر مقالات 
جدول  نییتع  یآموزش  ی هاداده   ن یا  اتیجزئ  ( 4)  شدند. 

 . دهد یرا نشان م هامؤلفه 
 

 های پایهشده در مدلی استفادهها(: مؤلفه4-)جدول
(Table-4): Parameters used in the basic models 

 سازنهیبه
اندازة  

 جاسازی
تعداد  

 هاهیلا
نرخ 

 یادگیری
 نام مدل

Adam 300 2 0.001 
DualGCN 

[14] 

Adam 300 3 0.002 
RDGCN 

[18] 

Adam 300 2 0.001 
SSEGCN 

[16] 

Adam 300 2 0.001 
R-GAT 

[15] 
 

 شده های امتحاندیگر روش -4-6
)علاوه اصلی  روش  بیشینه(،  یرأبر    یادیبن  یهادهیاگیری 
سطح جنبه  احساسات    لی فرایند تحل  تیتقو  یبرا  یمختلف

  یة اول  میاز مفاه  یکی  .در نظر گرفته شدگیری  با فرایند رأی
 ن یبود. در ا  یوزنگیری  رأیاستفاده از فرایند    ،یمورد بررس

رو آن  دقت  اساس  بر  مدل  هر  به    ی هاداده  یروش، 
صورت ها بهمثال، وزنبرای    ؛ افتی اختصاص    یوزن  یآموزش
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مدل  ینسب عملکرد  اساس  بر  روو   ة رمجموع یز  کی  یها 
احالینباا؛  شدند  نییتع  یاعتبارسنج به  نی،  دلیل  روش 

قابل   شتریب  یمحاسبات   ی دگیچیپ  بهبود  عدم  در    و  توجه 
( کنار  گری کدیها به  بودن عملکرد مدلکیدلیل نزددقت )به

رأ و  شد  به  یریگیگذاشته  اصلبیشینه  روش   ی عنوان 
شد. شبکه  انتخاب  ادغام  شامل  دیگر  در  ایدة  عصبی  های 

استتجزیه   1ة لولخط   احساسات  ا  .وتحلیل    کرد،یرو  نیدر 
به  یهایخروج مدل  ورودچهار    ة شبک  کیبه    یعنوان 
)هر    یمخف  یةلا   دوساده شامل    یبا معمار  هیچندلا  یعصب

فعال  64و    128با    کی تابع  و  وارد    ReLU  یسازنورون( 
(  یخنث  ، یمثبت، منف  ینورون )برا  سه با    ی خروج  یةشد. لا
؛ درنهایت، این روش نسبت به  شد  یطراح  Softmaxو تابع  

رأی جاسازیفرایند  در  بیشینه  و    GLoVEی  هاگیری 
BERT   مجموعه تمامی  چشمدادهدر  پیشرفت  گیری  ها 

نداشت.  به ترکیب   دیگر  کرد یروهمراه  از    استفاده 
خروجاست  BERTو    GLoVE  یهاجاسازی   یهای. 

رو  ییها مدل جداگانه   آموزش  BERTو    GLoVEی  که 
وجود اند ادغام شدند و در مجموع هشت مدل بهداده شده

  یشده بر رودهیدآموزش   یهامشاهده شد که مدل، اما  آمد
  یی نها  یبر خروج  یترفیضع  ر یتأث  GLoVE  یهایجاساز

ا ا  نیداشت.  از  شود که در  یم  ی ناش  تی واقع  نیمشاهدات 
رأی به  ریتأث  ،بیشینهگیری  فرایند  مدل  مساوهر   یطور 

م  امتیاز ).  شودیداده  نتایج  5در جدول  نتایج،  ( در بخش 
ایده امتحانتمام  بههای  مختلف  جاسازی همراهشده  های 

شده داده  معیارهای  نشان  از  جدول  این  در  -F1است. 

Score  استفاده شده دقت  مدلو  نتایج  در  است.  برتر  های 
 . اندهر معیار برجسته شده

 

 نتایج  -5
نتایج روش 6جدول ) در   پیاده (  نتیجة  شده به سازی های  همراه 
جاسازی رأی  روی  بر  بیشینه    BERTو    GLoVEهای  گیری 

این    است؛ بر اساس این جدول، مدل پیشنهادی نشان داده شده 
آخرین   به  نسبت  بهتر  عملکردی  موارد  تمامی  در  پژوهش 

  ی حاک   ج ی نتا   ن ی ا شده در این حوزه تاکنون دارد.  های انجام روش 
احساسات سطح جنبه است    ل ی در تحل   ی قابل توجه   شرفت ی از پ 

پتانس  پ   ل ی و  برا   ی شنهاد ی مدل  از روش   ی را    ی ها عملکرد بهتر 
 .  دهد ی نشان م   را   موجود 

در  همان  که  ) طور  م (  6جدول  روش    شود، ی مشاهده 
  BERT  ی بیشینه و جاساز   ی ر ی گ ی با استفاده از رأ   ی شنهاد ی پ 

تمام  بهتر داده مجموعه   ی در  عملکرد  مدل   ی ها  به    ی ها نسبت 
روش    ه ی پا  م SAGCN   [19و  ارائه  برای دهد ی [  در    ؛  مثال، 

پ Rest14  ة داد مجموعه  روش  دقت    % 88.47به    ی شنهاد ی ، 
بهتر   % 0.67  ه ک   رسد ی م  از  با    SAGCN)   گر ی روش د   ن ی بالاتر 

BERT مجموعه در  است.  به  ها تاپ لپ   ة داد (  دقت  بهبود   ،
 

1 Pipeline 

به    توییتر ( و در  SAGCNنسبت به    % 2.94  ش ی )افزا   % 85.44
توجه است.    ( قابل SAGCNنسبت به    % 3.52  ش ی )افزا   % 82.12

توانا به   ی برتر   ن ی ا  ترک   ی ر ی گ ی رأ   یی دلیل  در  نقاط    ب ی بیشینه 
م  خطاها   ی ها دل قوت  کاهش  و  هاست.  آن   ی فرد   ی مختلف 

  ی شنهاد ی پ   کرد ی که رو   دهد ی نشان م   د ی جد   ی ها با روش   سه ی مقا 
آخر نه  با  و   ها شرفت ی پ   ن ی تنها  دقت  در  بلکه  است،    همگام 

 . رد ی گ ی م ی  ش ی ها پ ز آن ا  استحکام 

 

 گیری و پیشنهادهانتیجه -6
اجرا   پژوهش،   ن ی ا   ی د ی کل   ی ها افته ی    ز ی آم ت ی موفق   ی شامل 

رأ  چند   ، بیشینه   ی ر ی گ ی فرایند  بر  به   ن ی غلبه  مربوط    چالش 
پایتون کتابخانه   ی م ی قد   ی ها نسخه  محیط  در  قالب   ها    ی ها و 
دقت  به ی  اب ی ها و دست مدل   ن ی متفاوت در ب   ی ش ی و آزما   ی آموزش 
پ   افته ی بهبود   نشان    پژوهش   ن ی ا .  احساسات است   ی ن ی ب ش ی در 

  ی تواند به طور مؤثر ی بیشینه م   ی ر ی گ ی رأ   فرایند   است که داده 
به عملکرد بهتر    ی اب ی دست ی  مختلف را برا   ی ها نقاط قوت مدل 

،  پیشنهادی برای کارهای آینده   ی ها از حوزه   ی ک ی   . کند   ب ی ترک 
مجموعه  از  جد داده استفاده  مدل    تر متنوع   ا ی   دتر ی های  اعمال 

جد داده مجموعه   ی رو   ی شنهاد ی پ  محدود به   د ی های    ت ی دلیل 
استاندارد چندزبانه    ی ها داده مجموعه به    ی ناکاف   ی دسترس   ، ی زمان 

اعتبارسنج  بر  حاضر  پژوهش  تمرکز  رو   ی و    ی ها داده   ی روش 
برا   ار ی مع  نشد.  انجام  آزما   ی موجود  و  ها  دل م   ، ش ی آموزش 
افزا ی م  به  قابل   ش ی تواند  و  کمک  مدل   م ی تعم   ت ی استحکام  ها 

مجموعه   کند.  از  متنوع داده استفاده  داده های  )مانند    ی ها تر 
  ی ر ی پذ م ی تعم   تواند ی ( م تر ی ررسم ی متون با ساختار غ   ا ی چندزبانه  

  یی به توانا   نجا ی استحکام در ا   ن، ی همچن   ؛ کند   ش ی ها را آزما مدل 
گون اشاره  ناهم   ا ی   ای فه نو   ی ها مدل در حفظ دقت در برابر داده 

از    دارد.  استفاده  دیگر  مانند    2بزرگ   ی زبان   ی ها مدل موضوع 
GPT-4    وRoBERTa    که توجه   ی ها ت ی قابل است  در    ی قابل 

 . اند مانند از خود نشان داده انسان   ی ها متن   د ی درک و تول 
رو مدل   ن ی ا  بر  وس   ی ها  داده   ی ع ی حجم  آموزش  از  ها 

را در    ف ی ظر   ی ها و تفاوت  ده ی چ ی پ ی الگوها  توانند ی و م  نند ی ب ی م 
کنند  ثبت  موفق .  زبان  وجود  پ   ت ی با    ، ی شنهاد ی روش 

  ی ساز پارچه ک ی در    ی محاسبات   ی دگ ی چ ی مانند پ   یی ها ت ی محدود 
ن مدل  و  به   از ی ها  انتخاب  وجود    ه ی پا   ی ها مدل   ة ن ی به  همچنان 

پژوهش با    ن ی است. ا   ی قابل بررس   نده ی آ   ی ها دارد که در پژوهش 
رأ ی مبتن   ة نوآوران   کرد ی رو   ک ی   ی معرف  برا   ی ر ی گ ی بر    ی بیشینه 
احساسات    ل ی مهم در بهبود تحل   ی ، گام GCN  ی ها مدل  ب ی ترک 

که تنها    ن ی ش ی پ   ی ها برخلاف روش   ؛ سطح جنبه برداشته است 
روش با   ن ی داشتند، ا   ه ی تک  تر ده ی چ ی پ   ی ها ب ی ترک  ا ی مدل    ک ی بر  

کارا   ی سادگ  را در مجموعه   یی و  ،  Rest14های  داده خود، دقت 
  % 82.12و    % 85.44،  % 88.47به    یب به ترت   توییتر و    ها تاپ لپ 

 . رد ی گ ی م   ی ش ی موجود پ   ی ها روش   ن ی که از بهتر   است رسانده 
 

2 Large Language Model (LLM) 
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 شدههای امتحاندیگر روش یةاول جینتا(: 5-)جدول  
(Table-5): Initial results of other methods tested 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 شدهسازیهای پیادهگیری بیشینه با روش(: نتایج رأی6-)جدول
(Table-6): Majority voting results with implemented methods 
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