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 چکیده 
را    ای از ابزارهای هندسی و توپولوژیکیدر حال رشد در علوم داده است که مجموعه  سرعتبه ای بدیع و  شاخه  تحلیل توپولوژیکی داده

داده؛  های تحلیل توپولوژیکی  کند. در این مقاله، دو روش از بهترینهای مرتبط از دادة پیچیدة بُعد بالا فراهم میبرای استخراج ویژگی
نگاشت  یهمولوژ  یعنی و  طبقهبه  گر ماندگار  حافظ، منظور  و  فردوسی  یعنی  ایران؛  شعرای  بهترین  از  تن  دو  اشعار  گرفته به  بندی  کار 

از  می پژوهش  این  در  سنت  لیتحل  یشناسروششود.  بهینه   رفته   فراتر  یمتن  و  کارآمدی  زمینة تا  در  داده  توپولوژیکی  تحلیل  بودن 
داده شود. نکتة نوآورانة این مقاله استفاده از تحلیل توپولوژیکی داده در انتساب نویسنده است که    کاوی و انتساب نویسنده، نشان متن

گر که منحصر به تحلیل  نمودارهای پایا، بارکد و نگاشت سازی نتایج با استفاده ازتر نیز سابقه نداشته است؛ همچنین قابلیت بصریپیش
از این به بعد تحلیل توپولوژیکی داده    دهد کهای است، این امید را می سادگی قابل تفسیر توسط هر خوانندهتوپولوژیکی داده است و به 

 .قرار گیرد مورداستفادهبتواند  یانسانعلومعنوان یک دریچه جهت رمزگشایی در ادبیات و به

 
 . گر، اشعار فارسیهمولوژی ماندگار، نگاشت تحلیل توپولوژیکی داده، واژگان کلیدی: 

 

An application of the topological data analysis approach 
in Persian poetry classification 
Naiereh Elyasi1, Mehdi Hosseini Moghadam2 * 

Assistant Professor, Faculty of Mathematical sciences and Computer, Kharazmi university, 
Tehran, Iran1* 

NLP/LLM(Team lead), Oxford university, Oxford, UK2 

 
Abstract 
This research delves into authorship attribution through an avant-garde lens, employing Topological 
Data Analysis (TDA) as a potent instrument to unravel intricate patterns within classical Persian poetry. 
The focal point of this study is the distinguished works of Ferdowsi and Hafez, two preeminent Persian 
poets, exploring the latent structures in their verses through the lenses of Persistent Homology and 
Mapper a pair of TDA methodologies. The discernment between Non-Semantic and Semantic 
authorship attribution methodologies lays the groundwork, elucidating the significance of capturing 
structural nuances in textual data. The main focus of this investigation revolves around the deployment 
of Persistent Homology a cutting-edge technique that transcends traditional text analysis methodologies. 
It operates in high-dimensional spaces, extracting topological features, and rendering them 
comprehensible through persistent diagrams. This paper meticulously unpacks the mathematical 
underpinnings of Persistent Homology, providing a stepwise exposition of its application, focusing on 
Homology, Simplicial Complex, and Group Theory. These foundational elements converge to empower 
extracting meaningful topological signatures from the poetic corpus. In tandem, Mapper, another TDA 
tool, unfolds as a pivotal player in this explorative journey. This algorithmic entity facilitates 
dimensionality reduction and simplicial complex construction to portray an accurate depiction of the 
intrinsic topological architecture residing in the dataset. The intricacies of Mapper's workflow from 
filter function selection to binning and clustering are meticulously detailed, forming a coherent 
narrative of its operational dynamics. Transitioning from theoretical discourse to practical 
implementation, this research adopts a case study approach, weaving Ferdowsi and Hafez's poetic 
masterpieces into the TDA tapestry. Beyond the mere application of algorithms, the study delves into the 
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realm of accuracy assessments, subjecting the Mapper algorithm to rigorous tests, and gauging the 
precision of its poem classifications within identified clusters. An additional layer of complexity unfolds 
as the research embraces semantic clustering, elucidating thematic resonances embedded within the 
verses. The results borne out of this meticulous exploration not only underscore the efficacy of TDA 
methodologies in unveiling the intricate structures of Persian poetry but also offer a nuanced 
perspective on their interpretability and utility in the realm of authorship attribution. The poetic 
narrative, with its semantic richness and structural subtleties, emerges as a fertile ground for the 
application of TDA, pushing the boundaries of text classification methodologies. This research, 
therefore, contributes significantly to the evolving discourse on the intersection of literature and data 
science, offering a profound understanding of how TDA can be wielded as a transformative lens to 
decipher the profound threads of authorial expression. 
 

Keywords: Topological data analysis, Persistent Homology, Mapper, Persian poems. 
 

 

 مقدمه-1

 انتساب نویسنده -1-1
های اجتماعی  پیشرفت فناوری و استفاده از اینترنت و شبکه 

از  انبوهی  حجم  تولید  مبتن   موجب  از    ی اطلاعات  متن،  بر 
پ  اخبار،  برا است  شده نظرها    و   ها ام ی جمله    ن ی ا   ل ی تحل   ی که 

  ی بند ها را طبقه آن   د ی بدون ساختار با  ی ها از داده   م ی حجم عظ 
تخص  فرایند  برخ   ص ی کرد.  به  اساس    ی برچسب  بر  متون 

طبقه آن   ی محتوا  نام   ی بند ها    انتساب شود.  ی م   ده ی متن 
شاخه   ی ک ی   سنده ی نو  که    ی بند طبقه   ی اصل   ی ها از  است  متن 

  یی آن شناسا  ی متن را بر اساس محتوا   ة سند ی کند نو ی م   ی سع 
انتساب   موضوع  د   نویسنده کند.  و    موردتوجه   رباز ی از  بوده 

موضوع  به   ی همچنان  است.  پ محبوب  در    شرفت ی دلیل 
ده   ن ی ا   تال، ی ج ی د   ی ها انه ی را  در  پ   ة حوزه    ی ها شرفت ی گذشته 

را به   ی سندگ ی نو  نتساب ا  توان ی م   و  است را تجربه کرده  ی ع ی سر 
 رد: ک   م ی تقس   ی دو روش اصل 

را بر اساس    سنده ی نو   کند ی م   ی روش سع   ن ی : ا یی رمعنا ی غ   -
به  واژگان  و  جملات  و  واژگان  متن طول  در    ی کاررفته 

 .  [ 2و   1] کند   یی مشخص شناسا 
ا یی معنا   - تحل   ن ی :  اساس  بر  را  زبان  ساختار    ل ی روش 

 [.  ۵  و 4،  3]   رد ی گ ی آن در نظر م   یی معنا 
سع   ن ی ا   در  ا شده   ی مقاله  تا  بر    ی سندگ ی نو   نتساب است 

 شود. انجام  داده    ی ک ی توپولوژ   ل ی نام تحل به   د ی جد   ی اساس روش 
 

 تحلیل توپولوژیکی داده  -1-2
با    ، ی در فناور   شرفت ی ها و پ با حجم روزافزون داده در دهة اخیر  

آنچه در    بهتر از ادراک  منظور  به   ؛ م یی رو ه پربار اطلاعات روب   ی ا ی دن 
  ی آور داده را جمع  م ی حجم عظ   ن ی ا   د ی ، با افتد ی ما اتفاق م  ی ا ی دن 
  ی از مشکلات اصل   ی ک ی .  رد ک  ل ی وتحل ه ی تجز داده   به کمک علم   و 

ها به  آن  ل ی با ابعاد بالا و تبد   ی ها در علم داده، پرداختن به داده 
است.    ل ی وتحل ه ی در تجز  ل ی منظور تسه با ابعاد کمتر به  یی ها داده 
شاخه   ی ک ی   ( TDA) ی ک ی توپولوژ   ی ها داده   ل ی وتحل ه ی تجز    ی ها از 
به   د ی جد  که    رشد درحال سرعت  و  است  داده  در    ی سع علم 
مطالع داده   ل ی تحل  با  توپولوژیکی    ة ها  همچن آن ارتباط  و    ن ی ها 

مهم    ار ی بس   ة بر دو شاخ . این شاخه  [ 6] دارد ها  کاهش ابعاد داده 
  بودن مقاوم   به باتوجه استوار است.    « ی جبر   ی »آمار« و »توپولوژ 

نوفه روش  برابر  در  داده  توپولوژیکی  تحلیل  شاخه    ، های  این 

جد   ی برخ   تواند ی م  مشکلات  کند   ی از  حل  را  داده  علم  .  در 
با ابعاد    ی ها در داده   کاهش ابعاد تحلیل توپولوژیکی داده،   هدف 

همچن  و  توپولوژ   ا ی ساختار    ل ی تحل   ن ی بالا  و  داده   ی ک ی شکل  ها 
  ت ی ماه   که   ازآنجا   ؛ است   ده ی چ ی پ   ی ها داده   ی بند خوشه   ت ی درنها 
رویکرد  تصادف   ها داده  این  است،  اساس ب ی  و    ی آمار   م ی مفاه   ر 
های  روش ،  1TDA  ن ی همچن است؛    افته ی   توسعه   یاتی ب ی ترک 
م   ی ا نوآورانه   ی کاو داده  ارائه  که  ی را  کارا ت می دهد    یی واند 

  . را بهبود بخشد   ن ی ماش یادگیری   های روش 
داده   توپولوژیکی  اصل تحلیل  روش  »همولوژ   ی دو    ی دارد: 

»ن  و  ماندگار،  گر گاشت ماندگار«  همولوژی  در  از    پالایشی «. 
م سادکی    های بافت هم  ساختارها ی ساخته  سپس  و    ی شود 
م داده   ی اصل   ی ک ی پولوژ تو  استخراج  بر ی ها  شهود  شود.  بهتر  ای 

نمودارها  ماندگار،    ی همولوژ  ماندگار«،  برخی  »نمودار  مانند 
»چشم  و  پا »بارکد«  برا یا انداز  و نشان   ی «    ی ها ی ژگ ی دادن 

ا داده   ی اصل   ی ک ی توپولوژ  ماندگار روش  شدند.    بداع ها    همولوژی 
  ی بعد سه   ر ی تصاو   ل ی تحل   ، ]6] موج فشار پالس    ل ی در تحل   تر پیش 

  ل ی تحل   ، ]11[مغز    ی ها ، شبکه ]10[  ی ر ی گ ی ، در رفتار رأ ]9و    8[
برنامه ]12] ر ی تصو  شده ] 13[  ر ی مس   ی ز ی ر ،  ا استفاده    ة د ی است. 

داده با ابعاد  ه مجموع  ک ی است که    ن ی ا گر  الگوریتم نگاشت   پشت 
( کاهش دهد.  بافت سادکی هم )   یاتی ب ی ترک   ء ی را به ش   فه بالا و نو 

با ابعاد بالا را    ی ها داده   ی کند شکل اصل ی م   ی سع   ء ی ش   ن ی چن 
  ی ها داده   ی برا   تر گر پیش الگوریتم نگاشت کند.    حفظ در خود  

پستان    ماران ی ب  سرطان  به  بازنما ]14[مبتلا  برا   یی ،    ی متن 
طب  زبان  متن ]1۵[  ی ع ی پردازش  ،  ]18و   1۷،  16،  1۵ی] کاو ، 

تو   ص ی شخ ت  در  استفاده    ی ن ی بال های  داده   و ] 19[تر یی موضوع 
 . ] 24و  23،  22،  21،  20،  4[است شده 

ابتدا برخ   ن ی ا   در  پ   ی نوشتار،    یة »نظر   ی اض ی ر   ی ها نه ی ش ی از 
سپس    شوند؛ ی م   رور م   « مولوژی « و »ه بافت سادکی هم گروه«، » 

نتساب  ا   ی روش برا   ن ی ا   و   ی ماندگار« معرف همولوژی  »   تم ی الگور 
بر  را    ج ی نتا گرفته و    به کار   های اشعار داده مجموعه   نویسندگی 

توپولوژیکی   ل ی در تحل   د ی روش جد   ک ی سپس شوند؛  می  ل ی تحل 
  سنده ی انتساب نو   ی برا شود و  ی م   ی گر معرف نگاشت   ی عن ی داده؛  

بافت  هم عنوان  آن به   ة ج ی های اشعار اعمال و نت داده مجموعه بر  
آن را با استفاده از آمار   توان ی است و م  ی وانفعال که فعل   سادکی 

 

  1 تحلیل توپولوژیکی داده
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کم به روش  مختلف  تجز   ی ساز ی های  .  شود ی م   ل ی وتحل ه ی کرد، 
مجموعة    ی رو   تم ی الگور هر دو    ی ر ی کارگ به   ج ی در بخش آخر، نتا 

 شوند. می   سه ی اشعار مقا 
واقعیت  مقال  ةنوآورانبخش   این  به  مربوط  که   استه، 

تحلیل توپولوژیکی داده در بخش انتساب نویسنده   حالتابه
روش  به این  و  است  نرفته  را   دقت  با کار  کار  این  خوبی 

 . دهد انجام می
 

 نیازها پیش   -2

ها را در  توان آن همگی استانداردند و می   ها بخش مطالب این  
 فارسی یافت.   [ 1] مرجع  

 

 یة گروه نظر -1-2
  ات ی عمل   ک ی  ∗که   است (∗,𝐺) جفت   ک ی گروه   ک ی   . 1 ف ی تعر 

همانی    همراه به ت  اس    Gمجموعة   در دوتایی   عضو  از    eیک 
,aبرای هر   کنند. مجموعه که در روابط زیر صدق می  b, c ∈ G   

 داشته باشیم: 
- (𝑎 ∗ 𝑏) ∗ 𝑐 = 𝑎 ∗ (𝑏 ∗ 𝑐) 
-  𝑒 ∗ 𝑎 = 𝑎 ∗ 𝑒 = 𝑎 
دارد که     a−1فرد  منحصربه   یک عضو   aبرای هر   - وجود 

𝑎 ∗ 𝑎−1 = 𝑒   . 

,aرا آبلی نامیم هرگاه برای     𝐺گروه    . 2  ف ی تعر  b, ∈ G 
aخواه داشته باشیم:  دل  ∗ b = b ∗ a. 
زیرگروه    Hزیرمجموعة    . 3  ف ی تعر  یک  نامیم  می    (∗,𝐺)را 

 خودش یک گروه باشد. (∗,H) داشته باشیم    هرگاه 
∗,G)و    (∗,G)برای دو گروه    . 4  ف ی تعر  :φ، نگاشت  (′ G →

G′   را یک همومورفیسم گروه نامیم هرگاه 
φ(a ∗ b) = φ(a) ∗′ φ(b)              (1) 

همومورفیسم  .  5  ف ی تعر  :φبرای  G → G′    هستة𝜑     با را 
ker φ    کنیم: دهیم و تعریف می نمایش می 

ke r φ = {a ∈ G: φ(a) = e′}             (2) 
 کنیم: دهیم و تعریف می نمایش می    𝐼𝑚 𝜑را با     𝜑و تصویر  

𝐼𝑚 𝜑 = {𝜑(𝑎): 𝑎 ∈ 𝐺 }                     (3) 
 اند. در زیر این دو مفهوم تصویری نمایش داده شده 

 
 تصویر و هستة همومورفیسم (: 1-شکل ) 

(Figure-1): Image and kernel of homomorphism 
 

aو     Gاز      Hبرای زیرگروه   . 6  ف ی تعر  ∈ G    مجموعةaH =

{ah: h ∈ H}   دستة  را یک همH   نامیم. می 
دهند که  تشکیل یک گروه می    Hی  ها دسته هم مجموعة تمام  

Gآن را با  

H
 نامیم. دهیم و گروه خارج قسمتی می نمایش می   

 

 مولوژی و ه   کی ساد بافت  هم -2-2

,𝑢1برای بردارهای    .۷  ف یتعر 𝑢2, … , 𝑢𝑛 ∈ ℝ𝑛   و ضرایب
𝜆1, 𝜆2, … , 𝜆𝑛 ∈ ℝ    که∑ 𝜆𝑖 = 1𝑖    ترکیب𝜆1𝑢1 +

𝜆2𝑢2 + ⋯ _𝜆𝑛𝑢𝑛    نامیم؛ بردارها  از  آفین  ترکیب  یک  را 
نامنفی باشد ترکیب فوق را یک ترکیب    𝜆𝑖علاوة هر اگر به

 محدب نامیم. 
محدب   . ٨  ف ی تعر  بردارهای ا مجموعه هر    1پوش  از   ی 

𝑢1, 𝑢2, … , 𝑢𝑛 ∈ 𝑅𝑛  این از  ، مجموعة تمام ترکیبات محدب 
 بردارها است. 

محدب     𝜎سادک   𝑘−  یک   . ٩  ف ی تعر  𝑘پوش  + نقطه    1
,𝑢0آفین مستقل    طور به  … , 𝑢𝑘    سادک یک  -0است. پس هر

سادک    -3سادک یک مثلث و    -2سادک یک یال و    -1رأس و  
 یک چهاروجهی است. 

  ف ی تعر   ادک باید خاص از چند س   اجتماع   ک ی حال    . 10  ف ی تعر 
به آن    شود    𝐾  ی شهود   ف ی . تعر ند ی گو ی م   کی ساد   بافت هم که 
باشد، تمام   𝐾در    ادک س  ک ی است که اگر   ن ی ا  بافت سادکی هم 

ن  ا علاوه   ؛ باشد   𝐾در    د ی با   ز ی وجوه آن  با ادک س   ن، ی بر  در    د ی ها 
 جدا باشند.    ا ی هم بچسبند  به   ها وجه 
سادک   . 11  ف ی تعر  یک  توسط  تولید   σ  وجه  𝑖=0{𝑢𝑖}،شده 

𝑘   
ای از مجموعة فوق  پوش محدب تولیدشده توسط زیرمجموعه 

ز   است  اگر  م رمجموع ی و  کل  آن  فوق    ة جموع ه  به  وجه  نباشد 
   . ند ی گو ی م   سره 

تناهی از  م  یامجموعه ،  𝐾  بافت سادکیهم  کی  .12  فیتعر
بافت سادکی باشد  که اگر یک سادک در هم  است  هاسادک

هم در  نیز  آن  وجه  دو  هر  برای  و  است  سادکی  بافت 
,𝜎سادک  𝜏 ∈ 𝐾     داشته باشیم𝜎 ∩ 𝜏    یا تهی و یا وجهی

دو   هر  ,𝜎از  𝜏  به هماست؛  ساده  سادکی  عبارت  بافت 
بلوکمجموعه  از  سازندهای  سادکهای  یعنی  است  اش  ها 

توانند از یک وجه که خودش نیز سادک است  که فقط می
 هم بچسبند. به

سادکی  هم   ک ی از    ر ی زنج   -p  گروه   . 13  ف ی تعر    𝐾بافت 
,𝐶𝑝(𝐾))که با   از  آزاد    ی گروه آبل شود،  نشان داده می   (+

p-   دار جهت های  ک ساد[𝜎]    آن   است در   داریم   که 

 [𝜎] = −[𝜏]   اگر   اگر فقط  𝜎و  = 𝜏  ،    های جهت اما  
  ده ی نام   یر زنج   -p، یک  𝐶𝑝(𝐾)  از   ی دارند. عنصر   ی متفاوت 

با  ی م  که  ∑شود  𝜆𝑖𝑖 [𝜎𝑖]    آن 𝜆𝑖   که در  ∈ ℤ  و𝜎𝑖 ∈ 𝐾   
 شود. ی م ه  داد   ان نش 

𝜎بافت سادکی و  هم  کی   𝐾د یفرض کن.  14  فیتعر ∈ 𝐾 
𝜎صورت به = [𝑣0, … , 𝑣𝑘]    همومورفیسم باشد، 

:𝑘��مرز 𝐶𝑘(𝐾) → 𝐶𝑘−1(𝐾)  شود:صورت زیر تعریف میبه 

𝜕𝑘(𝜎) = ∑(−1)𝑖[𝑣0, … , 𝑣𝑖̂

𝑖

, … , 𝑣𝑘]        (4) 

 

1 Convex hull 
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 است. در دنباله حذف شده   𝑣𝑖دهد  نشان می   𝑣𝑖̂که  
 
 
 
 

 
 
 

 [a, b, c]سادک    -2  (: 2-)شکل 

(Figure-2): simplex[a,b,c] 
 

 است:   ر ی شرح ز به (  2کل ) دار در ش مرز مثلث جهت   . 15مثال    

𝜕[𝑎, 𝑏, 𝑐] = [𝑏, 𝑐] − [𝑎, 𝑐] + [𝑎, 𝑏]
= [𝑏, 𝑐] + [𝑐, 𝑎]
+ [𝑎, 𝑏]                                  (۵)   

 

دورها    ن ی ام -k  . 16  ف ی تعر  𝑍𝑘گروه  = 𝑘𝑒𝑟𝜕𝑘   .یک    است
-𝑘شود.  ی م   ده ی نام دور    -𝑘یک    است،   𝑍𝑘از    ضوی که ع   ر ی زنج 

𝐵𝑘همان   ی گروه مرز   ن ی ام  = 𝐼𝑚𝜕𝑘+1   ر ی است. به زنج  d    که
 . ند ی گو ی م  مرز   ن ی ام -𝑘است،    𝐵𝑘از    عضوی 

بن   . 1۷لم   برا همولوژی   ی اد ی لم  𝑝)   هر   ی :  +   𝑑   ر ی زنج -(1
.   یم دار  𝜕𝑝𝜕𝑝+1 𝑑 = 0  

از گروه    ی رگروه ی که گروه مرزها ز   م ی دان ی لم، م   ن ی آخر   از 
از  ی  قسمت خارج گروه   م ی توان ی و بعد م  دهند ی م  ل ی را تشک  دورها 

را  دورها  گروه    م ی توان ی م   گر، ی د  عبارت  به تشکیل دهیم؛    ها را آن 
کلاس  مرز   م ی کن   م ی تقس   دورهایی از    یی ها به  نظر  از  با    ی که 

  مولوژی ه   ی ها به مفهوم گروه   مقدمات   ن ی تفاوت دارند. ا   گر ی کد ی 
بعد آن  م و  اکنون آن   شود ی ها منجر  تعر که  و    شوند می   ف ی ها 

 . گیرند ی مورد بحث قرار م 
با  -𝑝  . 1٨  ف ی تعر  همولوژی  گروه  و    𝐻𝑝امین  داده  نمایش 

𝐻𝑝.  شود تعریف می  =
𝑍𝑝

𝐵𝑝
نمایش داده و     𝛽𝑝بعد این گروه با   

 شود. ام نامیده می -𝑝عدد بتی  

ویتوریس هم   . 1٩  ف ی تعر  قطر   1ریپس -بافت  بافت  هم  𝜖  با 
 شود: صورت زیر تعریف می سادکی است که به 

𝑉𝑅(𝜖) = {𝜎:  𝑑𝑖𝑎𝑚(𝜎) ≤ 𝜖}                               (6) 

از    ة فاصل   ن ی بزرگتر 𝜎   (𝑑𝑖𝑎𝑚(𝜎)  )که قطر    یی جا که   ممکن 
 . است   𝜎  نقاط در 

∅  ی تو در تو   ة ساد   ی ها رمجموعه ی از ز   ی ا دنباله .  20  ف ی تعر  ⊆

𝐾0 ⊆ 𝐾1 ⊆ 𝐾2 ⊆  شود. ی م   ده ی نام   یک پالایش   ⋯
∅پالایش    . 21  ف ی تعر  ⊆ 𝐾0 ⊆ 𝐾1 ⊆ 𝐾2 ⊆ را در نظر    ⋯

 بگیرید.  
صورت  های تولیدشده به ای از همومورفیسم طور طبیعی دنباله به 

 : زیر را خواهیم داشت 
𝐻𝑝(𝐾0) ⟶ 𝐻𝑝(𝐾1) ⟶ 𝐻𝑝(𝐾2) ⟶ ⋯ 

م  هم   ن ی ام -𝑝که    م یی گو ی ما  متولد    𝐾𝑖در    [𝑐]  ولوژی کلاس 
[𝑐]شود، اگر  ی م  ∈ 𝐾𝑖    اما[𝑐] ∉ 𝐾𝑖−1  م یی گو ی م ، و  [𝑐] در𝐾𝑖  
[𝑐]اگر    رد، ی م ی م  ∈ 𝐾𝑖    اما[𝑐] ∉ 𝐾𝑖−1 . 

 

1 Vietoris-Rips 

 همولوژی ماندگار  -3
ماندگار گروه ی م   ی سع  همولوژی  همولوژی ها کند  و   ی 

کمک    اه حفره  با  رد   دا یپ   ها پالایش را  ا  ی ابیو  در   ن ی کند. 
سع  الگور   شودی م   یبخش  و  ماندگار   تم ی مفهوم  همولوژی 

شود  ح ی توض  طبقه   داده  در  سپس  اعمال   یبند و  متن 
آن،  یشده با توابع مرز بافت سادکی پالایش هم  کی .  شودمی 
پایا هم  برا ی م   ده ی نام   بافت  از   صعودی  ة دنبال   ک ی   ی شود. 

 .م یرس ی م  بافت پایا هم   کی مثبت، به    یق ی اعداد حق 
 ی ک ی توپولوژ   خواص وتحلیل  تجزیه   پژوهش حاضرهدف    

 یای پا   بافت هم   وتحلیل با تجزیه   ی ا نقطه   های ابر داده مجموعه 
برخ  است.  نما  ی آن  همولوژی   ی برا   ی معمول   یها ش ی از 
عبارت  ا ماندگار  پا ز اند  نمودار  بارکد،  پایاچشم و    دار ی:  . انداز 

)کلاس هر    د بارک  ک ی  پایا  که  مولد  گروه -𝑝هایی  امین 
می  تولید  را  با  کنند(  همولوژی  افق   ک ی را  نشان   یخط 

ظاهر آن  که یی در جاة پالایش مرحل  نخستین دهد که از ی م 
به  ی شود شروع می م  پالایش  مرحله شود و  از  در آن که  ای 

ی ابد یی م  انی پا  ،شود ی م  دی ناپد همولوژی   یبصر   شی نما  ک. 
پا   ، ماندگار که    دار ینمودار  نقطه  است  یک  مولد  هر  با برای 

تولد  به   𝑥  ة مؤلف  زمان  مرگ، به   y  ة مؤلف عنوان  زمان  عنوان 
  کند.ی م  رسم 
∅از یک پالایش     𝐷  نمودار ماندگاری-  𝑝  .22  فی تعر ⊆

𝐾0 ⊆ 𝐾1 ⊆ 𝐾2 ⊆  شود.ی م  ف ی تعر   ر ی ز   صورت به   ⋯

𝜇𝑝دیکن   فرض 
𝑖𝑗

کلاس     مستقل   ی بعد   -𝑝  های تعداد 
میرند، می   𝐾𝑗شوند و در  متولد می    𝐾𝑖که در مرحلة    باشد

مجموعه   𝐷گاه  آن  رسم  نقاط  با  از  ,𝑖)ای  𝑗)    ضریب 𝜇𝑝با 
𝑖𝑗  

نهایت هم آید که در آن قطر ناحیه با ضریب بی دست می به 
 شود.به نمودار اضافه می 

ماندگار  ی برا  نمودار  دو   فی تعر   ییارهایمع   ، مقایسة 
مهم شده  از  مورد  دو  که  فاصل آن   ن ی تر است   تنگنا  ة ها 

 (bottleneck  )ن ی و واسرشتا  (Wasserstein  ).است 
,𝐷1شود  فرض می   .23  فی تعر 𝐷2    دو نمودار ماندگار و 𝐵  

:𝜑سویی  توابع دو   ة هم   ة مجموع  𝐷1 → 𝐷2  باشد. اگر‖. ‖∞  
باشد؛  سوپریمم  نمودار   ن بی   تنگنا   فاصلة   سپس   نرم  دو 

,𝐷1 ی  ماندگار  𝐷2که با  𝑊∞(𝐷1, 𝐷2)   است نشان داده شده
 شود.ی م  فی تعر   ر ی صورت ز به 

𝑊∞(𝐷1, 𝐷2) = inf
𝜑∈𝐵

Sup
𝑥∈𝐷1

‖𝑥 − 𝜑(𝑥)‖∞   (۷) 

کنید  .  24  ف ی تعر ,𝐷1فرض  𝐷2   و ماندگار  نمودار  دو 
 𝑩  دو   ة هم   ة مجموع :𝜑سویی  توابع  𝐷1 → 𝐷2   .باشد
.‖اگر  باشد؛  ∞‖ سوپریمم  دو   نبی   تنگنا  فاصلة   سپس   نرم 

ماندگار  ,𝐷1 ی  نمودار  𝐷2با ,𝑊𝑝(𝐷1  که  𝐷2)   داده نشان 
 شود. ی م  ف ی تعر   ر ی صورت ز است به شده 

𝑊𝑝(𝐷1 , 𝐷2) = [ inf
𝜑∈𝐵

∑
𝑥∈𝐷1

‖𝑥 − 𝜑(𝑥)‖∞
𝑝

]
1
𝑝              (8) 

تجزیه  که  آنجا  گروه از  به  مربوط  اطلاعات  و وتحلیل  ها 
م   ار یبس   ولوژی هم   یها حفره  است،   کی از    می توان ی دشوار 
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کن   سازی بصری روش   استفاده  »بارکد«  نام  به   ده ی ا  م، یبه 
 است:  ر ی شرح ز 

𝜺𝒕𝟏در    ای حفره   اگر 
شد،     رسم نمودار  ظاهر  به  شروع 

در    می کن ی م   ی خط  خط  آن شروع  در  𝜀𝑡1که 
محور        𝑥در 

در   اگر  و  𝜀𝑡2باشد 
شد،     متوقف   دن ی کشناپدید  را  خط 

𝜀𝑡2خط در   یو انتها  م ی کن ی م 
 خواهد بود.   

پایاچشم  د   انداز  که    یگر یروش   یبرا ] 2۵[در  است 
 است.شده   ی تجسم همولوژی ماندگار معرف

𝜆: ℕتابع    انداز پایا چشم   .25  ف ی تعر × ℝ → ℝ̅  است که 
,∞−]  ة افت ی توسعه   حقیقی   اعداد  دهندة نشان   ℝ̅آن    در  ∞]   

دیگر  .  است  است تعریف  را   ممکن  توابع   ی ا دنباله   آن  از 
𝜆𝑘: ℝ → ℝ   در آن   که  بگیرد در نظر 𝜆𝑘(𝑡) = 𝜆(𝑘, 𝑡) .  

 (9) 𝜆𝑘(𝑡) = 𝑠𝑢𝑝{𝑚 ≥ 0: 𝛽(𝑡−𝑚),(𝑡+𝑚) ≥ 𝑘} 
 گروه  بعد    𝛽𝑖,𝑗که در آن 

𝐻𝑖

𝐻𝑗
 است.  

بت  پایا  انداز چشم   نمودار  غ   یاپا  یاعداد  نشان   پایار ی و  را 
چشم   بیشینة مثال    یبرا   ؛دهد ی م   پایا  اندازنمودار 

 است.   یعدد بت  نی دارتر ی پا ة دهندنشان 
 

 

 همولوژی ماندگار  تم ی الگور -1-3

نقطه   ةداد   ک ی    𝕡  دی کن   فرض  ابتدا    ای ابر  بافت هم باشد. 
ز به 𝕡 ی  برا   ریپس-ویتوریس می   ر ی صورت   :شود ساخته 

اعداد حق صعودی    ةدنبال  ,𝜀1  مثبت   یق ی از  𝜀2, نظر   … را در 
و قطر   𝕡با مرکز نقاط    یی هاره ی از دا   ی سپس پوشش   ؛ د یر ی بگ 

𝜺𝟏    داده، باتعداد نقاط داده در ابر   ن ی بنابرا   شود؛ ساخته می 
که   ره ی دا  دو مرکز هر    ن ی بعد ب  ة مرحل در    .برابر است   ها ره ی دا 

دارند می تقاطع  کشیده  یال  یک  هم   لذا و    شود ،  بافت یک 
شده   𝑉𝑅(𝜀1)سادکی   برا   ن ی هم   است. ایجاد  همه   ی فرایند 

𝑖 = 1,2,3, م   … از   ک ی   جه ی درنت   شود؛ی انجام  پالایش 
است؛    𝑉𝑅(𝜀𝑖)های  بافت هم  که   ییآنجا   از موجود 

گروه تجزیه  به  مربوط  اطلاعات  حفره وتحلیل  و   یها ها 
 شهودی  نمودار   ک ی از    توان ی دشوار است، م   ار ی بس   همولوژی 

 اگر این صورت است که    به   دهیا   ، ردبه نام بارکد استفاده ک 

𝜺𝒕𝟏در    ای حفره 
شد،     رسم  بارکد  ظاهر  به   یخط پاره شروع 

𝜀𝑡1که مبدأ خط در    دکن ی م 
𝜀𝑡2 است و اگر در   𝑥در محور    

 
شد رسم  ناپدید  م پاره ،  متوقف  را  انتها د  ن ک ی خط   یو 

𝜀𝑡2خط در پاره 
 خواهد بود.  

 
 

پیاده   -3-3 همولوژی  نتایج  الگوریتم  سازی 
 ماندگار بر اشعار حافظ و فردوسی 

و   "TDA" مانند    Rافزار  نرم   یها ماندگار در بسته   ی همولوژ 
 "TDAstatus"   دو  نی مقاله از ا  نی است. در ا شده  یساز اده ی پ

بخش   ن ی است. در امتن استفاده شده   یبند طبقه   ی بسته برا 
)حافظ و   ی رانی از )اشعار( دو شاعر ا   یبخش   یمتن  یها از داده 
از »شاهنامه« و   ها داده مجموعه   است.( استفاده شده ی فردوس

هزار شد که شامل حدود هشت   یآور حافظ« جمع   اتی »غزل 
پ  از  پس  است.  کتاب  هر  از  به داده   پردازش،ش ی مصرع  ها 

م   tf-idf  تمی الگور  ماتر  شودی داده  متن   ر ی نظ   سی تا  داده 
ماتر   ؛شود   جادی ا  ورود به   سی سپس   تمی الگور   یعنوان 

م  ی همولوژ  وارد  اد شود ی ماندگار  در  ماندگار،   امه .  نمودار 
 یاز اشعار فردوس  نمونه   ک ی  ی که برا   ای انداز پابارکد و چشم 

 .د ید  توان ی ( م 3شده را در شکل ) شامل هزار مصراع رسم 

  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 

 

 

  ، نمودار ماندگار   تا سوم   نخست   ی نمودارها   ب ی ترت به   (: 3  -شکل ) 

 دهد ی نشان م   ی فردوس   مصراع   هزار   ی را برا   انداز پایا چشم بارکد و  
(Figure-3): Diagrams from the top to the bottom 

respectively show the persistent diagram, barcode and 
landscape for 1000 hemistich of Ferdowsi. 

های های واسرشتاین بین بخش فاصله -1ها و  فاصله -0(: 1-جدول) 
 متناظر اشعار فردوسی و حافظ

(Table-1): Wasserstein 0-distances and 1-distances between 
corresponding parts of Ferdowsi and Hafez poems 

 های مختلف اشعاربخش  فاصله-0 فاصله-1

 1و حافظ  1فردوسی  449.42۷4 0.6881۷88

 2و حافظ  2فردوسی  82.16098 0.2928399

 3و حافظ  3فردوسی  82.84308 3.۷6۵808

 4و حافظ  4فردوسی  ۵۵3.384۵ 2.0۷8418

 ۵و حافظ  ۵فردوسی  118.2316 3.312112

 6و حافظ    6فردوسی   141.321 0.۵2482۵4
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 ۷و حافظ  ۷فردوسی  ۷4.28296 3.282468

 8و حافظ  8فردوسی  38۷.2628 0.4۵038۷1

 
های واسرشتاین بین فاصله -1ها و  فاصله -0:  ( 2-)جدول

 های متوالی اشعار فردوسیبخش 
(Table-2): Wasserstein 0-distances and 1-distances between 

consecutive parts of the Ferdowsi poems 
 های مختلف اشعاربخش  فاصله-0 فاصله-1

 2و حافظ  2فردوسی  146.108۵ 0.363420

 3و حافظ  3فردوسی  ۵.64018 3.40۵932

 4و حافظ  4فردوسی  310.8692 1.946319

 ۵و حافظ  ۵فردوسی  2۷8.39۷3 1.42۷1۵۵

 6و حافظ    6فردوسی   38.93984 3.003388

 ۷و حافظ  ۷فردوسی  14.۵80۷ 3.26614۵

 8و حافظ  8فردوسی  16.۷۷۷98 3.322824

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

انداز پایای سه بخش چشم  سه تصویر بالا   (: 4-شکل )   
 .دهد از اشعار حافظ را نشان می  نخست 

(Figure-4): Three top images show the landscapes 
of the first three parts of Hafez's poems 

 

قسمت با طول   هشت   مصراع حافظ به   هزار هشت همچنین  
و    شده؛ تقسیم    هزار  ماندگار  نمودار   نخستین سپس 

قسمت    انداز چشم  هر  درنهایت   است؛ شده محاسبه    نیز پایا 
قسمت چشم  این  میانگین  ترسیم  انداز  برای   شدهها   و 
همین  ر مص   هزار هشت  نیز  »فردوسی«  انجام   موارد اع 
مرحل است شده  در  فاصله   ة .  بین آخر،  واسرشتاین  های 

بخش  پایای  و نمودارهای  »حافظ«  اشعار  متناظر  های 

محاسبه   نتایج  است شده »فردوسی«  این  ادامه  .  شرح به در 
می زیر   محاسبه    شود: آورده  وفاصله -0نتایج   -1  ها 
بخش فاصله  برای  را  واسرشتاین  اشعار های  مختلف  های 

 بخشی از اشعار بعد از شاعر آن   ة حافظ و فردوسی که شمار 
است  جدول   مشهود  فاصل   ؛است آمده (  1)   در   ةهمچنین 

بخش  بین  در واسرشتاین  فردوسی  اشعار  از  متوالی  های 
 د.م آ  د در ادامه خواه  (2) جدول 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

سه بخش   ی ا ی انداز پا بالا چشم   ر ی سه تصو (:  5-شکل ) 

 .دهد ی را نشان م ی از اشعار فردوس  نخست 

(Figure-5): Three top images show the landscapes of 
the first three parts of Ferdowsi's poems. 

 
 

 گر الگوریتم نگاشت   -4
نگاشت سگر  الگوریتم  کارلسون  2ی ممول  ،1نگیتوسط   3و 

به26] ابزار[   سازیبصریو    لیتحل  یبرا  یهندس  یعنوان 
معرفدادهمجموعه  نگاشتشد  ی ها  هدف    بُعد کاهش    گر. 
  ک یبه    دادهمجموعه  کردنفشرده  همچنین  ، دادهمجموعه 

 

1 Singh  
2 Mémoli 
3 Carlsson 
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که هم است  گراف  ساده  حالت  در  که  سادکی  بافت 
ها را آسان  شکل داده  ای  یکیوتحلیل ساختار توپولوژتجزیه 

ا در  برا  یجدول  نجایکند.  نمادها   اتیاضیر  حیتوض  یاز 
 شود. یم  یمعرف گر روش نگاشت

 گر شت جدول نمادهای روش نگا(: 3-جدول)

Table- 3): Table of symbols of mapper ( 

 توضیحات  نماد

𝕏  فضای زمینة دادة ابری(ℝ𝑛) 

𝕡 ای دادة ابری نقطه (𝕡 ⊆ 𝕩) 

𝕐 طور معمول  فضای پارامتر که به𝕐 = ℝ  است 

𝔽  تابع پالایش (𝔽: ℙ ⊆ 𝕩 → 𝕪) 

Γ   برد تابع پالایش تحدید بهℙ 

𝕌   یک پوشش𝕡(𝕡 ⊆ ∪ 𝑈𝛼) 

ℰ های  یک پوشش از زیر بازهΓ پوشانی دارند که هم 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 گر (: ایدة شهودی نگاشت6-)شکل
(Figure-6): Intuitive idea of mapper 

بالا و دانش   ی با توجه به نمادها گر نگاشت تمیالگور ةخلاص
 :است ریو آمار به شرح ز یتوپولوژ 

مناسب    - پالایش  تابع  با  باید  :𝔽ابتدا  ℙ ⊆ 𝕩 → 𝕪 

 شروع کرد.
 نامید.   Γرا یافته و آن را    ℙو تحدیدش به    𝔽سپس برد    -

تا    شود   م ی تقس   ℇهای  به زیر بازه Γ   پس از آن، لازم است 
 .شود   جاد ی ا   𝔽−𝟏از طریق     𝕡برای    پوشش   یک   بعد   ة در مرحل 

ه𝜀برای هر  - ∈ ℇ شود:مجموعة زیر ساخته می 
𝑋𝑖 = {𝑥: 𝔽(𝑥) ∈ 𝜀𝑖} 

(ℙ ⊆∪ 𝑋𝑖) 
عضو    - هر  مناسب   𝕌از    𝑋𝑖نقاط  متریک  یک  با 

هر  خوشه  برای  بنابراین  شود؛  خوشه 𝑋𝑖بندی  های  ، 
𝑋𝑖𝑗 شود. ایجاد می 

خوشه    - گرفته  به  𝑋𝑖𝑗هر  نظر  در  رأس  یک  عنوان 
وقتی  می و  𝑋𝑖𝑗شود  ∩ 𝑋𝑟𝑠 ≠ رأس  ∅ و    𝑋𝑖𝑗بین دو 

𝑋𝑟𝑠 شود. یک یال کشیده می 
نشان داده    (6)در شکل    گرت نگاشتپش  یشهود  ةدیا
داد: فرض    حیتوض  ریصورت زتوان آن را به یاست و م شده

شکل را نشان    کیکه    وجود دارد  یاابرنقطه  ةداد  کی  دیکن
  کی  یها بر روگره. ابتدا کل داده  کیمثال    یبرا  ؛ دهدیم
  ی دگیچیمنظور کاهش پ مختصات با ابعاد کمتر به  ستمیس

طر ابعاد    قیاز  ا  شودیم  تصویرکاهش  از ها  داده  نجای)در 
پارامتر    ی فضاشود(؛ سپس  تصویر می  𝒙به محور  گره    یرو

  م یتقسمفروض    یپوشانبا درصد همبازه  ( به چند  𝒙)محور 
بعد،  شودیم بازه.  این  وارون  تصویر  گرفتن  تحت  با    𝔽،ها 

  سپس از  گیرند؛میقرار    ی پوشان هم  نواحی دارای  ها درداده
طبقه به  یبندخوشه   ی هاتم یالگور هر    یبندمنظور  نقاط 
خوشه  ناحیه چند  می  به    توانیم ،درنهایت  شود؛استفاده 

 .ایجاد کرد خود را ی گبافت سادهم
 

بر    گردادة نگاشتتحلیل   برخطالگوریتم  -1-4
 ما  ة دادو مجموعه  TDAاساس 

نگاشت پیاده  الگوریتم  بسته سازی  در  حاضر  حال  در  های  گر 
مانند   دسترس    " Kepler Mapper" و    " Mapper" پایتون  در 

از   مقاله  این  در  سایر    "Kepler Mapper"است.  کنار  در 
های متنی  از داده   همچنین   ؛ است های پایتون استفاده شده بسته 

 است.  )اشعار( دو شاعر ایرانی حافظ و فردوسی استفاده شده 
ها از »شاهنامه« )کتاب حماسی فردوسی(  دادهمجموعه 

هزار مصراع مختلف  یات حافظ« که شامل حدود نهلو »غز
هر دو کتاب است.  )از اشعار حماسی گرفته تا عاشقانه( از

پیش به  میابتدا  پرداخته  داده  شامل  پردازش  که  شود 
 :مراحل زیر است

 (cleaning) سازی اولیهپاک-1
 نقطه، ویرگول، گیومه؛  مانندنگارشی علائم   حذف •

 های غیرمجاز یا اعداد؛حذف نویسه •
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)نویسه  تمامتبدیل   • استاندارد  فرم  به  مثالها    برای 
 »ی« به »ی«، »ک« به »ک«(؛

تقسیم هر مصراع به واژگان    ( Tokenization)   سازی توکن -2
 . Parsivarیا    Hazm  با استفاده از ابزارهای استاندارد مانند 

 (Stopword Removal)  ها واژهحذف ایست-3
 
 
 
 
 
 
 

 

: یپوشانمختلف و درصد هم  یهامقایسة وضوح  (:۷-شکل)

  ی شتریطور که از جدول بالا مشخص است، هرچه وضوح بهمان

باش بهتر طبقه  م، یداشته  و هر چه  یم  یبندنمودار حاصل  شود 

 شود یتر مباشد، نمودار حاصل فشرده شتریب یپوشاندرصد هم
(Figure-7): Comparison of different resolutions and 

percentage of overlap: As it is clear from the table above, the 
more resolution we have,  the resulting graph is  better 

classified, and the higher the percentage of overlap, the more 
compact the resulting graph is 

 
از   )مانند  واژهایست   فهرستاستفاده  فارسی  رایج  های 

»برای«( »که«،  »در«،  »به«،  به.  »از«،  واژگان  دلیل  این 
معنایی  بار  و  زیاد  حذف    لمعموبرحسب  پایین،    فراوانی 

 دار باقی بمانند. های معناشوند تا نویسهمی
 (Vectorization)  ها نمایش برداری داده-4

 دو رویکرد در مقاله مورد استفاده قرار گرفته است: 

• TF-IDF  :وزن ماتریس  فراوانیتولید  اساس  بر  -دهی 
 .هامعکوس واژگان در مصراع

• BERT Embedding   : از مدل یافته  آموزش پیش   استفاده 
 .ها برای استخراج بردارهای معنایی از مصراع 

 (Normalization)  استانداردسازی-۵

برای  اند )، مقادیر بردارها نرمال شدهTF-IDFدر روش  •
 واحد برداری( مثال

روش   • از  BERTدر  بردارها،  تولید  از  پس   ،
MinMaxScaler   است شده  بندی استفاده برای مقیاس. 

 (Dimensionality Reduction)  کاهش ابعاد  -6

الگوریتم از  و    UMAP  مانند هاییاستفاده 
TruncatedSVD  بردارهای   ابعاد  کاهش   برای  TF-IDF    یا

BERT  منظور تحلیل با بهMapper  وHomology. 
 

 TF-IDFروش    -1-1-4
بخش این  تبدیل    در  شکل داده  برای  به  ماتریس  یک  به 

پیکره   ⋕  (𝟔𝟕𝟔𝟕𝟏×𝟗𝟎𝟎𝟎[] در  “مصرع  ⋕  ×واژه  از   ،)TF-

IDF"   سپس از    و"truncatedSVD"    و"t-SNE"  عنوان به
و  همچنین  شد؛استفاده    پالایش  توابع درصد   وضوح 

پارامتر  هم فضای  نواحی  برای  مناسب  انتخاب   R2پوشانی 
پوشانی را نشان  وضوح و مقادیر مختلف هم  (۷)شکل  (.  شد
پارتیشن  ةنتیجگر درنگاشتدهد.  می بالاتر،  بندی و  وضوح 

دادهطبقه  بهتر  و بندی  هم  ها  نمودار درصد  بالاتر  پوشانی 
داد.فشرده خواهد  را  در   درنهایت،   ؛)تری  موجود    نواحی 

 ةموجود در بست  «1تجمعی  بندی»خوشه   را با  دادهمجموعه 
«sklearn کامل پیوند  و  کسینوسی  شباهت  متریک  با   »2 ،

میخوشه  شکل  کنیم.بندی  در  مراحل  این   (8 (تمامی 
   .استسازی شدهبصری 

 
 
 
 
 
 

 

 گر نگاشت  کردنادهیپی سازیبصر(: ٨-)شکل
(Figure-8): Visualization of the implementation 

 of the mapper 
 

 BERT Embeddingروش    -2-1-4

ا ترک  نیدر  از   یریادگیمدرن    روش  نی چند  بیروش، 
طب  نیماش زبان  پردازش  نما  لیتحل  یبرا  یعیو    ش یو 
شده  ی متن  ی هاداده توضاستفاده  مراحل   نیا  حاتیاست. 

بهبه و  جامع  استخراج    ژهیوصورت  بخش  بر  تمرکز  با 
در ادامه   BERTبا استفاده از مدل   (embeddings) هاه یتعب

معروف  یکی BERT مدل  .استآمده   یهامدل  نیتراز 
طبدادهآموزش   شیازپ  زبان  پردازش  در   (NLP) یعیشده 

توانا که  و  ییبالا  اریبس  ییاست  استخراج    ی هایژگیدر 
ا  یی معنا در  دارد.  متن  به  نیاز   BERT کمکبخش، 

.  شودیاستخراج م  ی هر نمونة متن  یبرا  یی معنا   ی هاه یتعب
 زریابتدا، توکنا در    ؛است  ر یشرح زمرحله به  نیا  یروند اجرا

 ی اکه نسخه   all-MiniLM-L12-v2 با نام  BERT و مدل
بهکوچک  و  بارگذار BERT از  شدهنهیتر  .  شودیم  یاست، 

به  نیا مدلمدل  مخزن  از  خودکار  آماده    یهاصورت 
ندارد.    هیاول  ةدیچیپ   ماتی به تنظ  یازیو ن  شودیم  یفراخوان
  کند یم  ل یتبد  یعدد  یرا به قالب  یهر متن ورود  زر،یتوکنا

ا BERT که مدل شامل    لیتبد  نیقادر به درک آن باشد. 
تبد  یجداساز شاخص آن   لیواژگان،  به  و    ی عدد  ی هاها 

ابعاد    شودیو برش( م  نگی)پد   های طول ورود  میتنظ با  تا 
   .داشته باشد یخوانهم BERT مدل یورود

مجموعه   یبرا در  متن  توکناهر  به   یورود  زریداده،  را 
ن  یهاتوکن تبد  ازیمورد  نت  کندیم  لی مدل  را   جهیو 

ورودبه  BERT مدل  ؛فرستدیم BERT به مدل  یعنوان 

 

1 Agglomerative Clustering 
2 Complete linkage 
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توکن از  استفاده  با  عملسپس  آغاز   اتیها،  را  پردازش 
است و  شده  یبندهیو لا  ق یصورت عممدل به  نی. اکند یم

  ی زبان  تردهیچیپ   یهایژگی گام، وبهصورت گام به  هیلا  ردر ه
 .کندیاستخراج م یرا از ورود ییو معنا
هر    یی نها   یة ، بردار تعب BERT  آخر مدل   ة ی لا   ی خروج   از 
  ن ی انگ ی کل متن، از م   ی ندگ ی نما   ی اما برا   ، د ی آ ی دست م واژه به 
عنوان  روش که به   ن ی . ا شود ی واژگان استفاده م   ن ی ا   ی بردارها 

اطلاعات کل متن را به    شود، ی شناخته م   « ها ه ی تعب   ن ی انگ ی م » 
  ، یی بردار نها   ن ی . ا کند ی م   ل ی بردار واحد با ابعاد ثابت تبد   ک ی 
نمون   ی برا   یی معنا   ة ی تعب   ک ی  و   ی متن   ة هر  و    ی ها ی ژگ ی است 

   .مهم متن را در خود دارد   یی و معنا   ی زبان 
و  طور  به   BERTی هاه یتعب بالا  ابعاد  در  معمول 

  ا ی   یبندخوشه   یها برااز آن  میمستق  ة ند و استفادادهیچیپ 
داده سنگتجسم  محاسبات  به  است  ممکن  منجر    نیها 

هم  ؛شود  UMAP (Uniform روشاز    ل،یدل  نیبه 

Manifold Approximation and Projection)   ی برا 
ا ابعاد  م  بردارها  نیکاهش  اشودیاستفاده   تمیالگور  ن ی. 

حد    استشده  یطراح  یاگونه به تا  ابعاد،  کاهش  با  که 
ها را حفظ کند. در  ممکن ساختار و روابط موجود در داده

تعب  نیا ابعاد  م  پنجبه    ها هیکد،  تا    ابد ییکاهش 
شوند  ترعیسر  یبعد  یهاپردازش  انجام  کارآمدتر  در   .و 

بعد    KeplerMapperبا    یبندو خوشه   یبردارنقشه مرحلة 
 شود: صورت زیر انجام میبه

 یبندو خوشه  یانتخاب تابع فرافکن-1

 و ساخت گراف  ی دهپوشش-2

 ی تعامل  شیو نما   ییتجسم گراف نها -3

روش   افتهی کاهش  یهاداده از  استفاده  با 
 یمشخص فرافکن  یادر محدوده MinMax یاستانداردساز

به  شوندیم نگاشتبرا  یتر کنواختیشکل  تا  آماده    گر ی 
ا از    نیشوند.  استفاده  با  انجام    MinMaxScalerکار 

 AgglomerativeClustering از  ،یبندخوشه   ی. براشودیم

نوع شده  دهاستفا  که   یبندخوشه   تمیالگور  ی است 
داده  یمراتبسلسله  و  خوشاست  پنج  در  را  مجزا   ةها 

  ی پوشانهم  کی  نییبا تع  Cover کلاس.  کندیم  یبندگروه
 یمناسب برا  یها، پوششداده  ی هابخش  نیب  یدرصدیس

اکندیم  جاد یا  گرنگاشت   گر نگاشت به  ی دهپوشش  نی. 
م خوشه  دهدیاجازه  ز تا  و  را  داده  یهارخوشه یها  ها 

  ة دهند دهد که در آن هر گره نشان  شیصورت گراف نمابه
  ت،ینهادر؛  است  یمتن  یها از داده  رخوشهیز  ایخوشه    کی

و به  توجه  راهنماها  یهایژگیبا  خوشه،   یمتن  یهر 

(tooltip)   م  یسفارش محتوا  شوندیساخته  شامل   ی که 
نمون  یاخلاصه  هر  برا  یمتن  ةاز  گراف  کنار  در  و   یاست 

قابل  ا  کاربر  است.  شکل  ن یمشاهده  به    HTML  راهنماها 
محتواشده  یطراح بتواند  کاربر  تا  را   یاند  خوشه  هر 

تعاملبه نها  ی صورت  گراف  کند.  تمام    یی مشاهده  با 
  ن یا  در  .شودیو آماده استفاده م  رهیمذکور ذخ  یهایژگیو

ترک مدل    ،یبیروش  قدرت  استخراج    یبراBERT از 
پ   یبرا UMAP از  ،یی معنا  یهایژگیو   ی دگیچیکاهش 

ها استفاده  داده  یتوپولوژ   شینما  یبرا Mapper ها و ازداده
بهشده بتوان  تا  بصراست  تحل  یصورت    یهاداده  لیبه 
  .پرداخت یمتن

های توپولوژیکی برای  ویژه شعر، به دادهتبدیل متن، به
ای است که ساختار معنایی و  تحلیل، فرایندی چندمرحله 
دهد.  صورت هندسی نمایش میروابط پنهان در متن را به

انتها توضیح  ابتدا تا  از  در ادامه، جزئیات کامل این فرایند 
ابتدا، متن خام )شعر( باید پیش  .شودداده می پردازش در 

  پس از آن باید ،  باشدهای بعدی آماده  شود تا برای تحلیل
های منفرد در دیوان متن به واحدهای معنادار )مانند غزل 

حذف یا  ی  عنمتن ی  سازیرمال؛ سپس ندشوحافظ( تقسیم  
به   حروف  تبدیل  نگارشی،  علائم    شکلاستانداردسازی 

د و  گیری مد نظر قرار میهای اضاف استاندارد و حذف فاصله
واژگان پرتکرار یعنی   1حذف واژگان ایستهمچنین باید به  

 پرداخت. اهمیت مانند حروف اضافه و ربطو کم

  ة پای  شکلتبدیل واژگان به    یعنی  ؛سازییابی یا لمریشه

میآن  مرحله  این  فارسی  کلاسیک  شعر  )در  تواند  ها 
باشد(  مرحلة    پیچیده  به  حال  است.  لازم    یعنیدوم؛  نیز 

تعبیهاستخراج   تولید  و  رسیم می  (Embedding)  ویژگی 
آن در  پیشکه  متن  عددی  ،  بردارهای  به  شده  پردازش 
می که  تبدیل  متن    دهندة نشانشود  محتوای  و  معنا 

در   چندزبانه SBERT مدل.  هستند استفاده    روشکه  ما 
شبک یک  تولید   ةشد،  برای  که  است  عمیق  عصبی 

آموزشتعبیه  متنی  معماری  ،مدلاین    .استدهید  های  از 
توجه با  می  2دوطرفه   ترانسفورمر  روابط  استفاده  که  کند 

م نظر  در  متن  تمام  در  را  واژگان  هر    سپسگیرد؛  یبین 
مدل از  )غزل(  می SBERT متن  داده  یک  عبور  و  شود 
( بالا  ابعاد  با  یا  ۵12،  384معمول  طور  بهبردار   ،۷68  

   .کندبعدی( تولید می
گیرند که  ین بردارها در یک فضای چندبعدی قرار میا

نزدیک یکدیگر  به  مشابه  معانی  با  متون  آن  برایترنددر   ؛ 
بردا غزل حافظ، یک  برای هر  بعد    رمثال،  تعبیه از   فضای 

می بهشودتولید  دارای تعبیه معمول  طور  .  تولیدشده  های 
آن تحلیل  و  مصورسازی  که  هستند  بالا  بسیار  را  ابعاد  ها 

های کاهش ابعاد  لازم است روش بنابراین،    ؛سازددشوار می
مؤلفهمانند   اصلیتحلیل  این  .  شونداستفاده    (PCA)  های 

داده کوواریانس  ماتریس  میروش  محاسبه  را  و  ها  از  کند 
 

1 Stop words 
2 bidirectional attention 
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ها  بردارهای ویژه با بزرگترین مقادیر ویژه برای نگاشت داده
توان ؛ همچنین میکندبه فضایی با ابعاد کمتر استفاده می

مانندروش از   غیرخطی  روابط  UMAP یا t-SNE های  که 
داده بین  میغیرخطی  حفظ  بهتر  را  برای کنند ها  نیز   ،

   .کاهش ابعاد استفاده کرد
ابعاد از صدها  طور  بههای شعری ما،  برای داده معمول 

یا سه  به   امکانعد کاهش میبُدو  تا مصورسازی  پذیر  یابد 
یجاد نمایش توپولوژیک ؛ درنهایت در این پژوهش به اشود

دادهکه  Kepler Mapper با تحلیل  الگوریتم  های  یک 
است   داده  وتوپولوژیک  توپولوژیک  طریق  ساختار  از  را  ها 

خوشه تقسیم و  میبندی  کشف  پرداخته کند بندی   ،
تابعی است    1لنزابتدا باید لنز مناسب اختیار کرد،    شود.می

داده پارامتری سادهکه  به یک فضای  را  در    نگارد.میتر  ها 
ایجاد  سپس برای  ؛  باشد PCA تواندشعر، لنز میدادة  مورد  

مجموعه  2پوشش به  پارامتری  همفضای  از    3ها پوشانیای 
کند که  ایجاد میپالایه  پوشانی یک  هر هم  ؛شودتقسیم می

انتخاب می لنز  مقادیر  اساس  بر  را  داده  مرحلة   .کندنقاط 
از  پوشش،  های  مجموعه   بندیخوشهبعد   یکی  با 

تا   است DBSCAN مانند   بندیخوشه  هایالگوریتم 
شوندخوشه  شناسایی  محلی  ساخت های  آخر  مرحلة   .

عنوان ها بهخوشه بافت سادکی یا گراف است که در آن  هم
می  رئوس گرفته  درنظر  دو  گراف  دارای   رأسشوند.  اگر 

داد به  ةنقاط  یال  یک  با  باشند،  متصل  مشترک  هم 
برایشوندمی حاف  ؛  غزلیات  مورد  در  رأس  مثال،  هر  ظ 
شد  های مشابه باهای با ویژگیای از غزلتواند مجموعه می
نشانیالو   گروهشباهت  ةدهند ها  بین  مختلف  های  های 

هستندغزل نمونة  .ها  نمایش   یک  تحلیل  و  تفسیر 
بینش نهایی،  دربارتوپولوژیک  در    ةهایی  روابط  و  ساختار 

میداده ارائه  شعری  برای  دهدهای  رئوس  مثال  ؛ 
غزلگروهدهندة  نشان یا  های  سبک  مضامین،  با  ها 

مشابهویژگی زبانی  بیان  هایالو    های  ارتباطات  کنندة  نیز 
های  انتقال  ة دهندتواند نشانهای مختلف، که میبین گروه

باشد مضمون  یا  سبک  در  هستند. تدریجی  کلی    ،  شکل 
های مختلف  تر مانند دورهتواند ساختارهای کلانمی  گراف

د نشان  را  سبک  تکامل  یا  انشعاب  هد.  شاعری  نقاط 
یا  محلتواند  می سبکی  مختلف  مسیرهای  که  هایی 

از هم جدا می به  شوندمضمونی  روایت کند.  عنوان یک  را 
 :حافظ را در نظر بگیریدزیر از غزل  مثال کاربردی

سالوس  »  خرقه  و  بگرفت  صومعه  ز  دیر /دلم  کجاست 
کج  ناب  شراب  و  نرمال ابتدا    «مغان  و متن  شده  سازی 

می به  گرفته  نظر  در  کامل  واحد  یک  از   سپس؛  شودعنوان 
می  SBERT مدل  داده  بردار  عبور  یک  و  بعدی   ۵12شود 

 

1 Lens 
2 Cover 
3 overlapping sets 

، « صومعه » ،  « شراب » مانند    کند که مفاهیم معنایی تولید می 
بردار   .کند را کدگذاری می   « ریاستیزی » و مضمون    « خرقه » 

بعد( کاهش   دو  برای مثالتر )بعدی به یک بعد پایین   ۵12
کرد می  مصور  را  آن  بتوان  تا  توپولوژیک در    .یابد  گراف 

های حاوی این غزل به خوشه   ة جایی که خوش   شده ساخته  
این  .شود متصل می  « انتقادی » یا   « عرفانی » دیگر با مضامین 

به   توپولوژیک  می   گرپژوهش تحلیل  الگوهای اجازه  دهد 
در مجموع  را  معنایی  ساختارهای  و  شناسایی   ة پنهان  شعر 

روش   دکن  با  تشخیص که  قابل  متن  تحلیل  سنتی  های 
روی نمودار شکل   ،دقت   آزمون دو    در این پژوهش  .نیستند 

شد. خوشه تقسیم    سه ابتدا کل نمودار به    شد؛خود بررسی  
»هردو  »فردوسی«،  خوش شاعر )»حافظ«،  در  که   ة «(، 

گره  داردهایی  »حافظ«  اشعار   وجود  از  بالایی  درصد  که 
»فردوسی«   ة به همین ترتیب خوش   ؛شود حافظ را شامل می 

هایی است که درصد بالای اشعار فردوسی را دارای گره   نیز 
به   یتقریب طور  به «  شاعر »هر دو   ة گیرد و در خوش می   در بر

 شودبررسی می   وجود دارد؛ سپس شعر نوع یک اندازه هر دو 
حافظ متعلق به   ة چند درصد از اشعار خوش   در حقیقت که  

برای خوشه  نیز   های دیگر اشعار حافظ است و همین روش 
سادگی تعداد اشعار حافظ برای این کار به   شود.استفاده می 

»حافظ« بر تعداد تمام اشعار در همان   ة در هر گره در خوش 
خوشه  برای  آزمایش  همین  و  تقسیم  نیز خوشه  دیگر  های 

می  خوش   برای   شود؛انجام  برای  محاسبات   «حافظ »   ة مثال 
)تعداد شود؛  انجام می زیر   تقسیم  با  است  برابر  درصد دقت 

ر هر گره خوشه( به )تعداد تمام اشعار در کل اشعار حافظ د 
اگر درصد دقت    ؛ خوشه(  وجود برای یک خوشه    αبنابراین 

باش که    د داشته  است  معنی  این  آن   αبه  اشعار  از  درصد 
 است. گذاری شده درستی برچسب خوشه به 

شکل  بررسی    ( 9)   در  از  هر    نخستین پس  روی  آزمون 
»حافظ«   ة : درصد دقت برای خوش حاصل شد خوشه، نتایج زیر 

خوش   هشتاد  برای  حدود   ة درصد،  دقت  درصد    »فردوسی« 
برای خوش 94 و  دقت    ة درصد  درصد  هر خوشه  در  دو«  »هر 

اشعار حافظ   فردوسی    چهل برای  اشعار  برای  و    شصت درصد 
بوده  برای خوش   ؛ است درصد  توان گفت  »حافظ« می   ة بنابراین 

درستی    هشتاد که   برچسب  دارای  خوشه  این  اشعار  درصد 
  در گام بعدی   . های دیگر هستند و به همین ترتیب برای خوشه 

های نمودار بر اساس معنایی به چند  برخی از بخش   شد سعی  
وتحلیل بصری هر خوشه، متن  . برای تجزیه شوند خوشه تقسیم  

که تنها در    ه شد عنوان یک ابر واژه نشان داد در هر خوشه به 
 راحتی قابل درک است.  یک نگاه به 

و( آزمون دوم روی شکل نمودار خود  . 10)   در تصویر شکل 
که آیا از    شدند سپس بررسی    ؛ ، چند خوشه انتخاب شد بررسی  

طور تصادفی از  به   خوشه   پنج ند،  ا نظر معنایی با یکدیگر مرتبط 
رنگ  نگاشت طیف  خروجی  متضاد  ،  « آبی » ،  « قرمز » )   گر های 
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طور که در قسمت )و( شکل  همان   ( « نارنجی » و    « زرد » ،  « سیاه » 
شوند و سپس ابر واژگان رسم  اند، انتخاب می ( ظاهر شده 10) 

واژ شدند:   ابر  به   « سیاه »   ة الف(  و  برخی  است  فراوانی  دلیل 
و   است  حافظ  اشعار  به  متعلق  که  است  مشخص    در واژگان 

معنایی   بود   اشعار   ة مجموع   در تحلیل  ابر   ؛ عاشقانه خواهد    ب( 
توان  می   ه واژ   ابر   دلیل فراوانی واژگان در است و به   « قرمز »   واژة 

ابر واژة  ج(    ؛ آن را از نظر معنایی مربوط به پرستش خدا دانست 
واژة د(  «؛  زرد »  » ه(    و   « نارنجی » برای    ابر  واژة  ت.  اس   « آبی ابر 

گراف  نتایج  نگاشت مقایسة  روش  از  حاصل  تواند  می گر،  های 
بندی بر اساس معنا  بودن این روش در خوشه دوباره قابل اطمینان 

این روش در   نویسنده و درنهایت دقت خوب  و ماهیت واژگان 
 انتساب نویسنده را تأیید کند.  

 گراف اصلی  (:.الف٩-شکل)
(Figure-9.a): original graph 

 

 آزمون  نخستین یبرا شدهیبندخوشه (:.ب٩-شکل)

(Figure-9.b): clustered for first test 

 .ب( 10-)شکل 
(Figure- 10.b) 

 .الف( 10-شکل ) 
(Figure-10.a) 

 .د( 10-)شکل 
(Figure- 10.d) 

 .ج( 10-)شکل 
(Figure- 10.c) 

 .و(10 -)شکل
)Figure -10.f) 

 (ه.10-)شکل  
)Figure -10.e) 

کما اینکه کاربر با دانش نسبی در ادبیات و شعر با مقایسة واژگان  
تواند تا حدودی حدس بزند که کدام اشعار  شده می بندی خوشه 

بصری  قابلیت  همچنین  است؛  شاعر  کدام  به  این  مربوط  سازی 
در دسته  پژوهش روش  اشعار  می بندی  امیدوار  را  که  گران  کند 
پردازش متن این روش می  انتساب  تواند در  و  ادبی  متنوع  های 

 نویسنده کارا و موفق باشد. 
 

 BERT Embedding روش ج ینتا  -4-2

 
 BERT گر به همراه با روش نگاشت   ی بند خوشه (:  11-شکل ) 

Embedding 
 )Figure-11 (: clustring by keppler mapper and BERT Embedding 

 

 BERTهمراه روشگر بهدر این بخش خروجی نگاشت

Embedding  ( شکل  می11در  دیده  ادامه (  در  که  شود 
 شود. جدولی از نمونه اشعار گراف این شکل نیز آورده می

 

 در گراف   ی از اشعار حافظ و فردوس   ی ا جدول شامل نمونه (:  4-)جدول  
(Table-4): containing poems of Hafez and Ferdowsi 

 شماره متن

 تمنا چه حاجت است  میدر حضرت کر 

 خود آن جا چه حاجت است  اجیاحت اظهار 

 حاضرند به اعدا چه حاجت است   احباب

  تقاضا چه حاجت است فهیوظ داندت یم

 سست نظم بر حافظ یا  یبریچه م حسد

1 

 بر شده تابناک  یآتش یکی

 اه یبود و س رهیت ی مرکز یکی

 مدار  یرا به باز  شتنیخو  ییتو

 نهاد  ک ی  نی تا بود هم بد بود

 ی آب شو ن یبد   هایرگیاز ت دل

 به آتش بسوزد تنش  زدان ی  که

 ترگ  رهیت یکیبه سر بر  نهادش

2 

  ار خواند و وانهید واریهش

  داند ورا گانهیب   شیخو  همان 

  بر شد آتش فرود آمد آب یهم

  و خرد یهوش و را رنده یپذ
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 شماره متن

  یهم یخوان  رهیخ یمردم مگر

 ی خواند خواننده بر هر کس یهم

 حافظ چه شد ار عاشق و رند است و نظرباز 

 ز یعز اری  ی گمشده را با غمت ا حافظ 
4 

 نگارا که بلند است جنابت   داستیپ

 کرد و بازنجست  اوه یخواجه خاتم جم   که

 که جهان جمله سراب است   یاز سر آب  دست

۵ 

نتایج   مقایسة  با  ترکیب  می  آمدهدستبهدوباره  که  بینیم 
گر به میزان زیادی  پردازش جدید با نگاشتهای پیشروش

می افزایش  را  آن  بصریکارایی  قدرت  با  پس  سازی دهد. 
مینگاشت دقیقگر  نتایج  بهتوان  را  نیز تر  بهتری  شکل 

 نمایش داد. 
 

بهترین    -5 از  برخی  با  نتایج  مقایسة 
یادگیری  روش مدرن  و  سنتی  های 

 بندی متونماشین برای طبقه
توسط    آمده دست به در ادامه جداولی برای مقایسة دقت نتایج  

Keppler mapper   پیش به روش با    Sbertپردازش  همراه    دو 
برای طبقه    جنگل تصادفی  یعنی   بندی متون یادگیری ماشین 

یک     XGBoostاست. )مدرن( آورده شده   XGBoostسنتی( و  ) 
بهینه ه چ  الگوریتم سازی ارچوب  برای  تصمیم  شده  درخت  های 

شده  سال  تقویت  در  که  و    2016است  چی  تیان  توسط 
شد  معرفی  تقویت    ].2۷[همکاران  اصول  اساس  بر  روش  این 

می  عمل  بهینه گرادیان  با  اما  در  سازی کند،  توجهی  قابل  های 
 .سرعت و عملکرد همراه است 

معمول درختان  طور  به تر ) های ضعیف ، مدل XGBoost  در 
های  شوند تا خطاهای مدل صورت متوالی ساخته می تصمیم( به 

را اصلاح کنند. این رویکرد با استفاده از یک تابع هدف   پیشین 
شده که شامل یک جزء خطا و یک جزء پیچیدگی  سازی منظم 

 .  کند برازش کمک می است، به کاهش بیش 
 :از   ست ا  عبارت  XGBoost های اصلی ویژگی 

کنترل پیچیدگی مدل برای جلوگیری از :  1سازیمنظم  .1
 .برازشبیش

  نخست -های هرس عمق استفاده از الگوریتم  : 2هرس درخت   .2
 .های غیرمفید برای حذف شاخه 

موازی   .3 از چندین هست  : 3پردازش  برای  ة  استفاده  پردازنده 
 .به آموزش   دن ی بخش سرعت 

داده   .4 خودکار  مدیریت  مدیریت  توانایی  گمشده:  های 
 .های گمشده داده 

استفاد بهینه   .۵ سیستمی:  منابع    ة سازی  و  حافظه  از  بهینه 
 .محاسباتی 

 

1 Regularization  
2 Tree Pruning 
3 Parallel Processing 

زمین  طبیعی،    ة در  زبان  از  می    XGBoostپردازش  تواند 
استخراج  ویژگی  زبانی  مدل   وسیلة به شده  بردارهای  های 

مانند  این  ة  بهر  SBERT پیشرفته  از  استفاده  با  و  ببرد  مؤثر 
طبقه  معنایی،  در  اطلاعات  دهد.  ارائه  متون  از  دقیقی  بندی 

طبقه  مانند  متنی  غزلیات حافظ، کاربردهای     XGBoostبندی 
تولیدشده  می  معنایی  بردارهای  از  استفاده  با  وسیلة  به تواند 

SBERT  الگوهای پیچیده در متون را شناسایی کند. سرعت ،
با   کار  برای  را  آن  پایین حافظه  و مصرف  الگوریتم  این  بالای 

 XGBoost روش   سازد. بزرگ مناسب می   های متنی مجموعه 

تر مانند جنگل تصادفی، عملکرد  های سنتی با روش   ه در مقایس 
می  نشان  خود  از  سرعت  و  دقت  در  همین  بهتری  به  و  دهد 

برای کاربردهای پردازش زبان طبیعی    های اخیر دلیل در سال 
 .است بسیار محبوب شده 

 

 

های کوتاه با دو  غزل -0بندی دستة  طبقه   دقت (: مقایسة  5-جدول ) 

 و روش پژوهش حاضر در آخر   بندی متن طبقه  الگوریتم سنتی 

(Table-5): Accuracy comparison of classification of 0-sonnets by 
two of traditional text mining algorithm and our method at last 

 فراخوانی  

(Recall)   

 دقت داخلی 

(recisionp )  

F1   معیار 

 دار(  )وزن 

در  بندی روش طبقه
 یهاغزل-0 دسته؛

 کوتاه

 جنگل تصادفی    0.899۷   0.9014 0.900

 Random) Forest  ) 

   XGBoostالگوریتم  0,8000 0,8000   0.8000

0.900 0.9014   0.899۷   SBERT  با نگاشت
Kepler  

 

 

با دو    متوسط های  غزل -1بندی دستة  طبقه   دقت (: مقایسة  6-جدول ) 

 و روش ما در آخر   بندی متن طبقه  الگوریتم سنتی 

(Table-6): Accuracy comparison of classification of 0-sonnets by 
two of traditional text mining algorithm and our method at last 

 

با دو الگوریتم    اشعار همه    بندی طبقه   دقت (: مقایسة  ۷-)جدول   

 و روش ما در آخر   بندی متن طبقه  سنتی 

(Table-7): Accuracy comparison of classification of all of 
poems by two of traditional text mining algorithm and our method 

at last 

 

F1 فراخوانی   معیار
)Recall( 

  دقت داخلی 

(recisionp )  

 بندی روش طبقه

 یهاغزل-1 دستة. در
 متوسط 

0.91 0.94 0.88 
جنگل تصادفی  

( Forest Random ) 

 XGBoostالگوریتم  0.81 0.81 0.81

0.91 0.94 0.88 SBERT  با نگاشت
Kepler 

F1 فراخوانی   معیار
)Recall( 

  دقت داخلی 

(recisionp )  
 بندی روش طبقه

0.89  0.86  0.92 
جنگل تصادفی  

( Forest Random ) 

 XGBoostالگوریتم   0.۷9  0.۷9  0.۷9

0.89   0.86  0.92   SBERT  با نگاشت
Kepler 
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 گیری و کارهای آینده نتیجه -6

ها  آن   مستقیم از   ة بسیار بالا است و استفاد برت    های بعاد تعبیه ا 
می  محاسباتی  پیچیدگی  به  عدد  منجر  صورت  به   پنج شود. 

ساختار  حفظ  ضمن  تا  شد  انتخاب  داده   تجربی    ها، معنایی 
نگاشت  در  گر  الگوریتم  باشد.  داشته  بهینه  کارهای  عملکرد 

بهینه آینده  انتخاب  برای  ابعاد مختلف  با  تحلیل حساسیت  تر  ، 
های متنی دیگر نیز الگوریتم  ؛ همچنین بر داده انجام خواهد شد 

 سازی شود. پیاده   تواند ی م 
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الیاسی   علوم  نیره  دانشکدة  استادیار 

است.   خوارزمیدانشگاه    ریاضی و کامپیوتر
ریاضی  ایشان   تخصصی  دکتری  مدرک 
 از دکتری پیوسته ریاضی  در رشتة    خود را

امیرکبیردانشگاه   کرد.    1389  سالدر    صنعتی  دریافت 
پژوهشیزمینه  ریاضی  سازمدلایشان    های  ی  هاهینظری 

داده،   توپولوژیکی  تحلیل  نسبیت،  و  کلاسیک  فیزیک 
و   ماشین  یادگیری  توپولوژیکی  و  هندسی  ابزارهای 
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کارشناسی خود را  مهدی حسینی مقدم  
کامپیوتر و  ریاضی  علوم  دانشکدة   در 

سال    خوارزمیدانشگاه   پایان  139۷در  به 
رشتة  در  سال  همان  در  و  رساند 

داده  ارشدیکارشناس دانشکدة    علوم  در 
شد.   پذیرفته  خوارزمی  دانشگاه  کامپیوتر  مهندسی 

عنوان متخصص علوم داده  اکنون در کشور انگلستان بههم
به  است.مشغول  هوش  های  زمینه  کار  ایشان  کاری 

زبان پردازش  تحلیل  طبیعی  مصنوعی،  و  ژرف  یادگیری   ،
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