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 چکیده 

ها با حفظ حریم خصوصی ادهشدن دایاست که هدف آن حل مشکل جزیره  رشد  حال مشارکتی یک طرح یادگیری ماشین دریادگیری  

ها با یک یا چند سرور مرکزی برای آموزش سسات، سازمانهمراه، مؤ  های تلفنمشتری مانند دستگاه دین  روش، چن   این  هاست؛ درآن

بمدل ماشین  یادگیری  غیرههای  میمتمرکز  صورت  نخستینهمکاری  برای  برای    2016سال    درگوگل  بار  کنند.  را  مشارکتی  یادگیری 

ع یک  در واق  د کهها  معرفی کرها در دستگاهصی دادهاندرویدی و حفظ حریم خصو هزار دستگاه    ها بینی ورودی متن کاربر در دهشپی

توزیع  ماشین  یادگیری  رمزگذاریفناوری  شرکتشدة  به  که  است  میشده  اجازه  بسازند؛   دهدکنندگان  را  مشترکی  آموزشی  مدل 

به،  های اخیرسال  کنند. درصورت محلی حفظ میرا بههای اصلی  که دادهدرحالی تری از طیف وسیع  مفهوم اصلی یادگیری مشارکتی 

ماشین  روش یادگیری  یافته متمر غیر های  گسترش  و حفظ حریم خصوصی  مقاله  است.کز  این  مقالات  مندنظاممروری    ، در  مروری،   بر 

در زمینةکتب منتشر  مقالات منتخب و ارائه می  شده  یادگیری مشارکتی ترسیم یادگیری مشارکتی  از  کلی  نمای  ابتدا یک  دهیم. در 

و تشریح فرایم الگوریتم  یند آن است؛کنیم که شامل معرفی  به معرفی  و سیر تکامل آنهای موجسپس  همچنین،    پردازیم؛ها میود 

عمودی و یادگیری  گروه یادگیری مشارکتی افقی، یادگیری مشارکتی    ساختارهای یادگیری مشارکتی در سهبندی و کاربرد انواع  طبقه

دهیم. در ادامه، با استناد به منابع منتخب این مقاله، به بررسی کاربردهای یادگیری مشارکتی  بررسی قرار می  را موردانتقال مشارکتی  

؛ پردازیمهای بهداشتی میها، انفورماتیک سلامت و مراقبت در اینترنت اشیا، شهر هوشمند، امنیت، حفظ حریم خصوصی مدل و داده

درسپس روش مختلف  زمینه  هر  های  این  از  محدودیتیک  مزایا،  و  مقایسه  و چالشها  پیها  قرار    موردرا  کدام    روی هر شهای  بحث 

چین مشارکتی در  بلاک تی، یادگیری عمیق مشارکتی و  های یادگیری ماشین مشارک این، به بررسی کاربردها و تفاوت بردهیم. علاوهمی

ا نیز بررسی ها و مدیریت منابع ردادهسازی، مدیریتهای ذخیرهها در حوزهپردازیم وکاربردهای این فناوریاینترنت صنعتی اشیا می

 پردازیم.یادگیری مشارکتی می حوزة یندهپژوهشی آهای اندازها و زمینهها، چشمیم. در پایان، به بررسی چالشکنمی
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challenges of federated learning. 

Haleh Fateh1, Mohsen Rezvani2*, Esmaeel Tahanian3  

Phd Student of Faculty of Computer Engineering Shahrood University of Technology1 

associate professor of Faculty of Computer Engineering Shahrood University of Technology2 

Assistant Professor of Faculty of Computer Engineering Shahrood University of Technology3 
 

Abstract 
Federated Learning (FL) is an innovative machine learning paradigm that tackles the challenge of data 

island while safeguarding data privacy. It enables decentralized model training by allowing multiple 

clients—such as mobile devices, institutions, or organizations—to collaboratively build models without 

transferring local data to a central server. This paradigm gained significant attention following 
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Google’s 2016 initiative to predict user text input on Android devices while maintaining the privacy 

of locally stored data. 

A core feature of FL is its distributed and encrypted framework, enabling participants to contribute to a 

collective learning process without revealing their original data to a central entity or other participants. 

In recent years, FL has evolved to encompass a broader spectrum of decentralized machine learning 

techniques, while still maintaining privacy as a central tenet. This evolution has positioned FL as a 

critical technology in sectors where data privacy, security, and sovereignty are paramount.  

This paper presents a systematic review of the literature on federated learning, synthesizing 

insights from review articles, Books, key documents, and published research. The review is 

structured as follows: 

Overview of Federated Learning: This section introduces the foundational concepts of FL, detailing its 

origins, core principles, and operational processes. The decentralized structure and privacy-preserving 

techniques employed in FL are examined, along with real-world applications as examples. 

Algorithms and Evolution: This section explores the state-of-the-art algorithms driving FL and traces 

their development over time. Key innovations in aggregation techniques, optimization methods, and 

client-server communication protocols are highlighted, demonstrating how they have enhanced FL's 

scalability and efficiency. 

Classification and Applications of FL Architectures: Federated learning architectures are categorized 

into three main types: horizontal federated learning, vertical federated learning, and federated transfer 

learning. This section analyzes the application of these architectures across various domains, 

highlighting their distinctive features and associated challenges. 

Applications in IoT, Smart Cities, and Healthcare: Using selected case studies, this section evaluates the 

deployment of FL in the Internet of Things (IoT), smart cities, and healthcare. It assesses how FL 

enhances data privacy, security, and operational efficiency in these domains, focusing on practical 

implementations. 

Comparative Analysis: This section offers a comparative evaluation of the various methods and 

algorithms used in the aforementioned fields, identifying their relative strengths and weaknesses. Special 

attention is given to the challenges posed by large-scale FL deployments, including communication 

overhead, data heterogeneity, and model convergence. 

Federated Learning and Related Technologies: This section explores the integration of FL with related 

technologies, such as federated deep learning and federated blockchain, particularly within the context 

of the Industrial Internet of Things (IIoT). The potential of these technologies to improve storage, data 

management, and resource optimization is discussed in detail. 

Challenges and Future Directions: The final section addresses the ongoing challenges facing FL, 

including scalability, model accuracy, communication costs, and compliance with regulatory 

frameworks. Additionally, it proposes future research directions aimed at improving the practicality 

and widespread adoption of FL in industrial and commercial applications. 

This systematic review provides a comprehensive examination of federated learning’s current state, 

including its foundational concepts, applications, and challenges. It also outlines a forward-looking 

perspective on the advancements needed to establish FL as a key technology in privacy-centric, 

decentralized machine learning. 

 

Keywords: Federated learning, decentralized machine learning, privacy-preserving, Distributed 

artificial intelligence, Internet of Things. 

 

 مقدمه-1
  نوظهور از هوش   یاشده عنوان شاخه مصنوعی توزیع  هوش

عامل مستقل   نیچند  انیو تعامل م  یهمکار  بر   ،یمصنوع 

است به  هر  کرد،یرو  نیا  در  ؛متمرکز  محلعامل   ی صورت 

م  یهاداده پردازش  را  از  کندیخود  تبادل    قیطر  و 

مدل    کیبه    یطور جمععوامل، به  ریاطلاعات و دانش با سا 

م   نیماش  یریادگی هوشابند ییدست  به  نگرش  این   .  

  ان یم  ی و همکار  ی هماهنگ  لیبا تسه  ، شدهمصنوعی توزیع

داده پردازش  در  مختلف  و  عوامل  به   ن،یماش  یریادگیها 

قابل کارا  یتوجهبهبود  گستر  یی در  هوش    یکاربردها  ةو 

 . شودیمنجر م یمصنوع 

  ةحوز  نوآورانه در  کردیروعنوان  به  1یادگیری مشارکتی 

  در   نیماش  یریادگیطرح    کی  شدهعیتوز  یمصنوع   وشه

با  داده  ةریهدف آن حل مشکل جزکه    رشد است  حال ها 

حر روش،    این  در  ؛[1]ستهاداده  یخصوص  میحفظ 

انتقال داده، در دستگاه یادگیری ماشین بدون  ها  الگوریتم 

داده مختلف  سرورهای  می یا  آموزش  را  محلی  بیند.  های 

یک سرور   ها را درهای سنتی که تمام دادهروش متفاوت از  

جمع متمر میکز  دادهآوری  بهکنند،  محلی  ها  صورت 

 

1 Federated learning (FL) 
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می  روش  ؛بینندآموزش  با  رویکرد  غیرمتمرکز این  های 

م فرض  که    عیتوز  یمحل  ةداد  یهانمونه  کنندیکلاسیک 

است  شوند،یم  یکسان به  .  متفاوت  مشارکتی  یادگیری 

به    رای ب   از ی ن   که بدون   دهد ی امکان را م   ن ی ا   1مشتری   ن ی چند 

مشترک و   ن ی ماش  ی ر ی ادگ ی مدل   ک ی ها،  گذاشتن داده اشتراک 

بسازند  مفاه   همچنین   ؛ اثربخش  پردازش    ی اساس   م ی امکان 

داده   ی و دسترس   ها داده ت ی امن   ، ی خصوص   م ی مانند حر    ی ها به 

 . کند ی م   هم را فرا   ناهمگن 

روش درنخستین را    این  گوگل    2016سال    بار 

پیشبه ورودمنظور  ده  ی بینی  در  کاربر  هزار   ها متن 

ذخاندروید  دستگاه   ارائه   ةریبا  دستگاه  در  اطلاعات 

مشتری  این  در  ؛[2]دکر چندین  دستگاه  روش  های  مانند 

  با وجود دارد که    رهیو غ   ها، سازمانسساتؤ، مهمراه  تلفن

  نیماش  یریادگی  ماتیتنظ  یبرا  یچند سرور مرکز  ا ی  کی

شده  رمتمرکزیغ  یادگیری ،  قت یحقدر  اند. هماهنگ 

  نیماش  یریادگی  یفناور  کی  ل گوگ  ةشدارائهمشارکتی  

شرکت شده  یرمزگذار  ةشدع یتوز به  که  کنندگان  است 

های  دادهبا حفظ  مشترک    یمدل آموزش  کامکان ساخت ی

محلبه  یاساس یادگیری مفهوم  امروزه  .  دهدمی  یصورت 

  یریادگیهای  و به تمام روش  استهافتی  گسترشمشارکتی  

حغیر  نیماش حفظ  در  مشترک  و   یخصوصمیرمتمرکز 

  ( 1-شکل)  یادگیری مشارکتی در  ی روند اصل  .[3]رددااشاره

   .[4]تاسشدهشرح داده

 

 

 [4]مشارکتی  یریادگ ییند افر(: 1-شکل)

(Figure -1) Process of Federated learning 
 

 

شاهد رشد    ریاخ  یهاسال  در  یمشارکت  یریادگی  ةحوز

انتشار مقالات مرور  یر یچشمگ حال، نیابا  ؛استدهبو  یدر 

رو  ةمقال سا  ز یمتما  ی کردیحاضر  ا  ر یاز  حوزه   ن یمقالات 

جامع و    یبررس  کی  ةبا ارائ  مند نظام  یمقاله مرور  نیا  .دارد

پژوهشنظام از   یریادگی  ةحوز  موجود در  یمرور  یهامند 
 

1 client 

ل  ، یمشارکت مقالات    یسازکردن و خلاصهستیاز سطح 

واکاو به  و  رفته  تحل  قیعم  ی فراتر  حوزه    نیا  ی لیو 

 ،یمرور  ةمقال  نیا   در  ن،یابرعلاوه  ؛پردازدیم

نظر  یبررس  یهاپژوهش از  مزاشده    ا، یکاربرد، 

چالش  هاتیمحدود با  و    و   قیعمة  سیمقا  گری کدیها 

به    ن یا  ؛ شوندیم   قیدق زم  خوانندگان امر  درک    ةنیدر 

  نهیزم نیا در  پژوهشیانداز  از چشم یترقیدق  و ترقیعم

از د کندیکمک م بر    نیا  یها یژگ یو  گری.  مقاله، تمرکز 

حوزه  یمشارکت   یریادگی   ی کاربردها مختلف    یهادر 

امن  ا،یاش  نترنتیا  ؛است  میحفظ حر  ت،یشهر هوشمند، 

داده  یخصوص و  انفورماتمدل    و سلامت    کیها، 

هستند    ییها از حوزه   ی تنها تعداد  یبهداشت  یهامراقبت

به آن  ن یا  که در پرداخته ممقاله    ن، یابر. علاوهشودیها 

تفاوت و  کاربردها    یریادگی و    نیماش  یر یادگی   یهابه 

بلاک  یمشارکت  قیعم ا  یمشارکت  نیچو    نترنت یدر 

م  2ایاش  یصنعت اشودیپرداخته  با  نی.  به    موضوع  توجه 

مختلف، از    یهانهیدر زم  ها یفناور  نیا  فزونروزا  تیاهم

اهم  اریبس  ،یمشارکت  یریادگیجمله     است. در   تیحائز 

پارادا  یمشارکت  یریادگی  یهاتفاوت  ت،ینها   ی هامیبا 

مانند   شده  عیتوز  یریادگی و    ی گروه  یریادگی مشابه 

تشر  کمک   ن ی ا   ؛ شود ی م   ح ی کامل  خوانندگان  به  امر 

روشن   کند ی م  درک  به  ماه   یتر تا  جا   ت ی از    گاه ی و 

 یر ی ادگ ی   ی ها روش   ر یسا   ان ی م   در   ی مشارکت   ی ر ی ادگ ی 

ارائ  ی مرور   ة مقال   ن ی ا   ، کل در .  ابند ی دست    کی   ة به 

عم   ی بررس  نظام   ق یجامع،  پژوهش و  از   یمرور   ی ها مند 

ا   ، ی مشارکت   ی ری ادگ ی   ة حوز موجود در   عمل    نه یزم   ن ی در 

   . کند ی م 

ز  نیا به شرح  مقدمه،    :استشده  م یتنظ  ریمقاله  در 

که    دشویم  م یترس  یمشارکت   یریادگیاز    یکل   ی ینما

به    فرایندو شرح    ی شامل معرف است. در بخش دوم  آن 

پ  معرف  ةنیشیمرور  و    یهاتمیالگور  ی پژوهش،  موجود 

الگور  ریس  یبررس   ی مشارکت  یریادگی  یها تمیتکامل 

طبقه دشویمپرداخته   به  سوم،  بخش  در  انواع   یبند. 

کدام    کاربرد هر   یو بررس  ی مشارکت  یریادگی   یساختارها

پژوهش،  . در بخش چهارم روش  دشویم  ها پرداختهاز آن 

و    ةنحو  حیجو، تشروجست   یاستراتژ  ةارائ منابع  انتخاب 

مقاله   میمفاه  حیتشر از  معرفمستخرج  در  .  دشویم   یها 

 

2 Industrial Internet of Things (IIoT) 
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پرداخته    آیندهاندازهای  بخش پنجم به مسائل باز و چشم

و   پژوهشاز    یریگجه ینت   ةارائ  زین  ییبخش انتهاد.  شومی

 . شودیرا شامل م  آینده  یهاپژوهش یبرا  هاشنهادیپ 

 

 پژوهش  پیشینة-2
مشارکتی    مفهومامروزه   مطرح    هطور گسترد بهیادگیری 

زم  و  استشده اعمال  نهیدر  و  اجرا  مختلف  های 

پژوهششتیب.  [5]شودمی حوزةرین  در   یریادگی  ها 

ی  ابر  انشیو را  [6]  های بزرگداده  ةشده در توسعع یتوز

دربوده  [7] منابع  داده  ر،یاخ  ی هاسال  است.  و  ها 

مناطق    ، ییکاربران نها  ی هامعمولاً در دستگاه  ی محاسبات

  ا ی  نیقوان  لیدلبه  .شوندیم  عیمختلف توز  ی هاسازمان  ای

داده توزمقررات،  محاسباتعیهای  منابع  و  را    ی شده 

جمع نمی   ا ی مناطق    نیب  میمستق  ایکرد    یآورتوان 

براسازمان مختلف  به    نیماش  یریادگی  فی وظا  یهای 

  .]8[تگذاش اشتراک

در  ةهست مشارکتی  یادگیری  مدل    اصلی  ساخت 

داده از  ماشین  توزیع یادگیری  چندین  های  در  شده 

کار  عنوان یک راهکند. این رویکرد بهاستفاده میدستگاه  

برا بهرهکارآمد  دادهی  از  توزیع برداری  منابع  های  و  شده 

مدل مشترک،  با  محاسباتی  را  ماشین  یادگیری  های 

داده خصوصی  حریم  اطلاعات،  امنیت  از  و    هااطمینان 

قوان با  در  نیانطباق  یادگیری   فرایندحین    مختلف 

 . [9]دهدصورت مشترک آموزش میها، بهمدل

شبکهیحالدر محبوب   ی عصب  یهاکه   نیتراز 

از    یمیهستند، تنوع عظ  یمشارکت  یریادگیدر    ها تم یالگور

م  نیماش  یریادگی  یهاتم یالگور که  دارد  از   توانیوجود 

مانند    یمهم  یهاتمیالگور  ؛روش استفاده کرد   نیا  ها درآن 

تصادف   . دباشن  دیمف  نهیزم  نیا  در  توانندیم  زین  1ی جنگل 

به  الگوریتم  دراین  مقاومت  و  بالا  دقت  برابر    دلیل 

شدهناهنجاری شناخته  جنگل    علاوه.  ]10[تاسها  بر 

  ن یترکینزد  kمانند    یگری د  یهاتمیالگور  ،ی تصادف

پشت  یهانیماش  ،2هیهمسا الگور  3بانیبردار    ی هاتم یو 

  ی مشارکت  یریادگیدر    توانندیم  زین  4ی تیتقو  یریادگی

مناسب به عوامل    تمی. انتخاب الگوررندیگاستفاده قرار  مورد

 

1 Random Forest 
2 K-Nearest Neighbors 
3 Support Vector Machines 
4 Reinforcement Learning 

داده  یمختلف نوع  وظمانند    ن،یماش  یریادگی  ةفیها، 

 دارد.  یبستگ یتیامن یازها یو ن یمحاسبات  یهاتیمحدود

ها و  داده  یخصوص  می حر  نیتناقض ب  یفناور  نیظهور ا

داده برااشتراک  را  خواهد  دستگاه  یها  حل  پراکنده  های 

از    با کرد.   استفاده  به  چنددهداتوجه    این   درجانبه  های 

از کاربرد های این مفهوم در پردازش اطلاعات  روش، یکی 

که  شرکت است  بیمه  از   وارههمهای  محافظت  نگران 

با    هاداده  یگذاربه اشتراک   یل یتما  هستند و های خود  داده

ندارند  ریسا ی  ؛[ 11]نهادها  مشارکتی    یریادگهمچنین 

مهمی توسعشهر   ةتوسع  در  نقش  با  دارد.  هوشمند   ةهای 

هوشداده و  بزرگ  می،  یمصنوع   های  مفهوم  تواند  این 

از حر  زمینةدر    تی کهمشکلا   ها داده  یخصوص  میحفاظت 

   .[ 12]را حل کند شود، ایجاد می

سلامت و    ةیگر از کاربردهای این روش در حوزد  یکی

استدستگاه همراه  جاییهای  داده؛  بهکه  در  ها  ذاتی  طور 

نیستند از  .  دسترس  زمینه،  این  مشارکتی  در  یادگیری 

جمع می برای  دادهتوان  تحلیل  و  دستگاهآوری  از  های  ها 

های هوشمند و  های هوشمند، ساعتمختلف مانند گوشی

، دانشمندان این تازگیبه.  گرهای زیستی استفاده کردحس

زمین  حوزه در  متعددی  پیشرفت  ةمقالات  و  بررسی  ها 

درچالش مشارکتی  یادگیری  منتشر    ةحوز  های  سلامت 

 . [13]اندکرده

  ی های آمارچالش  خصوص  در  بیشتر  های اخیرپژوهش

جهت    در  [ 15]ی  تیو مسائل امن  [ 14]یادگیری مشارکتی  

شخصی  یخصوص  میحرحفظ   ارائه    [16]  ها دادهشدن  و 

 تیفیمنظور بهبود کبه  انددر تلاش  گرانپژوهشاست.  شده

کارا چالش  ی،ریادگی  یهاستمیس  ییو  بر  های  مداوم 

حر به  توزهاداده  یخصوص  میمربوط  داده  عی،    ، هانامتوازن 

غلبه کنند.    ی های ارتباطنهیو هز  ی های محاسباتتیمحدود

چالش  با  ی ابزار  یمشارکت  یریادگیموجود،    یهاوجود 

برا خدمات  فرایند  بهبود  یقدرتمند  کیفیت  ارتقای  و  ها 

در  ارائه  تلاش  هاینظامشده  با  است.    ی هاسلامت 

  ی ها، شاهد کاربردهاچالش  نیا  غلبه بر  یان براگرپژوهش

 بود. میسلامت خواه ةحوز در یفناور نیا ةو نوآوران دیجد

بس  ةیپا در  مشارکتی  ها،  پژوهشاز    یارییادگیری 

  نخست  ةمرحل در است. 5مشارکتی  نیانگینام مبه یکردیرو

روش دستگاه  این  هر  جهان  ک ی،  برا  ی کل  ی مدل    یرا 
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محل  مدل  دوم  ةمرحل  در  ؛ کندمی  یریبارگ  یآموزش   ،

ب  یجهان محلهبا  انجامروزرسانی  های  داده  روی  رب  شدهی 

سپس    ؛یابد مختلف بهبود می  هایمشتری  بهمتعلق  ،  یمحل

ش رمزگذار  در  مربوطه  بیاطلاعات  ابر   یبرا  یحالت 

مدرنهایت  ؛ندشومی  یبارگذار   یروزرسانهب  نیانگی، 

محلمدل عنوان    ی،ابر  یشده در فضایسازادهیپ   یهای  به 

  و در انتها   شودارسال می  اه تازه به دستگ  یمدل جهان   کی

  ن یانگیمگرا شود.  تا مدل هم  شوند تکرار می  بالا های  روش

مشارکتی   ییابتدا   چارچوبعنوان  بهمشارکتی   ،  یادگیری 

برخمیاگرچه   با  داده  یتواند   1ناهمگن   مستقلغیرهای  از 

کند چالشمقابله  با  هنوز  اما  بالا  یهای،  سربار    ی مانند 

 ست. روهروب یساختار یارتباطات و ناهمگن

زم  ریاخ  یهاپژوهش بر   یمشارکت  یریادگی  ةن یدر 

شده  هاتمیالگور  یسازنه یبه امتمرکز  هدف    ن یاست. 

ارتقامطالعات حر  ،ییکارا  ی،  حفظ  و   ی خصوص  میدقت 

اشرکت در  افزا  فرایند  نیکنندگان  از   شیاست.  حفاظت 

نقشداده در  افزایش در    اساسی   یها،  روش    نیا  مشارکت 

ت  یآورجمع   نینو  ، راستا  این  در.  داردها  دادهل یحلو 

  یهاو چالش  ها شرفتیپ   ی گران به بررساز پژوهش  یاریبس

زم در  .  [13]اندپرداخته   یمشارکت  یریادگی  ةنیموجود 

ناهمگن بالا  یارتباط  ةنیهز ساختار  یآمار  ی،   از   یو 

چالشتریمهم کهن  هستند  مسائلی  و  در گرپژوهش  ها  ان 

حلنه بهی  ةزمین برای  مشارکتی  یادگیری  بهبود    و  سازی 

 . [9]ها تمرکز دارندآن 

 یمعمار یطراح ا یمنابع  صیسازی تخصعلاوه بر بهینه

ادیجد تعدادبرا  ی قیتشو  سازوکار  جاد ی،  افزایش    ی 

در شرکت  هایمشتری  ن  کننده  م  کی  زیآموزش  ثر ؤروش 

عملکرد    یبرا پایه،    در  ؛است  سامانهبهبود    ن یانگیمحالت 

  در  .کندانتخاب می  یطور تصادفها را بهمشارکتی مشتری

  ل یما تها  مشتری   تمامکه    فرض وجود دارد  نیارویکرد    این

  ت یحال، در واقعنیابا  ؛به شرکت در آموزش دارند  یکسانی

برخستین  طورنیا مشتری   ی.  تنبل  از   تیفیک  دارایهای 

مشتری   یبرخ  ای بالا   نگرانیبه،  خودخواه   یهااز  از    دلیل 

مراحل آموزش    تمام  ممکن است در  منابع شخصی،مصرف  

نکنند   ی قیتشو  سازوکار  کی  جاد یا  ن،یبنابرا  ؛شرکت 

آموزش برای    را  انیمشتر  ةزیانگ  تواندیم در  مشارکت 

ابر  شیافزا سرور  هر   با  تواندیم  یدهد.  سهم  به  توجه 

 

1 Non-Independent and Identically Distributed(non-iid) 

پاداششرکت آن  یکننده،  ابه  دهد.  اختصاص    ن یها 

م امتبه  تواندیپاداش  اعتبار،    ا یمزا  ریسا  ای  ازیصورت 

باپاداش  باشد.  انگ  یطراح  یاگونهبه  د ی ها  که    ة زیشوند 

نظر  مشارکت در آموزش، صرف   ی را برا   ان ی مشتر   تمام

ک  سطح  افزا آن   ل ی تما   ا ی   ت ی ف ی از  این    دهد.   ش ی ها، 

می  باعث  شرکت اقدام  که    ی سودمند   کنندگان شود 

برا   آموزش   فرایند در    خود  درآمد  دست به   ی را  آوردن 

 . سانند بر   بیشینه به    شتر ی ب 

بر    یمبتن  یباز  یتئور  مانند  ی هایچارچوب 

  سازوکار  یدر طراح  یاگسترده  تیاز محبوب  2استاکلبرگ

  دگاه ی د  به بررسی  گرانپژوهش  .[17]ندبرخوردار  زهیانگ

  CPUرا به اختصاص    ها مشتری تا    پرداختنداستاکلبرگ  

محل  یبرا  شتریب دهند  یآموزش  همچنین   الهام   و 

محل  م یتنظ  یبرا  یقیتشو  سازوکار تکرار    ی زمان 

سازگار  به یابدصورت  تأم[18]افزایش  چارچوب    نی. 

در  ی ابیدست  یبرا  ی انسانمنابع استفاده  حداکثر    نیببه 

ای استاکلبرگ مدل دو مرحله  کی،  ها و سرورهامشتری 

سازی های بهینهتم یالگور نخستین. [19]کندرا اتخاذ می

مبتن ش  یمتحد  تجمع   2016سال    در  مشتری   بی بر 

   .[20-22]ارائه شد

مشارکتی   مسائل  مجزایادگیری    حریم خصوصی   از 

ارسروزرسانیهبدر  ،  سو کی  از  ؛ستین مدل    ة شدالهای 

دورمشتری  هر  در  اطلاعات    یآموزش  ة ها  است  ممکن 

داده به  خصوصمربوط  شودها  مشتری   یهای   از  ،افشا 

است   ممکنسرور    وسیلةبهدیده  آموزش   مدل   ،گرید  سوی

قرارمشتری   ةحمل  مورد مخرب   تحملا  نیا  ؛ردیگهای 

و    یی گرا از هم   ی ر ی مدل، جلوگ   ت ی به مسموم   توانند می 

رگونه نفوذ مخرب و  ه  . [ 4] کاهش دقت آن منجر شوند 

شود که  پذیری شبکه و اطلاعات می حمله سبب آسیب 

سیاست  امنیتی  نقض  محرمانگی،  های  جمله  از 

  در   . [ 23] دنبال دارد بودن را به دسترس   یکپارچگی و در 

بسیاری    ر ی اخ   ی ها سال  آس موارد    ی ر ی پذ ب ی از 

  مطرح   ی حملات به    نسبت   ق ی عم   ی عصب   ی ها شبکه 

ورود بیشتر که    است شده  دادة  بر    و   شوند ی م   جاد ی ا   ی ، 

    . [ 24] دهند ی م   ر یی را تغ   د ی د   آموزش   ة شبک   ی خروج 

چالش  با پیش  ی هایوجود  است،  که  روش  این  روی 

کیف ارتقای  برای  فرصتی  مشارکتی  مدلیادگیری  های  یت 

 

2 Stackelberg game theory 
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ارائ و  ماشین  ب  ةیادگیری  بهتر  ارائه   کاربرانه  خدمات 

از راهد.  ده می از حریم  کارهای مناسب میبا استفاده  توان 

ها محافظت کرد و از مزایای این روش نوین  خصوصی داده

کارآمدتر   یاجرا  [25]گران در مرجع  پژوهش  .دمند شبهره

  در آن   ، کهکردند  فیمشارکتی را توص  نیانگیارتباطات با م

مپارامتر با  مدل  پارامتر   یوزن  نیانگیهای  مدل  از  های 

 شوند. روز میبه ها در هر تکرار توسط مشتریشده ارسال 

یادگیری   در  بازگشتی  مدل  یک  اعتبار  تأیید 

  ،یخصوص  میحفظ حر  ی هامشارکتی با استفاده از روش

نسب  یاهیفرض  ةیپا  بر صداقت  بر  که  است   یاستوار 

به    هیفرض  نیدارد. ا  دیتأک   ستم یدر تعامل با س  انیمشتر

مشتر  نیا که  به  انیمعناست   نیقوان  قیدق  تیرعا  ملزم 

م ای آموزش انتظار  و  بدون    رودیند  و  صادقانه  که 

داده از  به  سوءاستفاده  بپردازند.    یمشارکت  یریادگیها، 

به   یی هاحال، درعمل، چالشنیباا است  آممکن   دیوجود 

ا برخ   نیکه  کند.  نقض  را  مشتر  یفرض  ممکن    انیاز 

به خصوصاست  اطلاعات  استنباط  از    گرانید  یدنبال 

باشند   قیطر ممکن    انیمشتر  یبرخ  ن،یابرعلاوه  ؛مدل 

را به اشتراک   ینادرست  یهامدل  ،یسهو  ا ی  یاست عمد

م که  جهان  تواندیبگذارند  مدل  انحراف  به  از    یمنجر 

مثال، در   یبرا  ؛شود  یجد  یخطاها  جادیو ا  نهیحالت به

حر  یهاسامانه به  اطلاعات    یخصوص  میحساس  مانند 

  ی هاداده د یمحرمانه، مهاجمان ممکن است با تول یپزشک

و  به کنند  حمله  مدل  کل  به  نادرست،  اما  معتبر  ظاهر 

به  را  آن  صحت  و  جددقت   ریتأثتحت   یطور 

 . [26]دهندقرار 

  ی هااز چالش  یکیهمواره    یزانسیمواجهه با مسائل ب

مسائل   نیا  ؛استبوده  یمشارکت  یریادگیدر    یاساس

م  یزمان برخ  کنندیبروز  پروتکل   انیمشتر  یکه    ی هااز 

مدل    یعمد  ای  کنندینم  یرویپ   شدهن ییتع  یآموزش به 

م  یجهان ا  یبرا  .کنندیحمله  با  ها،  چالش  نیمقابله 

در   یی ها مدل   ة توسع  بالا  مقاومت  خطاها   با    ی برابر 

قادر خواهند    یی ها مدل   ن ی است. چن   ی ضرور   ی زانس ی ب 

تا   به   فرایند بود  را  مشترک  صح آموزش  و    ح ی طور 

ک  و  دهند  ادامه  حت   ی ر ی ادگ ی   ت ی ف ی مؤثر  در    ی را 

با   برخ   نداشتن مواجهه  مشتر   ی صداقت  حفظ    ان ی از 

از    ی که مدل جهان   کند ی م   ن ی تضم   کرد ی رو   ن ی کنند. ا 

  ر ی تأث نشده و دقت آن تحت   خود منحرف   ة ن ی به   ر ی مس 

 . رد ی نگ قرار   ی زانس ی حملات ب 

در    ی زانسیمقابله با مسائل ب  یبرا  نیشیپ   یهاروش

مشتردر  ،ی مشارکت  یریادگی مخرب،    ای  وبیمع  انیحضور 

 یو قدرتمندتر  دیجد  یها روش  ل،یدلنیهمبه  ؛نداشکننده

ادب شده  پژوهش  اتیدر  ارائه  مشکل  این  حل  است. برای 

ها،  مانند نوع داده  یمناسب به عوامل مختلف  روشانتخاب  

گران . پژوهشدارد  یموجود بستگ  ةو بودج  انیتعداد مشتر

قانون تجمع   کیعنوان  را به  KRUM  روش  [27]در منبع

دادند  یقو  یزانسیب بر  نیا  ؛ارائه  شباهت   روش  اساس 

  تمام  وسیلةبهشده  ارائه   یهایروزرسانهب  ای  هاب یش

 لیتحل  کی  همچنین  ؛کندیدر هر تکرار عمل م  انیمشتر

خاص    اتیرا تحت فرض  مدل  دادند که استحکامارائه   ینظر

آنجامی  نیتضم از  سا  سهیمقا  در  KRUMکه    کند.    ر یبا 

آهستگ  نیقوان به  میهم  یتجمع  نوشودگرا    سندگانی، 

  ی عملکرد مشابه  که  کردند  ی را معرف  MKRUM  نیهمچن

 .  [28]آوردمیدست به ترعیسر ییگرارا با سرعت هم

  ی ریادگی تجمع در    نیاز قوان  ی نوع   یتجمع قو  نیقوان

درایمشارکت که  ب  ند  حملات  اامقاوم  یزانسیبرابر    ن یند. 

محاروش از  مدل    یهایروزرسانهب  یبرا  انهیم  ةسبها 

م درپژوهش.  کنندیاستفاده  الگوریتم   [29]منبع    گران 

پ   1مختصات  ةانیم پژوهش  در  . ندداد  شنهادیرا  گران ادامه 

پ   Bulyanی  بازگشت  تم یالگور این  [30]دند کر  شنهادی را   .

قوانالگوریتم   مانند  زانسیب  یقو  عیتجم  نیاز   ،KRUM  

می   COMEDای   2019سال    در .[29] کند پیروی 

در  یبراگران  پژوهش مقاومت  حملات    بهبود  برابر 

  را پیشنهاد دادند.   Zenoیقو  عیتجم  سازوکار   ،2ت یمسموم

رتبه  سازوکار  نای را  خود  گراد  یبندهدف    انیبرآورد 

براپژوهش  .[31]ددهیقرارم  انیمشتر   یی شناسا  یگران 

از    ،ی مشارکت  یریادگیدر    یرعادیغ   یهایروزرسانبه

م  یمختلف  یهاروش ا  یکی  ؛کنندیاستفاده  ها،  روش  نیاز 

است خودکار  رمزگذار  از  این  استفاده  خودکار  .  رمزگذار 

با    یپارامترها  تواندیم را  کم    کیمدل  ابعاد  در  بردار 

شناسا  نیا  .کند   نیگزیجا وزن   ی هایروزرسانبه  ییامر 

مشتر توسط  که  م  انینامنظم  ارسال  را   شوندیمخرب 

مآسان گروه [32]کندیتر  پژوهشدیگر    ی.  روش  از  گران، 

 

1 COMED 
2 Poisoning 
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برا  ی انطباق  یمشارکت   یریادگی    یی شناسا  یرا 

درداده  ارائه  یرعادیغ   یهایروزرسانبه از روش،    نیا  اند. 

مخف  کی مدل    تیفیک  یابیارز  یبرا  1مارکوف   یمدل 

 . [33]دشومیاستفاده 

مخف  تخم  ی مدل  به  تول  نیمارکوف  هر    دیاحتمال 

م   کی  وسیلةبه  یروزرسانبه سالم  برپردازدیمدل    ی مبنا  . 

پا  ییهایروزرسانبه  ن،یتخم  نیا احتمال    ی رعادیغ   ن،ییبا 

با حملات  ندشویم   یتلق مقابله  برای  پژوهش دیگری  . در 

و   به  ییشناسامسمومیت  حذف  بد    یهایروزرسانو 

مشترارائه  توسط    یریگنیانگیم  تمیالگور  ک ی  انیشده 

سرور با استفاده    .شودی معرفی میبر باز  یمبتن  مشارکتی

و ارائ  یژگیاز  احتمال  نش،  خوب   یهایروزرسانبه   ةتعادل 

مشتر هر  تع  یتوسط    ی هاسامانه .[34کند]یم  نییرا 

خطا  یسنت شناسا  ،یزانسیب  یتحمل  به  تمام    ییقادر 

نقص باعث کاهش دقت مدل    نی. اندیستکاربران مخرب ن

مح تهد  یمشارکت  یریادگی  طیدر  ظهور   ی تیامن  داتیو 

ا به   ؛ شود ی م  رفع    ی ها سامانه   ی مشکل، طراح   ن ی منظور 

خطا  تشخ   با   ی زانس ی ب   ی تحمل  بالا خطا   ص ی دقت    تر، ی 

اخیر،  سال   در .  است   ر ی ناپذ اجتناب   ی ضرورت  های 

که به    گرفته صورت زمینه    این   های متعددی در پژوهش 

قابل پیشرفت  زمین   توجهی   های  حملات    ة در  با  مقابله 

مشارکتی   یادگیری  در  مدل  دقت  حفظ  و  بیزانسی 

 . است دست یافته 

ا  با بهبود   یمشارکت  یریادگیدر    نکهیوجود    شاهد 

حر  یریادگی  یسنت  یهاچالش نقض  مانند    میمتمرکز 

هز  یخصوص و  محی  نگهدار  یبالا   یهانهیداده    ی طیدر 

هست سنار  م،یمتمرکز  در  استقرار    ،ی واقع  یایدن  یوها یاما 

چالش  یمشارکت  یریادگی است  ییهابا    ة جمل  از  ؛مواجه 

م چالش   نیا تنظ   توان ی ها  و ساختارها   م ی به    ی پارامترها 

مشتر  با  داده   ی پراکندگ   ل ی دل به   ی مرتبط  تنوع  ها  و 

ا اشاره  شده   ن ی کرد.  باعث  مطالعات  مسائل  که  است 

غلبه    ی مناسب برا   ی ها حل راه   ة و ارائ   ی به بررس   ی متعدد 

 . ها بپردازند چالش   ن ی ا   بر 

 ی نوآورانه مبتن  یکردیرو  [35]ران در مرجع  گپژوهش

و  یتنظ  یبرا  2کیژنت  یهاتمیالگور  بر ساختارها  خودکار  م 

  این  ؛ در اند کرده  شنهادیپ  ی مشارکت  یریادگی پارامترها در  

 

1 Hidden Markov Model (HMM)  
2 Genetic Algorithms (GA) 

اد پژوهش   ژنتیکبا  الگوریتم  بر    ی مبتن  انیبا مشتر  غام 

مانند    یمختلف  یهاجنبه  3  کیمدل آگنوست  یریادگیفرا

طبقه  نرخ    یبندساختار  تابع    یریادگینمودار،  نوع  و 

تنظبه  یسازنه یبه خودکار  اشده  میصورت   نیاست. 

س  کردیرو عملکرد  بهبود    یریادگی   یهاستم یبه 

طر  یمشارکت ساختارها  یسازنه یبه  قیاز  و    ی پارامترها 

 . کند یکمک م  یریادگی  ندیرااستفاده در ف مورد

 

 پایهمفاهیم -3
 

مشارکتی   ة س ی مقا -3-1 ی   یادگیری    ی ر ی ادگ با 

 5شده ع ی توز   ی ر ی ادگ ی و    4ی گروه 

پ   با دانش،    ةحوز  در  ریچشمگ  یهاشرفتیوجود  کشف 

  ی هادر مواجهه با داده  نیماش  یریادگی  یسنت  یهاروش

داده   ده،یچیپ  جمله  داده  یهااز  ابعاد    یهانامتعادل،  با 

داده به  یافهنو  یهابالا،  موارد مشابه،    ی دگ یچیپ   لیدلو 

نم  ی مطلوب  ییکارا  ، یذات ا  ؛ دهندیارائه    سئلهم  ن یعلت 

در روش  نیا  یناتوان چالش  ها  با  با    یهامقابله  مرتبط 

داده  هایژگیو ساختار  با   ژهیوبه  ؛هاستو  مواجهه  در 

بالا  دارای  نامتعادل که    ی هاداده ند،  افهنو  ی حاو  ای ابعاد 

 . [36]ندارند  یها عملکرد مطلوبروش نیا

درشیپ   یهاچالش ضرورت   ،ی کاوداده  ةحوز  رو 

برا  کی  جادیا کارآمد  پردازش   یمدل  و  دانش  کشف 

بداده را  کرده  ش یپ ازشیها    رفعمنظور  به  ؛استآشکار 

 یریادگی  یعنی  ن،یماش  یریادگی  میپارادا چالش، از سه  نیا

استفاده    شدهع یتوز  یریادگیو    یگروه   یریادگی   ،یمشارکت

هرشومی ا  کی  د.  و   هامیپارادا  نیاز  اهداف    هایژگیبا  و 

ابزارهامنحصربه  برا  یمتنوع   یفرد خود،  ها  دادهل یتحل  یرا 

م پاراداآورند یفراهم  انتخاب  متغ  نهیبه  می .   ی رهایبه 

حجم  رینظ  یمختلف پژوهش،  نداده  اهداف  و    ی ازهایها 

 است. خاص پروژه وابسته

در   ک ی  مشارکتی  یریادگی نوین   یریادگی  رویکرد 

بهعیتوز  نیماش که  است  انبوه  ةواسطشده  از   یآن، 

م  یمحاسبات   یهادستگاه اشتراک   توانندیلبه  به  بدون 

داده مشترک  به  ،یخصوص  ی هاگذاشتن  مدل    کیطور 

بب  یریادگی آموزش  در  [37]نندیرا    یریادگی   فرایند. 

 

3 Model Agnostic Meta-Learning (MAML) 
4 Ensemble Learning 
5 Distributed Learning 
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بداده  ، یمشارکت به    یمشتر  ن یچند  ن یها  دستگاه  و 

خود را    ی. هر دستگاه مدل محلشوندیاشتراک گذاشته م

 یادورهطور  و به  دهدیآموزش م  یمحل  یهادادهاساس    بر

خود محل  یهامدلی  پارامترها مرکز  ی  سرور  با  به    یرا 

م مرکز  ؛ گذارندیاشتراک  سرور  را    یسپس،  پارامترها 

جهان  یآورجمع  مدل  به  یو  اکندیم  یروزرسانرا    ن ی. 

حر  ،برجسته  کردیرو اولو  یخصوص  میحفظ  در    ت یرا 

به انتقال    ازی ن  که هر کاربر بدون  بیترت  نیا  به  ؛ دهدیمقرار

مدل خود،    یپارامترها  یگذار اشتراک   ها، با بهداده  میمستق

 . [31]کندیکمک م یمدل جهان  یبه ارتقا

به گروهی  حوزیادگیری  یک  با پویا   پژوهشی   ةعنوان   ،  

داده ادغام  مدلهدف  دادها،  دادهسازی  و  دره  یک    کاوی 

مورد یکپارچه  قرارمی  چارچوب    این   در  ؛ گیرداستفاده 

بداده  ،رویکرد تقس  ن یچند  نیها  هر    و   شوندیم  میمدل 

رو بر  مستقل  مشخص  یمدل  داده  یبخش  آموزش از  ها 

  ی هاینیبشیها پ آموزش، مدل فراینداتمام  . پس از ندیبیم

  یی نها  ینیبشیو پ   گذارندیبه اشتراک م  گریکدیخود را با  

ترک محاسبه    یهامدل  یهاینیبشی پ   بیبا  مختلف 

پ   یسادگ   .شودیم افزا  یسازادهیدر  از  شیو  مدل    دقت 

ازبهره  قیطر مدل  گیری  مزایایهاتنوع  از  این   ةبرجست  ، 

هر  لیدلبه  ن،یهمچن  ؛استروش   مستقل  مدل،    آموزش 

مح  خوبیبه  کردیرو  نیا که    ییهاطیبا  است  در  سازگار 

 . [38, 36]ندااستفاده صورت مستقل قابلا بههمدلها آن 

با   ن ی ماش   ی ر ی ادگ ی   ی ها اگرچه آموزش مدل  حجم    کوچک 

امکان   ی متوسط  داده  افزا   ر ی پذ از  با  اما  مدل   ش ی است،  ها،  ابعاد 

شبکه   ژه ی و به  چشم   ، ی عصب   ی ها در  رشد  تعداد    ی ر ی گ با  در 

برا   که   آنجا   از   . پارامترها همراه است    ی ها پردازش داده   ی تقاضا 

  ع ی است، توز گرفته   ی ش ی پ   ها ن ی ماش   ی از توان محاسبات   ی آموزش 

پردازش   تبد   ن ی ماش   ن ی چند   ن ی ب   ن ی ماش   ی ر ی ادگ ی بار    ل ی و 

  ر ی ناپذ اجتناب  ی ضرورت  شده ع ی توز   سامانه  ک ی   متمرکز به   سامانه 

 . [ 39] رسد ی نظر م به 

  ا ی  یمشتر  نیچند  نی ها بشده، دادهعیتوز  یریادگیدر  

 یزمان و موازمدل واحد هم  ک ی  و  شوندیم   عیدستگاه توز

رو بخش  یبر  مداده  ی هاتمام  آموزش  در ندیبیها    این  ؛ 

را با    های خودروزرسانیو به  ها مداوم پارامترها مدل  رویکرد

م  گریکدی اشتراک  ا گذارند یبه  به  نی.  سرعت   لیدلالگو 

کارآمد  یبالا و  مجموعه   یآموزش  پردازش    ی هادادهدر 

پردازش قدرت  از  استفاده  با    ا ی  نیماش  نیچند  یبزرگ، 

م شناخته  مزاشودیدستگاه،  از  روش    نیا  یاصل  یای. 

توانا  توانیم و  آموزش  زمان  کاهش    ت یریمد  ییبه 

  نیندچ  نیب  یبار محاسبات  رایز  ؛بزرگ اشاره کرد  یهاداده

ز  ازیحال، ننیابا  .شودیم   میدستگاه تقس  یقو  رساختیبه 

  ن یا  یاصل  یهاجمله چالش  از  1سازیهماهنگو مشکلات  

مدل    ییبر عملکرد نها  توانندیو م  شوندیروش محسوب م

توان دست.  [40]بگذارند  ریتأث بین  تعادل  به  یابی 

روش  این  موفقیت  برای  شبکه،  کارایی  و  محاسباتی 

 .ضروری است
 

 

   یریادگ ی، مشارکتی یریادگ ی ةسیمقا(: 1-جدول)

 شده عیتوز یریادگ یو  یگروه
(Table-1): Comparing Federated Learning, Ensemble 

Learning, and Distributed Learning. 

ت  یمشارکت  یریادگی  ،کلدر حر  مرکزبا  حفظ   میبر 

دقت  یخصوص اشتراک  و  دادهبدون  مستقیم  ها،  گذاری 

  شیافزاتوانایی    ،یسازادهیبا سهولت در پ   ی گروه  یریادگی

 ج ینتا  بیترک  قیز طرادقت مدل و سرعت بالا در آموزش  

و    نیچند بالا  عیتوز  یریادگی مدل  سرعت  با  در  شده 

 ق یطراز    بزرگ  یهادادهمجموعه  تیریمد  ییآموزش و توانا

فرد خود را دارند. انتخاب منحصربه   یای، مزایپردازش مواز

پروژه    هایویژگی  بهمناسب    کردیرو هر  نیازهای  خاص  و 

 دارد. یبستگآن 
 

 

 یادگیری مشارکتی یبندطبقه -3-2

مقال  بر یادگیری   ،2019سال    درشده  ارائه  ةاساس 

سه   بیشترمشارکتی   تقس  به  یادگیری   :شودمی  میگروه 

 

1 synchronization 
2 overfitting 

 مزایا معایب
تبادل 

 اطلاعات 

  عی توز

 هاداده
 پارادایم 

  یسازادهیپ

آموزش   ده،یچیپ

 کندتر

  میحر

،  یخصوص

 دقت بالا 

 ا هدستگاه نیب  پارامترها 
یادگیری  

 مشارکتی 

به قدرت    ازین 

بیش    ،پردازش

 2  برازش

ی  سازادهیپ

دقت   ،ساده

آموزش  بالا، 

 ع یسر

 ها مدل نیب  هاینیب شیپ
یادگیری  

 گروهی

  رساختیبه ز   ازین 

مشکلات   ،یقو

 سازی هماهنگ

بالا  سرعت  

  ،آموزش

  ی مناسب برا

  یهاداده

 بزرگ 

 ها دستگاه نیب  پارامترها 
یادگیری  

 شده توزیع
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افق  عمود1ی مشارکتی  مشارکتی  یادگیری    ی ریادگی و    2ی ، 

مشارکتی داده  آنجا  از  ؛[14]3انتقال  شده  رهیذخ  یهاکه 

  مقادیروجود دارند، شامل    یژگیو  سیصورت ماتربه   بیشتر

هستند ا  .متعددی  صفحه  م  ویسنار   نیدر  افقی  حور 

درنظربه که محور   حالی   در  ؛شودیمگرفته  عنوان مشتری 

نشان استویژگی  ةدهندعمودی  مشتری  با  مرتبط  ؛ های 

می مشا  توانبنابراین  بریادگیری  را  حالت   رکتی  اساس 

 . ردک  میداده تقس 4افراز 
 

 افقی  یادگیری مشارکتی-3-2-1

  است که یمشارکت یریادگی ی نوع   یافق  یمشارکت  یریادگی

گره آن  دادهدر  ویژگیها  اما  دارند،  متفاوتی  های  های 

بین   دارددادهمشترکی  وجود  فضای  عبارتبه  ؛ها  دیگر، 

ویژگی  ، اما فضای  های مختلف متفاوتها در گرههدادنمونه 

استفاده    یبرا  یافق  یمشارکت  یریادگی  .ها مشابه استآن 

دستگاه  و   ی ها در  به های  دستگاه   هوشمند    متصل 

شده   [ 42]   ا ی اش   نترنت ی ا  الگوریتم    . است طراحی 

که   ی ر ی ادگ ی  واقع    در   ، [ 2] ده دا   ارائه گوگل    مشارکتی 

افق   ی ر ی ادگ ی   ی نوع  وجود    با   را ی ز   ؛ است   ی مشارکتی 

قابل  داده   اختلاف  در توجه  دارا   ی فضا   ها    ی نمونه، 

 . [ 43] ند ا مشابه   ی ژگ ی و   ی فضا 

از    اینمونه  گوگل  ی مشارکت  یریادگی  تمیالگور موفق 

دستگاه  یافق  یمشارکت  یریادگیکاربرد   هوشمند    یهادر 

  تواند یم  ی افق  یمشارکت  یریادگیکه    دهدینشان م  و  است

مدل  یبرا مق  نیماش  یریادگی  یهاآموزش    ی هااسیدر 

مف  یسینوهیحاش  عدم  لیدلبه  روش  نیا  ؛ باشد  دیبزرگ 

است.    د یمف  6یسفالوگرافالکتروان  یبندطبقه  در  5ها داده

را  یهارابط  ةحوز  در  قیعم  یریادگی  یهاروش و    انهیمغز 

(BCI)7  لیدلبه  8یلکتروانسفالوگرافا  یبندطبقه   یبرا 

مجموعه  محدود  ی هادادهکمبود  امن  تیبزرگ    تیدارند. 

  ی مبتن  BCI  یروشیپ   یها چالش  نیتراز بزرگ  ی کیداده  

بهEEG  یهاگنالیس  .است  EEGبر   داده،    یهاعنوان 

فعال   ی شخص   ی خصوص  م   ی ها ت ی که  نشان  را    دهند، ی مغز 

در   یی ها ی نگران  داده   را  از  حفاظت  ا مورد    ؛ کنند ی م   جاد ی ها 

  ی ها گنال ی مرتبط با س   ی خصوص   م ی مسائل حفظ حر همچنین  

EEG   بزرگ    ی ها داده ساخت مجموعهEEG-BCI    را با استفاده

مجموعه  برا کوچک   ی ها از  مدل   زش آمو   ی تر    ی ها مشترک 

 [. 47,  45,  44] کنند ی محدود م   ن ی ماش   ی ر ی ادگ ی 
 

1 horizontal federated learning 
2 Vertical Federated Learning 
3 Federated transfer learning (FTL) 
4 Partition 
5 Data annotation 
6 EEG 
7 Brain-Computer Interfaces (BCI) 
8 Electroencephalographic (EEG) 

 یریادگ ی ای یمشارکتی افق یریادگ یاز  یی(: نما2-)شکل

پوشان از  هم یهایژگ ینمونه، که و یبند مشارکتی با بخش

آموزش   یشده و براکنندگان گرفتهشرکت ازداده  یهانمونه

 [. 41]روندیکار ممدل به کیمشترک 

(Figure -2): llustration of HorizontalFederated 

Learning, a.k.a. sample-partitioned federated learning 

where the overlapping features from data samples held by 

different participants are taken to jointly train a model. 
 

بهداده  یسینوه یحاش برچسب   ی معناها    ا یها  افزودن 

داده  مرتبط  یهاف یتوص بهبه  آموزش  ها  منظور 

و    نهیپرهز  یفرایندو    است  نیماش  یریادگی  ی هامدل

ها از منابع  یادگیری مشارکتی، که داده . دربر استزمان

توزیع و  جمعمختلف  میشده   بودننیازبیشوند،  آوری 

حاشیه  دادهبه  مینویسی  را  امکان  این  مدل  به  دهد  ها 

های مختلف ه در گرهشدتوزیعهای متنوع و  که از داده

شودبهره دادهحاشیههمچنین    ؛ مند    هانویسی 

عمیق  هایروش  بندیمقیاس در   یادگیری   را 

این ویژگی به مدل    . کندمحدود می  های بزرگمقیاس

می  را  امکان  استفاد این  با  که  ویژگی دهد  از  های  ه 

داده  در مشابه  مفیدی    ها  اطلاعات  از  نمونه،  فضای 

طبقه  و  یادگیری  بهبود  حوزه برای  در    ی های بندی 

بهره  الکتروانسفالوگرافی  شود مانند    ویژگی این    ؛ مند 

مدل  عملکرد  و  دقت  افزایش  یادگیری  باعث  های 

ها  تشخیص بیماری   انند های پزشکی م ماشین در زمینه 

   . [ 46,  45] شود می 

زمینة پزشکمراقبت  در  جمعی های    ها داده  یآور، 

پ   بخش هر  از  یادگیری    و   است  پژوهشی  روژةبزرگی 

می  برا مشارکتی  مشترک   ی تواند  مدل  بهبود 

می   ( 3-شکل ) که  طور همان    ة شبک   ک ی دهد،  نشان 

  ی ای با اطلاعات پزشک منطقه   ی ها یمارستان ب   ی برا  مشارکتی 

ا  بهره   کند   جاد ی مشابه  و  مشابه  اطلاعات  تبادل  با  از  که  مندی 

گسترده  دقت   تجربیات  مختلف،  منابع  بینی  پیش قابلیت    و   از 

  ص ی منجر به تشخ   توانند ی م نتیجه  که در   ها را افزایش دهد مدل 

  ی و ارتقا   ، ی درمان   ی ها تراکم بخش   ی ساز نه ی به   ها، ی مار ی ب   تر ق ی دق 

 . ند شو   ی مداخلات پزشک 

ی  بیانگر آن است که  امر    تواند می   مشارکتی   ی ر ی ادگ این 

در   ک ی عنوان  به  مؤثر  جهت    حوزة   ابزار    ی ارتقا سلامت 
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در    شرفته ی پ   ی ها مدل   ة و توسع   ی پزشک   ی ها مراقبت   ی ها سامانه 

 کند.   فا ی را ا   ی و مهم   ی ات ی ح   ار ی نقش بس   نه، ی زم   ن ی ا 

 

 

 [4]یمشارکتی افق یری ادگ ی ی ازکاربرد  اینمونه (:3-شکل)

(Figure -3): A practical example of horizontal federated learning 

 

 ( شکل  حفظ  3در  برای  افقی  مشارکتی  یادگیری  از   )

داد  خصوصی  استفاده ه حریم  بیماران  پزشکی    های 

در شده  مشتری   این   است؛  چند ها  رویکرد    ن ی شامل 

داده   مارستان ی ب    ی محل   ی ها داده و    مشابه   ی پزشک   ی ها با 

مدل  است.    مارستان ی هر ب   ماران ی ب   ی شامل سوابق پزشک 

داده   بر   ی محل  ب   ی محل   ی ها اساس  آموزش    مارستان ی هر 

م  جمع   ی پارامترها   سرور .  شود ی داده  را  و    ی آور مدل 

اساس پارامترهای    مدل جهانی را بر   کند ی م   ی روزرسان به 

 .  دهد شده آموزش می روزرسانی به 
 

 ییادگیری مشارکتی عمود-3-2-2

شرا  کردیرو  کی  یعمود  یمشارکت  یریادگی در   یطیمؤثر 

   میتقس ی ژگیاساس بعد و بر یطور عمودها بهاست که داده

داده  نیا  در  گر، ید  عبارتبه  ؛شوندیم اساس ها  روش    بر 

. در  شوندیم کیمجزا تفک  یهامختلف به دسته یهایژگیو

  ی هاداده  یدارا  نیطرف  تمام   ،یعمود  یمشارکت   یریادگی

ها  نمونه   ةشناس  درکه    معنا  نیا  به  ؛ستنده  یهمگن

فضا  ی جزئ  یپوشان هم نظر  از  اما  دارد،    ، یژگیو  یوجود 

از  داده مستقل  و  متفاوت  اگری کدیها    ی ریادگی نوع    نیند. 

داده  ییهاتیموقع  یبرا  ژهیوبه بهکه  طبها  در   یعیطور 

 . اند، مناسب استشده عیتوز  یژگیمختلف و  یهادسته 

کاربرد  کی  ة سسمؤ  ک ی  در  ،یپزشک  ةحوز  دری  مثال 

  ابت یمانند د   یهای ی ماریب   دقصد دار  که  درمانیو  پژوهشی  

از  یریادگیاز    توانیم،  کند  ییبینی شناساپیش  قیطر  را 

 بهره برد.  یعمود یمشارکت

 

  ی ر ی ادگ ی   ی یا عمود   مشارکتی   ی ر ی ادگ ی از  نمایی  (:  4-)شکل 

پوشان با  هم   ة داد   ی ها که نمونه یی جا   ، ی ژگ ی و   ی بند مشارکتی با بخش 

  ی و برا   است شده گرفته   کنندگان شرکت از  پوشان  غیرهم   ی ها ی ژگ ی و 

 [. 41] روند ی کار م مدل به   ک ی آموزش مشترک  

(Figure -4): Illustration of Vertical Federated Learning, 

a.k.a feature-partitioned federated learning where the 

overlapping data samples that have non-overlapping or 

partially overlapping features held by multiple participants 

are taken to jointly train a model. 

 

افرادها پژوهشاساس    بر از  ی،  چاق فشارکه  و  بالا    ی خون 

می به،  برندرنج  ابتلا    ؛ [48]هستنددو  نوع    ابتید  مستعد 

بانینابراب با  هتوج  ،  مرتبط  اطلاعات  و ،  سن  به  وزن 

 ل یتحلوهیرا تجز دادهتوان می افراد یپزشک ةسابق نیهمچن

برایکرد جوانمثال    ؛  مرد  است  چاق  یممکن    ا ی  یکه 

کالرفشار اما  ندارد،  و    استکرده  افتیدر  یشتریب  یخون 

،  حالبااین  باشد؛  ابتید  مستعد ابتلا به  ،ندارد  یبدن   تیفعال

اط  لیدلبه پیشنمی  لاعات کمبود  را  آن  و  توان  بینی 

از  ؛کرد  یسازیشخص می  امروزه،  مشارکتی  توان یادگیری 

های  های برنامهدادهمجموعه دارای  که    یهای با شرکتهمراه  

شمارندتلفن  یکاربرد مانند  هوشمند  ی   ة های    میرژ  ا گام 
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براغذایی    زم  یهستند،  عملکرد در  مختلف    یهانهیبهبود 

 . استفاده کرد

 در که طورهمان

به    ازیبدون نروش    نی ا  ؛استشدهنشان داده  (5-شکل )

داده تکم  یریادگی  فرایند خام،    یهاانتقال    لیرا 

عمودی  فرایند.  [ 49]کندیم مشارکتی   یادگیری 

  ی افق   یمشارکت   یریادگینسبت به    یشتریب  یهایدگیچپی

در   تجمیع  عمود  ی مشارکت  یریادگیدارد.  تمام  ی 

 آموزش یک  یسرور مشترک برا  کی  ها در دادهمجموعه 

جهان  ا  یراب   نیست؛  ریپذامکانی،  مدل  مشکل،    نیرفع 

رمزنگار  یمبتن  یاشدهاصلاح  ی هاتم یالگور  یبرا  یبر 

توسعه   یطور عمودبه شده میتقس ی هاداده پردازششیپ 

 .[50]استافتهی

 

 [4] ی مود ع  مشارکتی   ی ر ی ادگ ی از    ی کاربرد   ای نمونه   (: 5-شکل ) 

(Figure  -5): A practical example of vertical federated learning 

 

الگوریتم ایجاد  این  موجب  بهینهفرایندها  برهای  ای تری 

داده جمع  پردازش  و  درآوری  عمودی    ها  محیط  یک 

،  اساس این ؛ برندبرخوردارز امنیت بالاتری نیز  و ا استشده

یپژوهش به  کگران  امن  را    Secure Boostنام  چارچوب 

تقسدادهمجموعه   میتنظ  برای  یطراح  یعمود  ةشدمیهای 

انیااب  .[51]کردند تنها    یتیامن  یهاروش  نیحال،  تاکنون 

  ترابری   ونیمانند رگرس  نیماش  یریادگی   ة ساد  یهامدل  در

هنوز   یعمود  یمشارکت  یریادگی  ن،یبنابرا  ؛اندرفته   کاربه

پ   ازین به  شتریب  شرفتیبه  بتواند  تا  در دارد  مؤثر  طور 

استفاده    مورد  ن یماش  یریادگی   تردهیچیپ   یکردهایرو

  د.ریگقرار

مشارکتی  نمونه   (5)شکل   یادگیری  کاربرد  از  ای 

تصویر    ؛دهد نشان میسلامت    ةحوز  را در عمودی این  در 

  مشارکت دارند   ستمیدر س  عنوان مشتریبه  مارستانیدو ب

متفاوت   یهایژگیخود را با و  یهادادهمجموعهکدام  که هر

ب  در برای  ب  .دندار  خود  مارانیمورد    A  مارستانیمثال، 

و    یشناست ی مورد جمع  در  یترقیممکن است اطلاعات دق

  مارستانیکه بیحال   داشته باشد، در  مارانیب  یپزشک  ةسابق

B  داده است  نتا  در  تریغن  یهاممکن    ج یمورد 

  کرد، یرو  نیا  در  ؛درمان داشته باشد   جیو نتا  ی شگاهیآزما

به    ی هاداده  هامارستانیب  آموزش مدلدر   را  خود  خام 

  جداگانه را در  ی محل  یها مدلبلکه    ؛ گذارندیاشتراک نم

م  ةمربوط  یهادادهمجموعه  آموزش  از    پس.  دهندیخود 

ب گرادیانوزن  تنها   ها مارستان یآموزش،  یا  از ها  را  ها 

با    یمحل  یهامدل اشتراک   یمرکز  سرورخود  به 

به ند. سرور  گذاریم را    کندیم  یآورجمع   یاگونه پارامترها 

حال    نیع   و در  کرده  نی را تضم   یخصوص  میکه حفظ حر

ب  یدانش جمع م  مارستانیهر دو  ثبت  نهایت،  در  .کندیرا 

پارامترهای  سرور   از  برایآوریجمع مرکزی   شده 

یکبه جهانی  روزرسانی  می  مدل  مدل    .کنداستفاده  این 

بینش  جهانی دادهاز  ترکیبی  هرهای  بیمارستان    های  دو 

های خام به اشتراک گذاشته خود داده  چهبرد، اگربهره می

 . دننشده باش

در سازمانبه  رویکرد    نیا فعال    سلامت   حوزة  های 

م  نیا را   داده  دهدیامکان  از  بهره  یهاتا   ی بردارمتنوع 

خود را در   یهامدل  یریپذ میو تعم  دقتکه    نندک  یشتریب
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درمان    ج ینتا  ینیبشیپ   ا ی  یماریب  صیتشخ  رینظ  ی فیوظا

چالشبه  کهیحال  در،  دهند  شیافزا مؤثر  حفظ   ی هاطور 

 شتنگذاناشتراکبه  ها را با  داده  تیریو مد   یخصوص  میحر

 د.  کنیبرطرف م  مارانیاطلاعات حساس ب

 یادگیری انتقال مشارکتی-3-2-3

افق  وهایسنار  برخلاف یادگیری مشارکتی  یادگیری    یدر  و 

  ی فضا  ها نه دراز موارد، داده یاری، در بسیمشارکتی عمود

در نه  و  گذاشته    ها یژگ یو  یفضا  نمونه  اشتراک  به 

اصل،  نیبنابرا  ؛ شوندیم ا  ی مشکل  فقدان    ماتیتنظ  نیدر 

انتقال    یریادگ. یهاستداده  نییپا  تیفیکو  برچسب داده  

دانش  مشارکتی   انتقال  به  عمنب  ةدامن)دامنه    کی امکان   )

برا  گرید  ةدامن  کی را  هدف(  نتا   یابیدست  ی)دامنه    جیبه 

می  یریادگی فراهم  بهآوردبهتر  که  شرا  ژه یو،  که    یطیدر 

فضاداده در  گذاشته    هایژگ یو  اینمونه    یها  اشتراک  به 

گران پژوهش،  بیترت  نیا به  .[52]است  یکاربرد  شوند،ینم

مشارکتیدریافتند   انتقال  یادگیری  طور به  تواند یم   که 

 رد یگاستفاده قرار  مورد  یمشارکت   یریادگیدر    یترگسترده

 .  [53]کمک کند نهیزم نیا در یریادگی  میتعمو به
 

مدل  کی(. FTLانتقال مشارکتی ) یریادگ ی(: 6-)شکل 

 Aطرف  متعلق به یهانمونه یهایژگ یو شیکه از نما ینیبشیپ

  یهانمونه یهابرچسب ینیبشیپ یبرا و دهیدآموزش Bو طرف 

 .[41]شودیاستفاده م Aبدون برچسب طرف 
(Figure -6): Federated transfer learning (FTL). A predictive 

model learned from feature representations of aligned 

samples belonging to party A and party B is utilized to 

predict labels for unlabeled samples of party A 

 

 [4] انتقال مشارکتی   ی ر ی ادگ ی از    ی کاربرد   ای نمونه   (: 7-شکل ) 
(Figure-  7): A practical example of federated transfer learning 

 

 

برا  نخستین  کردیرو  نیا جامع    یریادگی  یچارچوب 
  ی ابیانتقال، شامل آموزش، ارز یریادگی بر  ی مبتن یمشارکت

اعتبارسنج م  یو  ارائه    ی هاشبکه  ن،یا  بر  علاوه  ؛دهدیرا 
فناور  یعصب از   ی شیافزا  کیهمومورف  یرمزنگار   یکه 

  ی ر ی جلوگ   ی خصوص   م ی از نشت حر قادرند    کنند،یاستفاده م
دقت   نند ک  روش   سه ی مقا   قابل   ی و  حفظ    ی سنت   ی ها با  بدون 

ارتباطات هنوز    یی حال، کارا ن ی باا   ؛ ارائه دهند   ی خصوص   م ی حر 

  ی گران برا پژوهش   ل، ی ل د ن ی هم به ؛  است مانده   ی چالش باق   ک ی 
مشارکت   ی ر ی ادگ ی بهبود   فناور   ی انتقال  اشتراک    ی از 

استفاده کردند تا    ک ی همومورف   ی رمزگذار   ی جا به   ی مخف 
د  کاهش  را  به   هند سربار  دقت،  افت  بدون  عملکرد    و 

همچنپژوهش  . [ 54] ابند ی دست    ی بهتر   ی برا  نیگران 
به  ک ی  ی عموم  ی کاربردها توسعه   Fed Health  ناممدل 

متعلق به    یهاداده  یمشارکت  یریادگی   قیاند که از طرداده
جمع  ی هاسازمان را  خدمات    کند می  یآورمختلف  و 

سلامت    یبهداشت  یهامراقبت  یبرا  شدهی سازیشخص و 
م در  طورهمان؛  [56,  55]دهدیارائه  نشان   (7)  شکلکه 

 ی ماریو درمان ب  صیاز اطلاعات تشخ  یاست، برخشدهداده

بمی  مارستانیب  کی  در به  منتقل   یگرید  مارستانیتواند 
تشخ به  تا  انتقال    یریادگی  قیطر  از  هایماریب  صیشود 

کند  یمشارکت زم  ها پژوهشحال،  نیابا  ؛ کمک   ةنیدر 
ست  اهدیهنوز به بلوغ کامل نرس  یانتقال مشارکت  یریادگی
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  کردیرو  ن یبهبود وجود دارد تا ارشدو  یبرا  یادیز  ی و فضا 
ها سازگارتر شود. مسائل مربوط  مختلف داده  یبا ساختارها

از حر  ریبه جزا و حفاظت    ی هااز چالش  یخصوص  میداده 
صنعت در    نیماش  یریادگی  ةگسترد  یسازیبرجسته 

عنوان به  یانتقال مشارکت  یریادگیحال،    نیع   در  ؛هستند
برا  کی مؤثر  امن  یروش  از  حردادهتیمحافظت  و    م یها 

م  شودیکاربران شناخته م  یخصوص  ریموانع جزا  تواند یو 
 کاهش دهد.  زیداده را ن

انتقال مشارکتی    ی ر ی ادگ ی از کاربرد    ی ا نمونه   ( 7) شکل  
م   ة حوز   در  نشان  را  در دهد ی سلامت  ،  زمینه   این   . 

تصاو   سلامت   ی ها داده   ها مارستان ی ب  جمله  و    ی پزشک   ر ی از 
مدل    مارستان ی هر ب   . گذارند ی را به اشتراک م   بیماران سوابق  

رو   ن ی ماش   ی ر ی ادگ ی  بر  را  آموزش    ی محل   ی ها داده   ی خود 
را به    ده ی د آموزش   ی ها مدل   ن ی ا   ی و سپس پارامترها   دهد ی م 

م  ا گذارد ی اشتراک  برا   ن ی .  مدل    ک ی آموزش    ی پارامترها 
 .  رند ی گ ی م   استفاده قرار   مورد   1ی تراز جهان هم 

عموم  ،مدل  نیا تمام  شده  استخراج   یدانش  از 
در  یمحل   یهاداده جا  را  هر    دهدمی  ی خود  سپس  و 

تنظ  مارستانیب جهانی هممدل    2قیدق  میبا  بر    تراز  را 
تطب  ی محل  ی هاداده  یرو را  داده    قیخود  آن  و 
زم   فرایند   ن ی ا   ؛ کندیم  یسازنه یبه مختلف    ی ها نه ی در 

درمان و    ج ی نتا   ی ن ی ب ش ی پ   ، ی مار ی ب   ص ی سلامت، از جمله تشخ 
 .شودیکار گرفته م به یپزشک ی هاداده  تحلیل   و   ه ی تجز 

ها،  داده   ی خصوص   م ی بر حفظ حر   علاوه   کرد ی رو   ن ی ا 
را سر امکان آموزش مدل  تر  صرفه به و مقرون   تر ع ی ها 

در  آموزش  به  مرکز   ک ی   نسبت  فراهم    ی سرور 
م   در و    آورد ی م  دقت    به   تواند ی کل  بهبود 

طر   ة حوز   ی ها پروژه  از  از    ی بردار بهره   ق ی سلامت 
عموم  مجموعه استخراج   ی دانش  از    ی ا ه داده شده 

   [. 44متنوع کمک کند] 

 

 روش پژوهش مقاله-4
 

 انتخاب منابع -4-1

با  و  مرتبط  مقالات  هر    در   ی اساس  ی گام  ت،یفیک  انتخاب 
  ن یا  دارد. در  ازی ن  یشناسروشدقت و    که به  استپژوهش  

به  فرایندمطالعه،   مقالات  دو   مندنظامطور  انتخاب  در    و 
مع  ةمرحل از  استفاده  با  تحت  قیدق  یارهایمجزا  نظر و 

شد انجام  دستورالعمل   فرایند  نیا.  متخصصان  با  مطابق 
بخشبه  و   Kitchenham  [57]  استاندارد   ک یاز    یعنوان 

نما  یساز ادهیپ   مندنظام  اتیادب  یبررس تا  از    یکامل  یشد 
 

1 Global Model 
2 Fine-Tuning 

زم  پژوهشی   ی هاتیفعال در  مختلف  موضوعات   ة نیو 
   ارائه دهد. یمشارکت یریادگی ةتوسع

جامع مقالات مروری    یجووبه جست  ،مقاله  این  در
موضوع با  داگاهیپا  در  مرتبط  معتبر دههای  علمی  های 

، ACM Digital Library  ،IEEE Xplorerشامل  
ScienceDirect  ،Springer Link  ،ArXiv،Google 

Scholar  زمانی    در پرداخته   2023الی    2019بازه 
جس   پس مقالات  است.  شده توجه    با   ه ی اول   ی جو و ت از 

مانند  ،  شده ن یی تع   ش ی پ   روج از خ   و   ورود   های ار ی به مع 
ی و کیفیت  شناس روش ،  موضوع، نوع مطالعه تناسب با  

 ند. شو می انتخاب    نگارش 
مقالا انتخاب  در روند  پژوهش  ت    دو شامل    این 

است:   دو   مقالات  نخست  ةمرحل  درمرحله  توسط 
  ها واژهو کلید  دهیچک  ،عنوان  ارزیابی   قیاز طر  گرپژوهش

بر به و  مستقل  مع  طور  از    خروج  و  ورود  هایاری اساس 
شدند.  پایگاه انتخاب  معتبر  علمی  دوم    مرحلة  درهای 

انتخاب طر  نخست  ةمرحل  ةشدمقالات   یگرغربال  قیاز 
کامل در  یبررس  متن  محتوا،   نیا  شدند.  مرحله، 

مورد  یهاافتهیو    یشناسروش   قیدق  یابیارز  مقالات 
نتاقرار   گر پژوهش دو    هر توسط    یابیارز  نیا  جیگرفت. 

بررس  مورد    در همچنین    گرفت. قرار   د یی تأ   و   ی مجدداً 
اختلاف  بروز  بین  صورت    دو   هر در    گران پژوهش نظر 

با   اور مشورت  د   عنوان به   سوم   گر پژوهش   ک ی مرحله، 

  گران پژوهش نظر جمع    بر اساس   یی نها   م ی شد و تصم 
شد  نها نهایت  در  ؛  اتخاذ  انتخاب  از  مقالات،    یی پس 

موضوعات  داده  به  مربوط  روش پژوهش های  شناسی،  ، 
چالش یافته  و  مقالات ها  از  و  استخراج    برگزیده   ها 

 . ند ا ه شد تحلیل    و   تجزیه 
 

 پژوهش  برگزیدة  منابع-4-1-1
داده  از  پس توضیح  مراحل  انتخاب    بخش در  شده  طی 

جستمنابع،   شامل  پا  یجووکه  در    ی علم  یهاگاهیجامع 
غربال نها  ةیاول  یگرمعتبر،  انتخاب  و  اساس  ییمقالات    بر 

ایت ترکیب جامعی  نهدر  ؛ بود  شدهفیتعر  شیپ   زا  یارهایمع
بررسی    عنوان منابع نهایی موردکتاب به  مقاله و دو  38از  

بررسی  منابع  به  مربوط  اطلاعات    ن ی ا در    شده قرارگرفت. 

  ن ی ا   ؛ است ارائه شده   بخش پیوست( در )   ( 2) جدول  در  پژوهش 
آن  هر    معرفی   به   ق ی دق   و   کامل جدول   مشخصات  و  منبع 

ارائه پردازد ی م  اطلاعات  در ش .  عنوان    ن ی ا   ده  شامل  جدول 
انتشار   سندگان، ی نو   ، منبع هر  کامل   از    ی ا خلاصه منبع،    سال 

ای که منبع  حوزه و    پژوهش   ة ن ی زم ی،  اصل   ی موضوع و محتوا 
 پردازد، است. می آن به بررسی موضوع  در  
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  بندی منابعدسته -4-1-2

میان منابع نهایی،    شود ازه میمشاهد  (2)اساس جدول    بر

  و ده   2020سال  در  منبع    22،  2019سال  در  منبع    سه

منبع   و سه  2022سال  در  منبع    ، دو 2021سال  در  منبع  

شده  2023سال  در   در  منتشر  به    ( 8)  شکلشکل)است. 

فراوانی در  توزیع  منتشرشده  مقالات  و  سال    هر  کتب 

رشد    یایمنابع، گو  یزمان  عیتوز  یبررس  .استپرداخته شده

  یهادر سال  یمشارکت  یر یادگیبه مفهوم    ندهیو توجه فزا

حاک   ریاخ شواهد  که    ی است.  است  آن    یریادگی از 

حال  در    یو کاربرد  یپژوهش  ةحوز  کیعنوان  به  یمشارکت

 است.توسعه  و رشد

 سال هر در تعداد کتب و مقالات منتشرشده  (:8-شکل)

(Figure -8): Number of books and articles published in each year 

 

م   یموضوع   یبررس نشان  کتب  و    پنج   که  دهدیمقالات 

در اینترنت اشیا های یادگیری مشارکتی  پژوهش به کاربرد

سهپرداخته  کاربرد  اند.  به  هوشمند  پژوهش  شهر  در    ،آن 

کاربرد  پژوهش  پنج بحث  آن  به  حریم در  های  حفظ 

و شخصی دادهخصوصی  بررسی  پ   پنج ها،  سازی  به  ژوهش 

زمینة در  مفهوم  بررسی    هشت ،  تارتباطا  این  به  پژوهش 

پژوهش    سه،  مل یادگیری مشارکتیها و تکافرایندمفاهیم،  

پژوهش به    هنُ،  های این حوزهچالشها و موانع و  به فرصت

زمینهکاربرد در  آن  ازهای  مختلف  سلامت،    های  جمله 

نقلیهپهپ وسایل  و  بر  یکو    ادها  به  نیز  رسی مطالعه 

برچسب  داده بدون  سه  ایندر  های  و  یادگیری    روش 

ب لبه  محاسبات  به  و    صورتهمطالعه  های  شبکهدر  کلی 

پرداختند. )  موبایل  مورد 9شکل  عناوین  بررسی  به   )

پردازد. در ادامه به تشریح هر یک از  پژوهش در مقالات می

 شود.موارد بالا پرداخته می

 

 منابعمفاهیم مستخرج از  -4-2

 کاربرد یادگیری مشارکتی-4-2-1

می نشان  حاضر  کتب  و  مقالات  موضوعی  کهتحلیل    دهد 

اند که  پرداخته   های مختلفنهیکاربرد در زمپژوهش به    23

پنج   بین  این  کاربرداز  مبحث  به  یادگیری مطالعه  های 

اشیا، سه  اینترنت  در  مطالعه در شهر هوشمند،   مشارکتی 

یک  پنج خصوصی،  حریم  حفظ  در  مطالعه   مطالعه 

دادهشخصی به  سازی  مطالعه  چهار  های  مراقبتها، 

پهپادبهداشت زمینة  در  مطالعه  یک  به  ی،  ها، چهار مطالعه 

مشارکتی یادگیری  دستگاه کاربرد  همرادر  تلفن  ه های 

ادامه  پرداخته  در  و  بررسی    هانه یزم  نیا  از  کیهر  است؛ 

 شود.ئه میارا مطالعهجزئیات بیشتر در مورد هر 

 

 
 

 پژوهش در مقالات مورد نیعناو یبررس (:9-شکل)
(Figure -9): Review of research topics in articles 

 

.  زد پردا می مقالات  در  پژوهش    ( به بررسی عناوین مورد 9) شکل  

 د. شو پرداخته می   یک از موارد بالا هر  ادامه به تشریح  در  
 

 

 

 منابعمفاهیم مستخرج از  -4-2
 کاربرد یادگیری مشارکتی-4-2-1

می نشان  حاضر  کتب  و  مقالات  موضوعی  کهتحلیل    دهد 

اند که  پرداخته   های مختلفنهیکاربرد در زمپژوهش به    23

پنج بین  این  کاربرد  از  مبحث  به  یادگمطالعه  یری های 

اشیا، سه  اینترنت  در  مطالعه در شهر هوشمند،   مشارکتی 

یکدر  مطالعه    پنج خصوصی،  حریم  مطالعه   حفظ 

دادهشخصی چهارسازی  به    ها،  های  مراقبتمطالعه 

پهپبهداشت زمینة  در  مطالعه  یک  به    ها، چهار ادی،  مطالعه 

مشارکتی یادگیری  دستگاه کاربرد  همرادر  تلفن  ه های 

ادامه    است؛پرداخته  و  بررسی    هانه یزم  نیا  از  کیهر  در 

 .شودئه میارا مطالعههر مورد در جزئیات بیشتر 

 
 

شهر -4-2-1-1 و  اشیا  اینترنت  در  مشارکتی  یادگیری  کاربرد 

 هوشمند 

مبتنی  های هوشمند با گسترش خدمات و برنامه   ا ی اش   نترنت ی ا 

ما    ة روزمر   ی های زندگ از جنبه   ی ار ی بس   ر د   1هوش مصنوعی   بر 

می  به نفوذ  مصنوعی های  روش ،  ی سنت طور کند.  به    هوش 

  لیدلدارند که به  اج ی ها احت و پردازش متمرکز داده  ی آور جمع 

اشبکه  ی بالا  یریپذاسیمق و    ایاش  نترنتیهای  مدرن 
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روبهینگران  حرهای  است داده  یخصوص  میرشد  ممکن  ها، 

 نباشد.  یعمل نانهیبواقع هایبرنامه هایویدر سنار

و    1ایاش  نترنتیهای اتعداد دستگاه  ةسابقیب  شیبا افزا

م  حالدر  های  برنامه روز  هر   ک یتراف  یادیز  زانیظهور، 

زکه    شودمی  جادیا شبک  یادیبار  بر  وارد   نترنتیا  ةرا 

  یرا برا  یتوجه  های قابلیگذارهیسرما   این مسئله  کند.می

ز میرساختیارتقا  توسعنی ابا  ؛طلبد ها  لطف  به   ةحال، 

بزرگ و  داده  لیتحلوه یتجز   هوش مصنوعی های  روشهای 

داده3نیماش  یری ادگیو    2قیعم  یریادگیمانند   های  ، 

میی آورجمع  براشده  مورد   یتوانند  مختلف  اهداف 

 . رندیقرار گ ثرؤم یبرداربهره

زمینة چند  در  ظهور   گذشتهسال    ارتباطات،  شاهد 

زم   هوش مصنوعیهای  کاربرد بودهنه یدر  .  یماهای مختلف 

ماشین  مثال،    برای کارآمد    یبررس  یبرایادگیری  انتخاب 

س در  بستم یآنتن  استفاده   می سیهای  چندآنتن 

 .[91]استشده

برا به  قیعم  یریادگی مؤثر  مشکلات    تیریمد  ی طور 

س  یبارگذار در  از   ایاش  نترنتیا  یهاستمیمحاسبات 

به  قیطر جهت  لبه  به92]  یسازنه یمحاسبات  کار  [ 

م در   قیعم  یتیتقو  یری ادگی  ن،یهمچن  شود؛یگرفته 

لبه، شامل    ی هامنابع در شبکه   صیتخص  یهاحل چالش

امن  دهدا  یسازره یذخ  ک،یتراف  یبندطبقه  لبه،    ت یدر 

مد و  ]داده  یبارگذار  ت یریشبکه  نقش93ها    ی دیکل  ی[ 

معمولمدلوجود،  نیابا  ؛. کندیم  فایا هوش    یهای 

مرکز  طورمعمولبه  مصنوعی پردازش  های  داده  یبه 

از  ی آورجمع    این در  ،  دارند  ازیشبکه ن  رانکارب  تمامشده 

آموزش مدل    یهای خود را براداده  د ی کاربران باها  روش

  ی نگرانو    کنند  یبارگذار  یسرور مرکز  کیدر    یریادگی

؛  وجود داردها  داده  یخصوص  میحرحفظ  مورد  در    یاساس

  ی های محلخواهند دادهیاز کاربران نم  یمثال، برخ  برای

 منتقل کنند. یخود را به سرور مرکز

به  به  یریادگیمدل    آموزش متمرکز  ابر    کیطور 

قابلیت  یمرکز   یسازرهیذخ  تیو ظرف  ی های محاسباتبا 

ن  اریبس پ   نیهمدر  دارد.    ازیقدرتمند  های  شرفتیحال، 

زم  ریاخ و  سخت   ةن یدر  محاسبات   گسترشافزار 

زندگ دستگاه در  هوشمند  نشان    ةروزمر  یهای  ما 

اداده تواند به سطح  می  ایاش  نترنتیاست که هر دستگاه 

نظر   مجهز باشد، که از  یمعقول  یسازرهیمحاسبات و ذخ

پ   ده  یزیروم  رایانهبا    سهیمقا   سه یمقا  قابل  شیسال 

استاندارد  نیبنابرا  ؛[94]است مدل  ماشین  ،  یادگیری 
 

1 IoT 
2 DL 
3 ML 

بزرگ    اس ی مق در    ا ی اش   نترنت ی های ا شبکه در    ی راحت به

ن   قابل  مدل   . ست ی استفاده  ماشین  این  یادگیری  های 

از  نمی  توز دسترس در  تواند  محاسبات  شده  ع ی بودن 

را    د ی جد   ی ر ی ادگ ی مدل    ک ی   امر   ن ی کند. ا   ی بردار بهره 

به می  که  داده متمرکز   ی جا طلبد  آموزش کردن،    ی های 

دستگاه  در  ا را  صورت  ه ب   ا ی اش   نترنت ی های 

 کند.   ع ی جداگانه توز فرد و  منحصربه 

تر اشاره که پیشطورهمانمسئله،    نیارفع    ةزیانگ  با

  یریادگی  یمشارکتی را برا  یریادگی مفهوم  شد، گوگل  

حر  یرو حفظ  و  ابداع  داده  یخصوص  م یدستگاه  ها 

هوش    کردیرو  کی  مثابهبهیادگیری مشارکتی    .[21]کرد

توز  مصنوعی پدع یمشترک  که  شده  داریشده  است 

ااز برنامه  یاریتواند بسیم هوشمند را    ایاش  نترنتیهای 

  نترنتیهای ادر دستگاه  هوش مصنوعیبا امکان آموزش  

 ها قادر سازد. به اشتراک داده ازیشده بدون نع یتوز ایاش

روش   از  استفاده  هر    ی ر ی ادگ ی با  مشارکتی، 

ا  را  می   ا ی اش   نترنت ی دستگاه  اساس تواند مدل خود    بر 

جمع داده  دهد.    ی محل   ة شد ی آور های  آموزش 

محل داده  ا دستگاه   ی های  به    ی از ی ن   ا ی اش   نترنت ی های 

به  ندارند.    ی ابر   فضای   انتقال    ی ابر فضای  متمرکز 

روزشده را از  به   ی مدل آموزش محل   د ی متمرکز فقط با 

جمع  سبب  به   مشارکتی   ی ر ی ادگ ی کند.    ی آور کاربران 

دارد ویژگی  که  برنامه   ی ار ی بس در    هایی  پذ از    رفته ی ها 

بهبود    ی مشارکتی برا   ی ر ی ادگ ی مثال،    رای ب   ؛ است شده 

های  مراقبت   ، [ 95]  گوگل   د ی کل صفحه   های شنهاد ی پ 

و    ، [ 84] سلامت  و ی بهداشت  در  سنجش شهر هوشمند 

 .  های متعددی دارد کاربرد   [ 96]  دارو   زمینة 

در   یریادگ ی   یکل  ینما  (10)شکل   مشارکتی 

م  ایاش  نترنتیا  یهاسامانه نشان  چهار  دهد، یرا  به    که 

اصل مدل  یهادستگاه  یبخش  سرور،  و    ی محل  یهالبه، 

 .  شودیم  میتقسی جهان  مدل

مختلف    لبه  یهادستگاه انواع  ،  گرهاحسشامل 

دستگاهمحرک سایر  و  داده IoT هایها  محکه  از  را    ط یها 

مدل  یآورجمع  رو  یمحل  نیماش  یریادگی  یهاو  بر    یرا 

م  ی محل  ی هاداده پارامترها  دهند یآموزش    ی هامدل  یو 

  ی سرور مسئول هماهنگ.  کنند یم  رسالرا به سرور ا  یمحل

است.    ی لبه و جهان   ی هاها از دستگاهو آموزش مدل  فرایند

و با    شوندیدستگاه لبه اجرا مهر    یبر رو  یمحل  ی هامدل

به  از  یارسال  یهایروزرسانبه مسرور  مدلشوندیروز   .  

رو  یجهان م  یبر  اجرا  عموم  شودیسرور  دانش  از    یو 
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ر  یهادستگاه جا در    البه  از یخود  استفاده  با  و  داده 

 . شوندیآموزش داده م شدهی آورجمع یپارامترها

حر  امانهس  نیا در    یی کارا  ،یخصوص  میاز حفظ  بالا 

مدل بهآموزش  محلها  افزا  یصورت  وظا  شیو    ف یدقت 

 .مند استبهره یجهان  یهامدل وسیلةبهمختلف 

ادر دستگاه  هر  های  دادهمجموعه  ا یاش  نترنتیکل، 

 ،دورراه  از  یابر  انشیرا  ستمیسخاص خود را دارد و در  

  یمجاز  ابر  کی  ایشبکه    ةتوان در لبرا می  عیسرور تجم

مشارکتی بسته به عوامل   یریادگی مدل  هر    .[81]دادقرار

مزا معا  ایمختلف،  دارد  بیو  را  خود  برایخاص  مثال،    ؛ 

لب  یریادگی در  سرور  با  برا  ةمشارکتی    ی شبکه 

و    ی مکان  تیاز موقع  یکم، آگاه   ریکه به تأخ  یهایبرنامه

زم ن  ةنیاطلاعات  است  ازیشبکه  مناسب  در    ،[94]دارند، 

مبتن  یریادگی که  یحال   یبرا  ، ابرفضای  بر  یمشارکتی 

دستگا  یهایبرنامه گستردهبا  در یا  اش  نترنتیا  ةهای 

 ها مناسب است. آن هایازی مناطق مختلف و ن
 

 [42]   ا ی اش   نترنت ی ا   ی ها امانه در س   FL  ی کل   ی نما (:  10-شکل ) 

(Figure  10): Overview of FL in IoT systems 
 

 

برا  یریادگ ی-4-2-1-2  ا یاش  نترنتیا  در  تیامن  یمشارکتی 

 1IIOT  یصنعت

بدون  ی مشارکت  یریادگی مدل  آموزش  انتقال    ازین با  به 

مشترداده از  اصل   یها  سرور  مؤثر  ،یبه  از    یحفاظت 

  ی تیامن  ی هاسازوکار  ة. دامنآوردیکاربر فراهم م   ی هاداده

اشتراک  تواندیم به  و    یهایروزرسانه ب  یگذاربا  مدل 

دستگاه  دشدهیتول  یهاداده  قیتلف در  مشابه    یهااز 

قابلبه  ،مختلف  عیصنا در   ؛شود  تیتقو  یتوجه  طور 

پس  دربار   ی بررس   از   ادامه،  مرجع    ة مقالات 

ادغام    ی ت ی امن   ی ها سازوکار  و    ی ر ی ادگ ی مختلف 

 

1 Industrial Internet of Things (IIoT) 

مدل   ی مشارکت    ی ر ی ادگ ی و    ن ی ماش   ی ر ی ادگ ی   ی ها با 

کاربردها   ق، ی عم  چارچوب  در    ها روش   ن ی ا   ی به 

 . پرداخت   م ی خواه   ی صنعت   ا ی اش   نترنت ی ا 
 

   IIoTی ساز من ی ا   ی مشارکتی برا   ن ی ماش   ی ر ی ادگ ی -4-2-1-3

استفاده    ،صنعتدر  شده  دیهای تولداده  حجم  توجه به  با

ماشین  های  روشاز   بودیادگیری  نخواهد  .  [97]مناسب 

بسدر   صنا  یاریکل  نظارت سامانه  یدارا  ع یاز    ی های 

شده  دیهای تولداده  ،نی بنابرا  ؛ [98]ندامشابه   ایاش  نترنتیا

می طررا  از  دستگاه  ق یتوان  به   یهای تمام  منجر  که 

الگور  شیافزا ماشین  های  تمیدقت  در    شود مییادگیری 

 . آوردمشارکتی  قالب یادگیری

نگراننیابا امن  یاصل  یحال،  به  ست  هادادهت یمربوط 

آنهنگام  در  که   از  بهاستفاده  مها  .  [99]دیآیوجود 

مشارکتی  ماشین  تمرکز  عدم  کردیرو  لیدلبه  2یادگیری 

کاربردیتول  یهاداده دستگاه  در  تجم  یینها  شده   عیو 

توجه   کی در    نیماش  یریادگی   ی هامدل متمرکز،  سرور 

به  یادیز کردهرا  جلب  دو خود  در    است.  حمله  نوع 

صنعتی   اشیا  هکرها    یعنیاینترنت  و  شنود  شنوندگان 

  .[100]استه گرفتبحث قرار مورد

هنگامی(1 حمله  می  شنود:  دادهاتفاق  که  ازافتد    قیطر  ها 

ارتباطکانال شوند   ی های  ممکن    نیادر    ؛منتقل  حالت، 

،  فتدیاتفاق ب IoT3 یا مخزن نکیو س IoTگره  نیاست ب

از کانال  IoT  مخزن  سپس  ارتباطبه  سرور   یهای 

 انتقال یابد. متمرکز 

 کی  ؛ افتدکه در سرور متمرکز اتفاق می  یاهکرها: حمله(2

قراردر    4کنندهتعقیب است   سرور  قادر  و  دارد 

 دست آورد.هکاربر را ب  یهای واقع تیموقع

داده ابتدا  دستگاهدر  از  اها  هر  از    ایاش  نترنتیهای 

هوشمند سمی  دیتول  زمینه  این در  ی  صنعت    نکیشوند. 

 نترنت یهای مختلف اها از گرهداده   یآورجمع   یبرا  یمخزن

ازدر    ایاش ب  مییارتباطات س  ق یطر  صنعت  است    م یسیو 

می  یهایداده  که ارسال  متمرکز  سرور  به  که   ،شودرا 

چند  ؛کند می  یرمزگذار اطلاعات  سرور  مخزن   نیسپس 

داده  یآوررا جمع   ایاش  نترنتیا میو  مشارکتی  را    ؛ کند ها 

درک    قالب قابل   کی  هوشمند دانش را به  صنعت  سرانجام،

هر دو   تیاحتمال موفق  ط،یشرا  نیدر اکند.  می  ییرمزگشا

 ی ر یطور چشمگنوع حمله از جمله شنود و نفوذ هکرها به

م  رمزگذارداده  رایز  ؛ابد ییکاهش    دو   هردر  شده  ی های 

 مورد وجود دارد.

 

2 Federated ML (FML) 
3 IoT sink 
4 stalker 
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اصل  مشارکتی  یهدف  به   نیا   یادگیری  که  طور  است 

جهان  یجمع به  ی مدل  بدون  حرخطررا   م یانداختن 

اشتراک   ،ردیگفراها  داده  یخصوص به  گذاشتن  اما 

سرور  روزرسانیهب در  مدل  آموزش،   یطدر  های  مراحل 

مسئل به  است  دادهن  ةممکن  مانند  شت  حساس  های 

شخص شود  یاطلاعات  منجر  حربه  ؛کاربر  حفظ   م یمنظور 

مدل  یخصوص ماشینهای  در  روش،  یادگیری  در    یهایاز 

مشارکتی می  یادگیری  آن در  که    شوداستفاده  به  ادامه 

 شود:پرداخته می

ی  خصوص   م ی حر :  1یا افتراقی   تفاضلی ی  خصوص   م ی حفظ حر   •

تواند  ی را که م  ی های مقدار اطلاعات مربوط به داده  تفاضلی 

باشد،  در  ثالث    شخص   ل ی تحل و ه ی تجز   ی برا  دسترس 

حر [ 101] کند می   ف ی تعر  تحت  اطلاعات    ی خصوص   م ی . 

کرد   ی بند دسته  ی عنوان اطلاعات کل توان به را می   ی تفاضل 

دارا  به   ی که  مربوط  جمع   اطلاعات  نوع    ت ی کل  و  است 

خصوص   گر ی د  برخ   ی شخص   ی اطلاعات  از    ی است. 

  ة ارائ   ی برا   ی تفاضل   ی خصوص   م ی های چارچوب حر ی ژگ ی و 

  ی خصوص   م ی حساس و محافظت از حر   ی اطلاعات شخص 

کمی  حر ن ی ب از   ی ساز شامل  ترک ی خصوص   م ی رفتن  ،  ب ی ، 

حر  بسته   ی خصوص   م ی حفظ  و  از  گروه  پس  آن  شدن 

 پردازش است. 

تجزکیهمومورف  یرمزنگار  • و  محاسبه  بر   لیتحلوه ی: 

 یشود تا مهاجم براانجام می  یرمزگذار  کیتکن  اساس

 . [102]دشوار باشد اریبس  یاطلاعات اصل افتنی

چند  ةمحاسب  • اامن  آن   یمدل  نیجانبه:  در  که  است 

صورت مشترک و بدون درج اطلاعات  طرف به   ن ی چند 

می  محاسبه  ثالث  اشخاص  به [ 103] کنند به  اختصار،  . 

تضم داده   ی تفاضل   ی خصوص   م ی حر  را  کامل    ن ی های 

الگور   را ی ز   ؛ کند نمی  خصوص   تم ی اگر  به    ی اطلاعات  را 

اطلاعات  الگور   ی بند طبقه   عمومی   اشتباه    تمی کند، 

داده نمی  از  عل تواند  کند.  محافظت    ن ی ا   تمام رغم  ی ها 

شده  ثابت  حر   اشکالات،  در    ی تفاضل   ی خصوص   م ی که 

سنت   سه ی مقا  متمرکز  روش  رو ی با  حر   کرد ی ،    می حفظ 

 . [ 101] است   ی کارآمدتر   ی خصوص 

 
 ی صنعت ایاش نترنتیمشارکتی در ا قیعم یریادگ ی-4-2-1-4

مدلریاخ  یهاسالدر   ادغام  با    قیعم  یریادگیهای  ، 

اشیا   ل یدلبه  2لبههای  دستگاهمحاسبات  و    اینترنت 

با   یهالیتحل  ةارائ  ییتوانا محدود،    بلادرنگ  منابع 

  نیادر    ؛[104]استکرده  دایپ    یاندهیفزا  تیمحبوب

 

1 Differential Privacy (DP) 
2 edge 

را    یهای صنعتشرکت  3مشارکتی   قیعم  یریادگیراستا،  

  من یطور ارا به  قیعم  یریادگی   یهاسازد تا مدلقادر می

دستگاه ا  ایاش  نترنتیا  یهادر  کنند.    کرد، یرو  نیادغام 

غ   یچارچوب و  برا  رمتمرکزیامن  مدل  یرا    ی هاآموزش 

م   قیعم  یریادگی به  آوردیفراهم  زم  ژهیوو    یی هانه یدر 

ن تحل  ازیکه  و  پردازش  و    شدهعیتوز  ی هاداده  لیبه 

استبلا ارزشمند  دارد،  وجود   ل،یدل  نیهم  به  ؛درنگ 

مدلعدم  ةمسئل در    کی  به   قیعم  یریادگی   ی هاتمرکز 

چندبعد ن  شده  ل یتبد  یچالش  و    ازمندیکه  توسعه 

  فق ادغام مو  یبرا  نینو  یفناور  یهاچارچوب  یسازادهیپ 

لبه  قیعم  یریادگی محاسبات  ا  یابا    یایاش  نترنتیو 

 .است یصنعت

اصل    نترنت ی ا   ة حوز در    مشارکتی   ق ی عم   ی ر ی ادگ ی   ی هدف 

ارتقا ( IIoT)   ی صنعت   ی ا ی اش  از    ی فناور   ن ی ا   ی ها ت ی قابل   ی ، 

است که قادر به    ق ی عم   ی ر ی ادگ ی   ی ها مدل   ی ساز نه ی به   ق ی طر 

  کرد ی رو   ن ی . ا است هوشمند    ی ها ها به کارخانه تحول کارخانه 

کارا   ژه ی و به  بهره   یی بهبود  قرار   ها ستم ی س   ی ور و  هدف    را 

بررس دهد ی م  به  ادامه،  در  پارامترها   ی برخ   ی .    ی ضرور   ی از 

  ا ی اش   نترنت ی در ا   ق ی عم   ی مشارکت   ی ر ی ادگ ی ساخت مدل    ی برا 

 . شود ی پرداخته م   ی صنعت 
 

   FDL  یادگیری مشارکتی عمیق مدل  -4-2-1-4-1

عمیقمدل   مشارکتی  می  یادگیری  دورا  از  طرف    توان 

مشتری  رنده یگسیسرو پ   یا  سرور  در  کرد.    یسازادهیو 

شوند که  می  فیتعر  یهای خصوصشبکه سمت مشتری،  

از مدل کل   یادگیری عمیقمدل   استفاده  با  موجود    یرا 

فضا به  میتنظ  یابر  یدر  سپس    ؛کنند یم  یسازنهیو 

بهمدل تنظ  نهیهای  مستقر میو  مشتری  سمت  در  شده 

  وسیلةبهشده  دیتول  یمحل  یهاشوند و با استفاده از دادهمی

داده مدستگاه آموزش    پایانی دستگاه  سرانجام    ؛شوند یها 

مدل   عمیق شامل  مشارکتی  و   کمی   ار ی بس   یادگیری 

است.   در  در  فشرده  موجود  مدل  سرور،  فضای  سمت 

ش   ابری  ادغام  هر  ی روزرسان به   ی ها ب ی با  از  شده 

 . شود ی م   ی روزرسان مداوم به طور به   رنده ی گ س ی سرو 

در  که  شده  عیتوز  یانتخاب   یتصادف  بیش  یروش نزول

شده  [20] ابرمی  ،استارائه  مدل  در    ی برا  یتواند 

خصوصهب مدل  مکرر  موردمحل  یروزرسانی  استفاده    ی 

غ   نخستین  گیرد.قرار نام    رمتمرکزیمدل  با 

"ModelChain"    105]  نیچبلاک  یاز فناوربا استفاده    ,

حرشده  یطراح  [106 تا  انتقال    یخصوص  می است  در 

مدل    کیکه  ، هنگامینیابرعلاوه  ؛ کند   نیها را تضمداده

 

3 FDL 
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به مواز واحد  آموزش دستگاه  یتمام  انیم  یطور  ها 

جمعداده و  م  یآورشده  پردازش  از   توانیم   شود، یو 

 زمان استفاده کرد. ناهم ی تصادف بیروش نزول ش

 
 

   FDL یادگیری مشارکتی عمیق ةارتباط و شبک-4-2-1-4-2

از    یاصل  تیمز عمیقاستفاده  مشارکتی  در    یادگیری 

رو  قیعم  یریادگی  یهامدل  یاجرا    ی هادستگاه  یبر 

درگ  ایاش  نترنتیا اریو  در  مدل  نی کردن    فرایند ها 

ا  یریگمیتصم از    ییبا تمرکززدا  کرد،یرو  نینهفته است. 

و    یات یعمل  یی کارا  شیموجب افزا  ق، یعم  یریادگی   فرایند

 .  شودیم ایاش نترنتیا یهادستگاه نانیاطم تیقابل

 
 FMLو   FDL نی: تفاوت ب(2-جدول)

(Table  3): Difference between FDL and FML 

 

   : دهد نوع ارتباط را ارائه می   دو   یادگیری مشارکتی عمیق 
 

درون   ب  یستمیسکانال  کانال  در   .[59] ی ستمیسنیو 

بهقیعم  یمشارکت  یریادگی مدل  در   شدهیسازنه ی، 

م  یهادستگاه  یرو  یابر  یفضا مستقر  و    شودی لبه 

ب فضا  ایاش  نترنتیا  ی هادستگاه  نیارتباط    یابر  ی و 

 

1 Gradient 

 یخصوص  میو حر  تیحال، حفظ امننیابا  ؛دشویبرقرار م

جر ضرور  نیا  انیدر  کانال  در  است.    یارتباطات 

اجزایارتباطنیب لا  ی،  هر  در  سه  هیموجود  روش   به 

ارتباط    گریکد یمختلف مانند ابر، لبه و دستگاه انتهایی با  

می اصلبرقرار  هدف   قیعم  یمشارکت  یریادگ ی   یکنند. 

سحداقلبه درون  ارتباطات  و    یستمیرساندن 

ببیشینه به ارتباطات  ای  ستمیسنیرساندن  مهم   نیاست. 

پ  به  شبردیدر  شامل  مختلف  عملکرد،    یسازنه یاهداف 

هز  یی کارا  شیافزا کاهش  نقش    یهانهیو  ارتباطات 

 . کند یم  فایا یمهم
 

امن  یخصوص  میحر-4-2-1-4-3 مشارکتی   تیو  یادگیری 

   عمیق

  ی مختلف  یتیامن  داتیتهد   یبررس  به  [ 64]  پژوهش در  

شده که  پرداخته  اشتراکدر  است  به   یگذارهنگام 

دستگاه  قیعم  یریادگی  ی هامدل به    یابر  یهااز 

برعکس  ییانتها  یهادستگاه م  و  یادگیری    .کندیبروز 

عمیق به   قیعم  یریادگی  یهامدل  مشارکتی   یاگونه را 

به  کند یم  یطراح مربوط  اطلاعات  در  را    ها داده  که 

 دهد.  نشان نمی یابر یفضا

امن چالش  یتیمسائل  شامل  سرور  سمت    یی ها در 

ناش  که  اشتراک  یاست  به   یریادگی  ی هامدل  یگذاراز 

فضا  قیعم م  نی ا  ؛ندهست  یابر  یدر  به    توانندیمسائل 

محرمانگ به  مربوط  افزاداده  ی خطرات  و    ش یها 

 .  منجر شوند  یتیامن یهاسک یر

مشتردر    گر،ید  یسو   از امن  ،یسمت  از   یتیمسائل 

پ داده  یرمزگذار  قیطر و  آموزش  مراحل  در  از   شیها 

ابر سرور  به  براشوندیم  تیریمد  یارسال  و    ی.  کنترل 

به    یابر  یدر فضا  د یکه با  یی هاداده  زانیکردن ممحدود

گذاشته از    اشتراک  حر  یی ها سازوکارشود،    میمانند 

رمزگذار  یتفاضل  یخصوص استفاده   کیهمومورف  یو 

اشودیم و کاهش    یخصوص  میحفظ حر   به  هاروش  نی. 

امن  کمک  ی تیامن  یهاسک یر و    ی هافرایند  تیکرده 

 . کنندیم تیرا تقو قیعم ی مشارکت یریادگی
 

 

   FDLسازی بهینه-4-2-1-4-4

محدود  با  به  محاسبات  یهاتیتوجه  توان  و    ی حافظه 

 قیعم  یریادگی  یهامدل  یسازنهیبه  ،یینها  یهادستگاه

ا  یبرا در  کارآمد  دستگاه  ایاش  نترنتیاستقرار    ی هاو 

 است.  یضرور یامر یی نها
 

 FDL FML ویژگی

 ارتباطات 

مستق   ن یب  میارتباط 

ا و    ایاش  نترنتیابر 

 .است ریپذامکان

مستق و    نیب  میارتباط  ابر 

  ریپذامکان  ایاش   نترنتیا

 .ستنی

 میحر

 یخصوص

مستق  لیدل   میتبادل 

ب   نیاطلاعات 

  میحر  ها و ابر، دستگاه 

از   یخصوص کمتر 

FML است. 

  شتریب  یخصوص  میحر

 .است

  ة ریذخ

 اطلاعات 

عم  در  ی  خصوص   ق ی مدل 

 .شود حفظ می   ی ابر   ی فضا 

فضا   یاداده   چیه  ی در 

 .شودینم ره یذخ یابر

 ها روزرسانی هب

  های روزرسانی ه ب 

  ی مدل به فضا   1گرادیان 

 .شوند ارسال می   ی ابر 

 ی مارها آهای  روزرسانی هب

داده  به   ی محل  یهامربوط 

 .شوندبه ابر ارسال می

های دستگاه 

 ابر متصل به 

ادستگاه    نترنتیهای 

ابر    ماًیمستق  ایاش با 

 .ارتباط دارند

به دستگاه  لبه    ک ی عنوان  های 

  نترنت ی ا  های دستگاه  ن ی ب  واسط 

 .کنند و ابر عمل می   ا ی اش 

به   یدسترس

 مدل

مدل    یدسترس به 

  یفقط برا  ی وخصوص

دستگاه  و   ی هاابر 

 است. ریپذمجاز امکان

بهم در    یعموم  طوردل 

و  دستگاه   تمامدسترس   ها 

 دارد.ابر قرار

 هاکنترل داده 

داده  به کنترل  صورت  ها 

انجام   ابر  در  متمرکز 

 .شود ی م 

داده  بهکنترل  صورت  ها 

دستگاه   رمتمرکزیغ ها در 

 .شودیانجام م

 سازیبهینه

دل    ی دگ ی چ ی پ   ل ی به 

به    ق، ی عم   ی ها مدل 

 دارد.  از ی ن   ق ی دق   ی ساز نه ی به 

در  ها،  مدل  یسادگ  لیدلبه

 ی کمتر  یسازنهیبه  کل به

 دارد. ازین
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به  از  از   ،یافزارسخت   یسازنه ینظر  استفاده 

زمان    تواندیم   GPU  ی کیگراف  ی هاپردازنده کاهش  به 

افزا  یمحاسبات کند  شیو  کمک  پردازش   ؛سرعت 

از  ن،یابرعلاوه برنامه استفاده  واحد     ریپذمدارات  و 

تنش   تقو  زین  [107] گوگلپردازش  پردازش   تیبه 

م  قیعم  یریادگی   یهاشبکه  قابل  کند یکمک    ی هاتیو 

 . بخشدیرا بهبود م یپردازش

به  از الگور  یسازنه ینظر  مانند    ییهاتمیحافظه، 

م  صیتخص مشترک  به  توانندیحافظه   یسازنه یبه 

مدل مصرف   در  کنند   ق ی عم   ی ر ی ادگ ی   ی ها حافظه    ؛ کمک 

است    ی د ی کل   ی ها فرایند از    ی ک ی   ا ی پو   ی ز ی ر برنامه   ن، ی همچن 

برا  سرورها   ی ساز نه ی به   ی که  در    مورد   ی ابر   ی عملکرد 

مؤثر منابع    ص ی به تخص   فرایند .  [ 108] د ر ی گ ی استفاده قرار م 

مد  بارها   ت ی ر ی و  م   ی کار   ی بهتر  کارا   کند ی کمک  از    یی و 

پردازش   ی بالاتر  مح   ی ابر   ی ها در    شده ع ی توز   ی ها ط ی و 

   . ابد ی ی م   نان ی اطم 

 یریادگی  کرد یدو رو  ةسیبه مقا   (3)جدول    ،اختصاربه 

  .پردازدیمی  مشارکت  قیعم   یریادگی و    یمشارکت  نیماش

حر  ی بررس  مورد  کلیدی  یهایژگیو ارتباطات،    م یشامل 

  ی ها دستگاه   ها، ی روزرسان ه ب اطلاعات،    ةریذخ  ،یخصوص

  ی ساز نه ی و به   ها به مدل، کنترل داده   ی متصل به ابر، دسترس 

  ی ها آموزش و استقرار مدل   ة نحو در    کرد ی دو رو   ن ی ا   هستند. 

از  IoT)   ا ی اش   نترنت ی ا   ی ها دستگاه   ی برا   ن ی ماش   ی ر ی ادگ ی   )

   ند. ز ی متما   گر ی کد ی 

بین  یریادگیو    یمشارکت  نیماش  یریادگی انتخاب 

پروژه   یمشارکت  قیعم هر  خاص  نیازهای  و  شرایط  به 

مهم   بالا  دقت  و  سریع  آموزش  سرعت  اگر  دارد.  بستگی 

  ؛ تری استانتخاب مناسب یمشارکت  قیعم  یریادگیباشد،  

دادهدر   خصوصی  حریم  حفظ  اگر  سادگی  مقابل،  و  ها 

باشد،  پیاده برخوردار  بالایی  اهمیت  از    یریادگی سازی 

،  تازگی به .  بود تری خواهد  انتخاب مناسب  ی مشارکت  نیماش

یادگیری مشارکتی  در   یادگیری عمیق های ان مدل گر پژوهش 

برا  برنامه   IIoTهای  شبکه   ی را  جمله    ی متنوع   ی ها در  از 

و پردازش    ک ی تراف   ی ها همراه، شبکه   تلفن   ، ل ی اتومب  ی ها شبکه 

 اند. داده   شنهاد ی پ   ر ی تصو 
 

آموزش    IIoTدر    ن ی چ بلاک -4-2-1-5 از  استفاده  با 

 مشارکتی 

مشارکت مرکز  کیبه    طورمعمولبه  یآموزش   یسرور 

تمام   یمتک که    یهامدل  یهایروزرسانهب  یاست 

جمع   قی عم  یریادگی و    نیماش  یریادگی ا  ی آوررا    نیو 

جهان   هایروزرسانهب مدل  به  م  ی را    نیا  ؛ کندیمنتقل 

 ؛ ردیگقرار  یتیمعرض خطرات امندر  ممکن است    فرایند

 شوندیسرور منتقل م  به  هایروزرسانهکه بیزمان  ژهیوبه

جهان   ای م  انیمشتر  رایب  یمدل  براشودیارسال   ی . 

ا با  فناور  ،ی تیامن  یهاچالش  نیمقابله  از    یاستفاده 

راهبه  نیچبلاک م   یحلعنوان  مطرح  که    شودیمناسب 

مدل را فراهم    یهایروزرسانهب  ریرناپذییتغ  ةریامکان ذخ

مدل پژوهش .  آوردیم معرف   من ی ا   ی گران    د ان کرده   ی را 

بلاک  به   ن ی چ که  چارچوب را    ی برا   رمتمرکز ی غ   ی عنوان 

م به   ی سنت   ی مرکز   ی سرورها   ی ن ی گز ی جا  و    برد ی کار 

تار  داده   ی خ ی اطلاعات  به شکل  برابر  در  مقاوم    ی ها را 

ای دیگر  در مطالعه .  [ 109] کند ی م   ره ی ذخ   ی کار دست 

را در گره، بلوک    ی ت ی از مسائل امن   ی برخ گران  پژوهش 

چارچوب   قرار   مورد و  از    دادند   بررسی  استفاده  با  که 

طراح   در   ن ی چ بلاک  مشارکتی  و    اند شده   ی آموزش 

  ی آموزش   ی ها سامانه   ی طراح   ی برا   یی راهکارها 

 . [ 110] اند ارائه داده   تر من ی ا   ی مشارکت 
 

 گره   تیامن -4-2-1-5-1

امن  از از  به کنترل مجوز گره   نیچگره، بلاک  تینظر  ها 

ها با استفاده از  داده  تی اتحاد و حفظ امن  ةری زنج  قیطر

مگره  ةریزنج بپردازدیها  انجام  با  گره  هر    ی روزرسانه. 

به  ا یپارامترها   مدل  ماصلاحات  ا  شودیروز   نیو 

زنجبه  هایروزرسانهب تغ  یاره یصورت    رهیذخ  ریرناپذییو 

  نانیها و اطمگره  یاعتبارسنج  یبرا  نیهمچن  ؛شوندیم

م  یهاتیفعال  نبوداز   اجماع   توانیمخرب،  سازوکار  از 

کرد  تهیکم گره  ته،یکم  ؛ استفاده  شامل  معتبر   یهاکه 

به گره اجازه م  یهااست،  ب  دهدیمعتبر    ها یروزرسانهتا 

وز رآموزش مؤثر به   یرا برا  یرا ارسال کرده و مدل جهان 

مخرب باشد،    یااز گره  یروزرسانهمقابل، اگر بدر  کنند.  

مشارکت ببه  یآموزش  آن  از  خودکار    یروزرسانه طور 

مصرف تأث  کندینظر  از  جهان  رب  یمنف  راتیتا    ی مدل 

 شود.  یریجلوگ
 

 مدل   تیامن -4-2-1-5-2

  م یتبادل مستق  نبود  لیدلها بهداده  ، یر آموزش مشارکتد

ب ا  یمشتر  نیاطلاعات  سرور    ؛ مانندیم  یباق   منیو 

ساخته    یسرور مرکز  یکه بر رو   یحال، مدل جهان نیباا

امن  شود،یم خطرات  معرض  دارد  یتیدر  جمله    ؛قرار  از 

سا غ   یبریحملات  افراد  توسط  است  ممکن   رمجازیکه 

  یریپذیتمرکز و دسترس  لیدلهخطر ب  نی. اردیصورت گ

مرکز سرور  در  مدل  مدل  شتریب  یبالاتر    ی هااز 

سرورها  شدهرهیذخ حفظ   ن،یبنابرا  ؛است  یمحل  یدر 
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  ده یدشده و آموزشساخته   یهاو حراست از مدل  تیامن

 . است یاتیح یامر(، مرکزی و محلی)  دو سرورهر در 

زم   ی صنعت  یایاش  نترنتیا  ی هادستگاه  ةنیدر 

کهشده  یطراح  یاگونهبه   IIoTهای  دستگاه طور به  اند 

را   مدل  از  مستقل  استفاده  محلدادهبا  آموزش   ی های 

طور ر دستگاه بههآموزش،    فراینددهند. پس از اتمام  می

را به گره لبه ارسال خود    ی های محلروزرسانیهب  مستقل،

به  .کند می که  لبه،  نقطگره  یک  عمل    ةعنوان  تجمع 

از تمامی دستگاهروزرسانیهکند، بمی ای  ه های محلی را 

کند که در  ی دیگر ارسال میآوری و به گرهمتصل جمع 

ب اروزرسانیهآن  گرهها  تمام  میز  تجمیع  لبه    ؛ شودهای 

بر  شوند که  پس به بلوکی تبدیل میها سروزرسانیهاین ب

 چینبلاک   ةزنجیر  ردادهای هوشمند تأیید و بهقرا  اساس

کاری و ایمن  طبیعی ضد دست طورشود، که بهپیوست می

تمام  در    ؛است مرکزی  سرور  های  رسانیروزبهنهایت، 

از  پس  و  دریافت  جهانی  مدل  آموزش  برای  را  محلی 

های مدل جهانی را به تمامی  روزرسانیه آموزش، ب  فرایند

میگره ارسال  لبه  تا  های  انتهایی  های  دستگاه کند 

گره  این  به  به متصل  شوند ها  روش    .روزرسانی  این 

در  بهینه  مدل  توزیع  و  اینترنت  محیط سازی  های 

به   ی اشیا  کارا   صنعتی  و  امنیت  آموزش  حفظ  یی 

می  کمک  چالش حالی در    ؛ کند مشارکتی  های  که 

دقت  دو سرور مرکزی و محلی به هر  امنیتی مرتبط با  

 .شود مدیریت می 

  ی شده است که برا  یطراح  یاگونه  چارچوب به   نیا

با    قابل  یواقع   یای دن  یکاربرد  یهابرنامه و  توسعه 

باشد   یوهایسنار سازگار    ر،یاخ  هایپژوهشدر    . مختلف 

تکنولوژگرپژوهش از  استفاده  با   نیا  ن،یچبلاک  یان 

حوزه  در  را  تصو  یهاچارچوب  شبکه   ریپردازش    ی هاو 

گرفتهبه  هینقل  لیوسا در  استفاده    مورد  کردی رواند.  کار 

  نترنت ی در چارچوب ا   ی آموزش مشارکت   ، ها پژوهش   ن ی ا 

مطالع در  .  است بوده   ی صنعت   ا ی اش  مستقل،    ة چند 

آموزش مشارکت   ی مبتن   ی گران چارچوب پژوهش  را    ی بر 

شبکه   ع ی صنا   ی برا  بهداشت،  جمله  از    ی ها مختلف 

دفاع راه  سازمان  و  اجرا    ی طراح   ی آهن  و 

ا [ 113-111] اند ده کر  نشان   ن ی .    ة دهند مطالعات 

چارچوب در    ن ی ا   ع ی کاربرد وس   ت ی و قابل   ی ر ی پذ ق ی تطب 

 است.   ی متنوع صنعت   ی ها بخش 

با    یمشارکت  یریادگیدر    یخصوص  میحفظ حر  برای

در    تنوعیم  یهاروشاز    ی، صنعت  ایاش  نترنتیاستفاده از ا

دو سطح ارتباطات دستگاه به لبه و لبه به مدل مشترک  

م  به  یی کارا  کرد یرو  ن یا.  شودیاستفاده    یروزرسانو 

 میحر نیبا استانداردها و قوان دهد، یم شیمشترک را افزا

مطابقت دارد و از اطلاعات حساس در تبادلات    یخصوص

م در    یمشارکت   ن یا  ا ب  ؛ کند یبرابر سوءاستفاده محافظت 

به  توانیم  روش حفظ زمان  هم  یسازنه یبه  و  عملکرد 

 ها پرداخت.داده تیامن

  ی هابرنامه  یبررس  به  بخش پیوست(در  )  ( 4)جدول  

  نترنت یا  ةحوزدر  تلفن همراه    یهادستگاه  یبرا  یکاربرد

از  برنامه  نیا  ؛پردازدیم  ایاش  ةشرفتیپ   یهاروش ها 

 یریادگیو    ی مشارکت  یریادگی  ژه یبه و  ن،یماش  یریادگی

کاربران   ةارائ  یبرا  قیعم به  کارآمد  و  هوشمند  خدمات 

را مرتبط   ینکات مختلف  ریمطالعات اخ  .کنندیاستفاده م

  ةتوسعجمله    ؛ ازانددهکر  لیتحل  و  هیها تجزبرنامه  ن یبا ا

استراتژ  د یکلواژگان صفحه  از  استفاده    ی های بدون صدا، 

مدل  یجادر    یانطباق   نیانگیم پ متوسط    ی نیبشیها، 

صفحه   یبعد  ةکلم ک  ،یمجاز  دیکلدر   ت یفیبهبود 

  ی نیبشیپ   ،یمجاز  دیکل صفحه   یجووجست   شنهاداتیپ 

متن    یموجیا فعال پ ی تا از  شناخت  و    ی ها ت ی شده 

مورد برنامه   ن ی ا در    ی انسان  است.  گرفته   قرار   ی بررس   ها 

برنام  ب   ن ی ا در    ی کاربرد   ة هر  و    ها ت ی محدود   ا جدول 

 . است شده   ی خاص خود معرف   ی ا ی مزا 

ا  همراه ب   های تلفنهای کاربردی در دستگاهبرنامه

از  بهره پیشرفتروش گیری  به   ةهای  ماشین،    یادگیری 

یا دست  چشمگیری  ، ایمزا  نیا  ةجمل  از  ؛اندفتهمزایای 

صفحه  واژگان  تنوع    به  کهست  صدا  بدون  دیکلگسترش 

کارا بهبود  و  م  ییمحتوا  علاوه،  به  ؛[ 80]کندیکمک 

استراتژ از  در    یانطباق   نیانگیم  یاستفاده  وزن  با 

افزا  یهامدل و  عملکرد  بهبود  را   شیاستاندارد،  دقت 

م با  برنامه  نیا  ن،یهمچن  ؛[ 114]کندیفراهم  ها 

مدل  یریگبهره محدر    RNN  ی هااز  و    ی هاطیسرور 

قابل   ، یمشارکت فراخوان  یتوجه  بهبود  اطلاعات    یدر 

تابع    .[115]کنند یم  جادیا تحدب  از  استفاده  با  آموزش 

مدل و  را    یریادگی  فرایند  ،ترابری  ونیرگرس  یهاخطا 

م کارآمد  و  دست[95]سازدیساده  بهتر    به  یابی.  عملکرد 

به آموزش  کی  نسبت  نشان  ةد یدمدل    ة دهندسرور، 

ا  یوربهره  لیپتانس.  [116]هاستبرنامه  نیبالاتر 

چارچوب   قیعم  یتیتقو  یریادگی  یسازکپارچه ی و 

س  ی مشارکت  یریادگی بهبود    تلفن  ةلب  ستمیبا  همراه، 

ارائه مدر برنامه  یی گراو هم  یریادگی را    ؛ [117]دهدیها 

سرو  شنهادیپ   ن،یهمچن استقرار  از   ی آگاه  سیطرح 

امن  ةهنددن نشا  یخصوص  میحر به  حر  تیتوجه   میو 

برنامه  یخصوص از    .[118]ستهادر  استفاده 
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ا  ی گروه  یسازنهیبه  یهای استراتژ  عملکرد  بهبود    ن یبه 

مبرنامه کمک  شناسا[119]کندیها  رد   یی .  کردن و 

د   یهای مشتر از  بهبود   ییا یمزا  گریاشتباه  به  که  است 

مبرنامه  نیا  یکاربر  ةتجرب کمک  در  .  [ 120]کندیها 

  ی هاداده  عیبا تجم  یامن مشارکت  یریادگیادغام    ت، ینها

تضم حر  ةکنندنیامن،  ا  یخصوص  میحفظ    ن یدر 

 . [121]هاستبرنامه

دستگاه  یکاربرد  یهابرنامه با   تلفن  یها در    همراه 

مزا با محدود  قابل  یایوجود  است  ممکن    ی هاتیتوجه، 

شوند هروب  یمتعدد برایرو  تک  ؛  حالت    بر   هیمثال، 

مآموخته   یاحتمال قابل  تواند یشده  کاهش    تیباعث 

ا  نانیاطم به  اعتماد  شودبرنامه  نیو  مقاومت  [80]ها   .

نودر  مدل    ی ناکاف باعث    تواندیم  نه،یزمپس  فةبرابر 

و    یپرسش  یهاط یکاهش دقت عملکرد در مواجهه با مح

 .  [114]شود دهیچیپ 

به  یارتباط  ةنیهز   ی اساس   تیمحدود  کیعنوان  بالا، 

استفاد  تواند یم برنامه  ة مانع  از  شودگسترده    . [115]ها 

ز  ستفادها تعداد  مدل  یادیاز  آموزش  در  ها،  پارامتر 

افزا مد  یدگ یچیپ   شیموجب  در  مشکلات  و    تیریو 

م آن   یروزرسانبه ارز[95]شودیها  در  ها،  برنامه  ی ابی. 

تفاوت    ی مسائل مشتر  ةحافظدر  مانند    نبود   ، انیپنهان 

 ةشناخت نحو نبودو    [116]قابلیت مقایسه در آزمایشات 

محاسبات  عیتوز سنار  ی بار  م  یهاویدر    تواند یناهمگن 

  جاد یا  ی از منابع محاسبات  نهیبه  یوربهره  یرا برا  یموانع

تنها    .[117]کند اساس  کیاگر  تحرک  مدنظر   یمدل  را 

چند  [119]هیمد  قرار از  استفاده    نی و  لبه  ابر 

محدود  ،[118]مینکن با  است  رو  هروب  ییها تیممکن 

چالشدر  که    میشو با  نبرخورد  و    متنوع  یازهای ها 

مشکلاتبرنامه به  ی ها،  آورندرا  دقت    ن،یهمچن  ؛ وجود 

مدلپایین به  نسبت  متمرکز  تر    ی معمارو    [120]های 

ن برنامه   ی ساز اده ی پ   ی برا   ده ی چ ی پ  مهارت    از ی ها،  و  دانش  به 

توسعه  در  برا   ت ی ر ی مد   و   بالا  است  ممکن  که    ی دارد 

 . [ 121] کند   جاد ی ا   ت ی محدود   ران ی دهندگان و مد توسعه 

روگرپژوهش بر  قوت  یان  برنامه  و  نقاط    ی هاضعف 

کرده  یکاربرد تجربتمرکز  تا  بهبود    یکاربر  ةاند  را 

را بهبخشند و توسعه و عملکرد آن کنند. با    یسازنه یها 

  ی هاینوآور  ن،یماش  یریادگی   یهای تکنولوژ  شرفتیپ 

برنامه  یر یچشمگ   دار یپد  ایاش   نترنتیا  یکاربرد   یهادر 

 یایکاربران در دن  یرا برا  یدی دج  اتیخواهد شد و تجرب

همراه    تلفن  یهابه ارمغان خواهد آورد. دستگاه  تالیجید

 د. عمل خواهند کر  ها ی نوآور نیقوت ا عنوان نقطه به

پیوست(در  )  (5)جدول   از   یاخلاصه   بخش 

اخ بر    دیبا تأک  یمشارکت  یریادگی  ةنیدر زم  ریمطالعات 

ا  تیامن م  یصنعت  یایاش  نترنتیدر  سهدهدیارائه   .  

اصل شامل    نیا  یبخش    نیماش  یریادگیجدول 

ا  یمشارکت  ق یعم  یریادگی  ،یصنعت  ایاش  نترنتیدر 

ا  یمشارکت بلاک  یصنعت  ایاش  نترنتیدر    نیچو 

ا  یمشارکت بخش،  هر  در  است.    یصنعت   ایاش  نترنتیدر 

الگور  اتیجزئ با  و    ها روشکاربردها،    ها، تمیمرتبط 

زمدر  موجود    یهاچالش موردبه  نه یهر    یبررس  دقت 

 :استگرفته  رقرا
ا   ی مشارکت   ن ی ماش   ی ر ی ادگ ی    : ی صنعت   ا ی اش   نترنت ی در 

ا  الگور   ن ی در  ،  FTM   ر ی نظ   یی ها تم ی بخش، 

Primalchain  Tensor Ridge Regression    مورد  

  ی در کاربردها   ها تم ی الگور   ن ی ا   ؛ اند قرارگرفته   ی بررس 

از  طب جمله    مختلف  زبان  تشخ   ی ع ی پردازش    ص ی و 

 .اند شده   ی بررس   ی رپرداز ی تصو   ا ی گفتار  

ا  یمشارکت  قیعم  یریادگ ی   نیا  :یصنعت  ایاش  نترنتیدر 

بررس به  چارچوب   ها تمیالگور  یبخش    ی تیامن  یهاو 

ا الگورپردازدیم  یصنعت  ایاش  نترنتیدر    یی هاتمی. 

-DeepPAR  ،DeepDPA ،Double Q  همچون 

Deep Qnetwork   و FedGRU  ی بررس   مورد  

ا قرارگرفته  زم   ها تم ی الگور   ن ی اند.    ی ها نه ی در 

  ی ها شبکه   ا ی هوشمند    ی ها کارخانه   ر ی نظ   گون گونا 

 . رند ی گ ی م استفاده قرار   مورد   ک ی تراف 

ا  یمشارکت  نیچبلاک   نیا  :یصنعت  ایاش  نترنتیدر 

به   اخ   ی بررس بخش  مطالعات  و    ة حوز در    ر ی روندها 

.  پردازد ی م   ی صنعت   ا ی اش   نترنت ی در ا   ی مشارکت   ی ها ن ی چ بلاک 

ا   ها ن ی چ بلاک   ن ی ا  افزا   ی همکار   جاد ی به  و    ش ی چندجانبه 

 .کنند ی کمک م  IIoT ی ها داده   ت ی امن 

در    هاپژوهشآن است که  انگریب ریمقالات اخ ةمطالع

ا  ی مشارکت  یریادگی  ةنیزم   یصنعت  یایاش  نترنتی در 

(IIoT)مختلف از    یهانه یعملکرد در زم  یسمت ارتقا، به

  یسازنه یها و بهداده  تی ریها، مدداده  یسازره یجمله ذخ

فناور  تیریمد گام    یمنابع  ارتباطات  و  اطلاعات 

ابرداشته  اهم  نیاست.  بر  از    یریگبهره  تیمقالات 

 میو حر  تیامن  تیتقو  یبرا  IIoTدر    یمشارکت  یریادگی

کاراداده  یخصوص بهبود    یریادگی   ی هامدل  ییها، 

 یمصرف انرژ  یسازنه یو به  شدهعیتوز  طیدر شرا  نیماش

مرور    و   به نقد   ها پژوهش  ن یراستا، ا  نیادر    ؛دارند   د یتأک

قب  م یمفاه از  اشتر  لینوآورانه  و    یگذاراک به  داده 

  ی ریادگی و    پردازند یم  IIoTآموزش مدل در    یهافرایند

  یو کارآمد برا یتخصص کردیرو کیعنوان را به یمشارکت
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منابع    یسازنه یبه و  ترس  نیادر  عملکرد    میحوزه 

).  ندکنیم پیوست(  در  ) (  6جدول  به به  بخش    اختصار 

 .پردازدیحوزه م نیا ریمقالات اخ
 

 مشارکتی   ی ر ی ادگ ی در    ی خصوص   م ی حفظ حر -4-2-1-6

حر  حالدر  مشارکتی    یریادگی سطح    یخصوص  میحاضر 

به   نسبت  را   کیدر    یسنت  نیماش  یریادگیافراد 

افزا  ةدادمجموعه  ایم  شیثابت    م یحر  ش یافزا  نیدهد. 

طر  یخصوص ن  قیاز  انتقال    ازیکاهش  دادهبه  به  کل  ها 

ها  آموزش مدل   یاز آن برا  میمستق  ةشخص ثالث و استفاد

  ، ی مشارکت  یریادگیدر    گر،ی د  عبارتبه  ؛شودیم   جادیا

محلداده پارامترها  شوند یم  ینگهدار  ی ها  تنها  مدل    یو 

اشتراک گذاشته م  صورتبه به  ا  شوند، یامن  از    ن یکه  امر 

شخص  میمستق  یدسترس اطلاعات  توسط   یبه  حساس 

جلوگ ثالث  استنتاج   همچنین،  ؛[61] کندیم  یریشخص 

ب  یازین حساس  اطلاعات  ارسال  ثالث    شتریبه  شخص  به 

خود در    یدستگاه شخص  قیطر  از  ی مدل جهان  رایز  ؛ندارد

 . [20]دسترس افراد است

تا    دهدیبه افراد اجازه م   یخصوص  م یبهبود در حر  نای

مدل خود را با سرور به اشتراک بگذارند،    یفقط پارامترها

ا ا  یهاداده  نکهیبدون  شود.  منتقل  سرور  به   نیکامل 

ا  یژگیو افراد  به  م  نیمهم  را  فعالا  دهدیامکان  در    نهکه 

کنند  یریادگی  فرایند حریحالدر  ؛ مشارکت  حفظ    م یکه 

   .کنندیم نی تضم زیخود را ن یصوصخ

پ   با  زم  ها شرفتیوجود  در    یخصوص  میحر  ةنیدر 

بی مشارکت  یریادگی وزن  روزرسانیه،    بیش  یا های 

افراد ممکن است اطلاعات مربوط به یبارگذار شده توسط 

 ی مواردخصوص در  امر به  نیا  فاش کند؛را    رهای کاربداده

  ر یمقاد  ای   ها یژگیوزن به و  سیدر ماتر  ی خاص  یهاکه وزن

داده م   ی هاخاص  صدق  باشد،  حساس   برای  ؛کند یفرد 

  ی کلمات خاص   ی حاو ممکن است  ها یروزرسانهب ن یمثال، ا

ها  روزرسانی ه ب   ن ی . ا [ 145] زبان مدل باشند   ی ن ی ب ش ی در پ 

در    ی برا  که  و همچن   ی ر ی ادگ ی هر مشتری    ن ی مشارکتی 

تجم  می   ی ع ی سرور  دس شرکت  در  این  .  است   ترس کند 

چالش  از  نشان  به  مسئله  نیاز  و  ب حل راه ها    شتر ی های 

 . دارد   نه ی زم   ن ی ا در    ی خصوص   م ی حفظ حر   ی برا 

) 7) جدول   پیوست( در  (  از  خلاصه   بخش    ی ها ژوهش پ ای 

زمین  در  مکانیسم   ة مهم  بر  تمرکز  با  مشارکتی  های  یادگیری 

دنبال  ها به ژوهش پ این    ؛ دهد فزایش حریم خصوصی را نشان می ا 

آموزش  هنگام در ها برای حفظ حریم خصوصی داده  هایی کار راه 

 . صورت مشارکتی هستند های یادگیری ماشینی به مدل 

اساس پژوهش  بر  دستها  بررسی  مکانیسم  ةدو  های  اصلی 

حریم خصوصی   د:زمینه وجود دار  ایندر  حریم خصوصی  

چندو  1 (DP) تفاضلی ایمن   (SMC)2. حزبیمحاسبات 

های  محافظت از داده  برای  کلدر    تفاضلیحریم خصوصی  

سروردر  محلی   می برابر  با   .شوداستفاده  روش    این 

نواضافه را حفظ ها، حریم خصوصی آن به داده  فهکردن  ها 

دسترس  ی حت  ب،یترت  نیا  به   ؛کند می مدل    به  یبا 

درست    ده، یدآموزش  استنتاج  دادهدر  امکان    یهامورد 

ندار  یخاص   م یبه حفظ حر  از یکه ن  ییهانهیدر زمد.  وجود 

مدلداده  یخصوص آموزش  در  حرها  دارد،  وجود    م یها 

 . کندیعمل م  یخوببه یتفاضل یخصوص

ا از   برای  کلدر  ی  حزبچند  منیمحاسبات  محافظت 

محلی  داده دستگاهدر  های  سایر  مشارکتی    های برابر 

میا با ستفاده  روش  این  به  شود.  محاسبات  صورت  انجام 

دادهشده،  رمزنگاری خصوصی  میحریم  حفظ  را    ؛ کندها 

در  شده،  یامکان انجام محاسبات رمزنگار  لیدلبهاین روش  

  ی همکار  گری کدیبا    خواهندیدستگاه م  نیکه چند  مواردی

همچن و  باداده  ی خصوص  میحر  نیکنند  شود،    د یها  حفظ 

 بخش است.اثر یحزبچند منیمحاسبات ا

رو  هاپژوهش در  تنوع  از  حری  کردهاینشان    میحفظ 

به  نیا  .دارد  ی مشارکت  یریادگیدر    یخصوص   ل یدلتنوع 

  از   ؛وجود دارد  نهیزم  نیا در  است که    یمختلف  یهاچالش

  ی محل  یهااز داده  حفاظتتوان به  این رویکردها می  ةجمل

سروردر   داده  حفاظت،  برابر  سادر    یمحل  یها از    ر یبرابر 

و  محاسبات  ییکارا  حفظمشارکتی،    یهادستگاه  حفظی 

 . کردی اشاره نیماش یریادگی  یهادقت مدل

در    یخصوص  میحفظ حر  یرابمناسب    سازوکارانتخاب  

شرای  مشارکت  یریادگی ن  طیبه  پروژه  هر  خاص    یازهایو 

مکانیس  به(  7)  جدولرد.  دا  یبستگ مختلف متفصیل  های 

و مرجع مربوطه را    پژوهشهر    ةحریم خصوصی، سهم عمد

 . دهد شرح می
 

 یادگیری مشارکتی در انفورماتیک سلامت -4-2-1-7

افزا  حالدر   با  جمع  ش یحاضر،  قابل  ت،یروزافزون    فشار 

ب  یتوجه پزشکان  و  کارکنان  در    ژهیوبه  هامارستان یبر 

بهداشت  ةارائ   ةنیزم درمان  یخدمات    نیا  ؛ داردوجود    ی و 

د. رفع  شو خدمات منجر    ت ی ف ی به کاهش ک   تواند ی فشار م 

ن   ن ی ا  قابل   ی ها حل راه   ة ارائ   ازمند ی چالش  و    کارآمد 

طر   ی د ی جد   ماد اعت  پ   ی مند بهره   ق ی از    ی ها شرفت ی از 

افزا   ن ی ا در    ؛ است   ی فناور و علم  و    ی ور بهره   ش ی راستا، 

طر   ی مارستان ی ب   ی ها فرایند   ی ساز نه ی به    ی ر ی گ بهره   ق ی از 
 

1 Differential Privacy (DP) 
2 Secure Multi-party Computation (SMC) 
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فناور   م   تواند ی م   ن ی نو   ی ها ی از  بهبود  در    ی ثر ؤ نقش 

وارده    ی بهداشت و درمان و کاهش فشارها   نظام عملکرد  

را    ماران ی ب   ت ی رضا   ش ی افزا   ن ی همچن   ؛ د ن ک   فا ی بر پرسنل ا 

 . [ 58] همراه خواهد داشت   به 

ده پ   ر،یاخ  ةدر  را  عیسر  شرفتیبا  و    انه یعلوم 

از اطلاعات در    یاحجم گسترده   ،یافزارسخت  یهایفناور

مراقبت  یهانه یزم جمله  از  در    یبهداشت  یهامختلف 

درمان  اریاخت صنا  مهیب  یهاشرکت  ماران،یب  ،یمراکز   عیو 

به  نیا  ؛استگرفته  قرار  ییدارو منبعاطلاعات    یعنوان 

ب و  برا  یفراوان  یهافرصت  سابقه،یارزشمند   یرا 

  ها، یفناور  نیا  است.علوم داده به ارمغان آورده  یهایفناور

تحل از  استفاده  بداده  ل یبا  استخراج  و    قابل   ی هانشیها 

چشم  توانندیم  استفاده ک  یریگبهبود    ة ارائ  تیفیدر 

ا در  احوزه  ن یخدمات  پ   . [84]کنند  جاد یها   شرفتیبا 

مصنوعی  یهایفناور بسیاری   یکاربرد  یهابرنامه  هوش 

زم هز  هدف  با  سلامت  ةنیدر    ، کار  یروین  یهانهیکاهش 

از   ی کی ؛ اندافتهیتوسعه وری و افزایش بهره ی انسان یخطاها

مصنوعیمهم    یکاربردها سلامت،    ةحوزدر    هوش 

ابتدادر    های ماریب  صیتشخ از   .است  ییمراحل  استفاده  با 

مصنوعی  ی های تکنولوژ   ها یماریب  صیتشخ  فرایند  ، هوش 

نتا  افتهیبهبود   آمدهبه  یثرؤم  ج یو    نیا  ؛استدست 

ارائه  ها ی تکنولوژ مراقبتبه  این    یبهداشت  یهادهندگان 

شده،  یآورجمع  یهاتا با استفاده از داده  دهندیم  را  امکان

را تجربه    مارانیمراقبت از ب  تیفیک  شیو افزا  ییبهبود کارا

هوش.  [41]کنند ت  سلام   ة حوز در  مصنوعی    کاربردهای 

زمینه  می شامل  متنوعی  هوشمند    ؛ شوند های  تشخیص 

گیری از دانش خبره،  ها، کشف داروهای هدفمند، بهره بیماری 

ژن   تشخیص  مدیریت  دقیق  و  پزشکی  تصاویر  تحلیل  ها، 

های کاربردی  این زمینه   ة جمل   از   1الکترونیک سلامت   ة پروند 

   . هستند 

  ی هوش مصنوع   یجامع به کاربردها  ینگاه  (11)شکل  

ارائه م  ةحوزدر     یهافرایندبهبود    که سبب  دهد یسلامت 

مد  یریشگیپ   ص،یتشخ ب  دشومی  هایماری ب  تیریو   رایو 

را   یقدرتمند  یابزارها ،یبهداشت یهادهندگان مراقبتارائه 

بهداشت  یارتقا  یبرا م   یسطح خدمات  پنج    .کنندیفراهم 

شکل  یدیکل  ةداد  بعمن داده  (11)  در  کشف    ی هاشامل 

داده دارو،    ی هاداده  ،یژن  قیدق  صیتشخ  یهاهدفمند 

پزشک  یهاداده  ، یپزشک  ریتصاو و   کیالکترون  یسوابق 

  یکه هوش مصنوع   هستند  یدانش تخصص  ةنقش  یهاداده

 . بردیها بهره مو مؤثرتر از آن  ترقیدق یهاص یتشخ یبرا

 

1 Electronic Health Record (EHR) 

مجموعه  ی هاداده دارو،  هدفمند  از   یاکشف 

ند که  اییایمیش  باتیها و ترکاطلاعات مربوط به مولکول

توسع  یطراح  یبرا  توانندیم  مورد  د یجد  ی داروها  ةو 

قرارگ ارندیاستفاده  اطلاعاتداده  نی.  شامل  مانند    یها 

مولکول ب  ،یساختار  فعال  ییایمیوشیخواص    ی هاتیو 

 . ندها هستمولکول  یستیز

 

  صیدر تشخ مصنوعیکاربرد هوش  (:11-شکل)

 [41]سلامت  حوزة  هوشمند

(Figure-11): Application of artificial intelligence in 

intelligent health diagnosis 
 

 

اطلاعات    یامجموعه   ،ی ژن  قیدق  صیتشخ  ی هاداده از 

  هستند   ها یماریها با بها و ارتباط آنژن  یمربوط به توال

برا ارائ  هایماریب  ترق یدق  صیتشخ   یکه    یهادرمان  ةو 

  ر یتصاو  یهادادهشوند.  می  استفاده   شدهی سازیشخص

تصاو  یامجموعه   ،یپزشک روش  ر یاز  از    ی هاحاصل 

تصو اشع  یربرداریمختلف   ،یآآر ام  کس،یا  ةمانند 

ها اطلاعات  داده  نیا  ؛هستند   یاسکن و سونوگرافیتیس

بدن  در    یارزشمند عملکرد  و  ارائه  مورد ساختار  انسان 

م  کنندیم   ی بررس  ها،یماریب  صی تشخ  یبرا  توانندیو 

برنامه  مارانیب  تیوضع مناسب    یهادرمان  ی زیرو 

قرار پزشکی  داده.  رندیگمورداستفاده  سوابق  های 

تاریخچالکترون به  مربوط  اطلاعات  شامل  پزشکی،   ةیک 

درمان و  مصرفی  انجامداروهای  بیماران های  برای  شده 

مداده  نای  ؛هستند   ی هامراقبت   ةارائ  یبرا  توانندیها 

پ   شده ی سازیشخص ب  ی نیبشیو  به  ابتلا    ها یماریخطر 

قرار تخصص  ةنقش  یهاداده  .رندیگمورداستفاده   ،یدانش 

به    یامجموعه  مربوط  اطلاعات  و  د   ات، ی تجرب از  انش 

حوز  متخصصان  و  پزشکان  در    ة تخصص  سلامت 

پزشک   ی ها نه ی زم  شامل  داده   ن ی ا   ؛ است   ی مختلف  ها 

  ، ی ص ی تشخ   ی ها روش   ها، ی مار ی ب   مانند علائم   ی اطلاعات 

جانب  یهادرمان عوارض  و  که    یمؤثر  هستند  داروها 

تشخ  یراب  توانندیم دقت    ی هادرمان   ةائار  ص،یبهبود 

 . رندیگاستفاده قرار مورد  یپزشک ی مؤثر و کاهش خطاها
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مصنوعی تجزیه  هوش  د  و   با  این  و  ادهتحلیل  ها 

پیچیده  الگوهای  در  می  شناسایی  پزشکان  به  تواند 

ارائتر بیماریتر و سریعق تشخیص دقی های  درمان  ةها و 

هوش   یهایفناور  رشی حال، پذنیابا  د؛مؤثرتر کمک کن

مراقبتصنعت  در    مصنوعی و  بهداشتی  سلامت  های 

ابتدا  همچنان هر  در  است.  مانده  ی خود باق  ییدر مراحل 

این   ؛است  یاتیحامری    هاداده  یآورجمع  ،ی سازمان

مداده را  برایها  و    یفعل  یروندها  ینیبشیپ   یتوان 

در   یادیز  ملعوا.  داد  استفاده قرار  مورد  ندهیآ  یدادهایرو

از    یک ی  ؛رند هوشمند نقش دا  یپزشک  یهاامانهکمبود س

ها  از داده  مناسبحجم    یآورموارد مهم، مشکل در جمع

را   مار یب  کیتواند علائم  یم  که  است  یغن  یهایژگیبا و 

 .]89[دکن جامع فیتوص

کاربردهای   از  دیگر  مصنوعییکی   حوزةدر    هوش 

امروزه  تحلیل تصاویر پزشکی  سلامت   با کمک است که 

ماشین    ماشین بینایی   یادگیری    توجهی قابل   پیشرفت و 

چشم   . ]152[است کرده  یادگیری  روش   گیر موفقیت  های 

توان به ساخت  ویژه یادگیری عمیق را می ماشین مدرن، به 

داده  پایگاه  انتشار  مانند و  طبیعی  تصاویر  عظیم   های 

1ImageNet   2 وMS COCO   حال، تحلیل  بااین   ؛ سبت داد ن

تصاویر پزشکی برخلاف تحلیل تصاویر طبیعی، همچنان با  

 . ]153[ت کوچک مواجه اس   ة نمون   ة نداز ا چالش  

سبرطرف ایجاد  نیازمند  چالش  این  های  امانهکردن 

دادهجمع  جمعآوری  است.  کارآمد  و  هوشمند  آوری  های 

ویژگیداده با  طریق  ها  از  غنی  تجهیزات حسگهای  رها، 

یکی از  های جدید ممکن است  پزشکی پیشرفته و فناوری

محل راه پیشؤهای  و  افزایش دقت تشخیص  برای  بینی  ثر 

باشدبیماری بهداشتدر بخش مراقبتاز طرفی    ؛ها    ، یهای 

  ت یریشود و مدیم  دیهای حساس تولاز داده  یادیحجم ز

ا  .]154[دشوار است  اریبس  یهای خصوصداده  یسازمنیو 

درمانی طور به مرکز  هر  داده  معمول،  است    ی هاممکن 

ب  بسیاری اما    انماری از  باشد،  تعداد  داشته    ی برا   داده این 

مدل  مورد ن ی ب ش ی پ   ی ها آموزش  ؛  [ 155] نباشد   ی کاف   نظر ی 

آموزش  برای   مبتن   ک ی مثال،  تومور  هوش    ی آشکارساز  بر 

از    ی کامل   ف ی است که ط   ی داده بزرگ   گاه ی پا   ازمند ی ن   ی مصنوع 

آس ی آناتوم  داده ی شناس ب ی ها،  انواع  و  را    ی ورود   ی ها ها 

  را ی ز   ؛ است   دشوار   یی ها داده   ن ی آوردن چن دست . به رد ی گ ی م دربر 

شدت  به   ها از آن   اده حساس و استف   ار ی بس   ی بهداشت   ی ها داده 

 . [ 156] نظارت است تحت 

 

1 Imagenet: A large-scale hierarchical image database 
2 Microsoft COCO: Common objects in context 

محور   با  نقش  به    ی ها روش   ة ن ی به   ی ساختارده   ی توجه 

داده   ی ساز ره ی ذخ   ، ی آور جمع  پردازش  در  و  ها 

هوش    ی ها ی فناور   ی ر ی کارگ به   ، ی پزشک   ی ها سازمان 

فرصت ن ی ا در    مصنوعی    ی ارتقا   ی برا   ر ی نظ ی ب   ی حوزه، 

پزشک   ت ی ف ی ک  تسه   ی خدمات    ی ها ی ر ی گ م ی تصم   ل ی و 

می   پزشکان  تلاش  ازاین   ؛ کند ایفا  از    این در  رو،  زمینه 

 . اهمیتی بسزا برخوردار است 

از   یعنوان منبع مهمسلامت به  کیالکترون  های پرونده

که حجم    شوندیشناخته م  یهای بهداشتهای مراقبتداده

فراهم    لیتحل و ه یتجز  یرا برا   انماریب  یهااز داده  یمیعظ

پزشکداده  .[ 157]کندیم داده به  کلدر  یهای  های  عنوان 

چهار  یصوت  ، ییدئوی و  ،یریتصو  ،یمتن   یبندطبقه  یبعدو 

از   ،یپزشک  یهاداده  یهاجنبه  تمامشوند.  می اعم 

در    شده، افتی در  ا ی  یگذار اشتراک   ره، یذخ  ،یآورجمع 

امن خطرات  حال  در  ها  دادهتیامنو    دنای تیمعرض 

کاربران است.   یمهم برا  ة ندیفزا  ی نگران  کی  شدن بهلیتبد

اهم  با  به    ةحوزدر  حساس    یهاداده  تیامن  تیتوجه 

توسع  ازین  سلامت، براروش   ةبه  نوآورانه  و   تیریمد  یهای 

 . ]90[وجود داردسلامت های حساس داده یسازمن یا

چالش  یکی   ، سلامت  ی هاداده  ةحوزدر  مهم    یهااز 

پراکنده  یخصوص او  نمونهب  ؛ هاستداده  نیبودن  ،  رای 

سلامت   کیالکترون  یهاداشتن پرونده  لیدلبه  هامارستان یب

ب  یاگسترده   تیجمع  از مس  ماران،یاز    ی پراکندگ   ةلئبا 

اطلا پرونده  ن یا  ؛اندمواجهها  داده شامل  با  حساس    عات ها 

به  هستند  بالا  یخصوص  میحر در    ها تیمحدود  لیدلو 

حر  نیقوان ا  یگذاراشتراک   ،یخصوص  میحفظ  ادغام    ن یو 

بداده از  چالش  یهامارستانیها  با  و    یقانون  یهامختلف 

 . [158]شودمیمواجه  یفن

پزشک  یموارددر   سوابق  داده  ی مانند  بهکه  صورت  ها 

برچسب  رهیذخ  یمحل حر  شوند، یم  یگذارو    میحفظ 

ممنوع   کی  یخصوص باعث  که  است  بزرگ    تیچالش 

ب  یگذاراشتراک  .  [159]شودمی  هامارستان یب  نیاطلاعات 

سخت  قابل  مانند   یارانه یگمقررات  و    قانون  حمل 

و    یدسترس  فرایند  میتنظ  یبرا  3سلامت  ةمیب  ییگوپاسخ

اگر   یحت ؛ استشده جادیا  های سلامتداده ل یتحل و  ه یتجز

را   ها تیمحدود  نیا  حدودی  تا   ها بتواند داده  یسازناشناس

ها  که حذف ابردادهها بیانگر آن است  پژوهش،  دکنبرطرف  

ب نام  برا  خیتار  ای  ماریمانند  حر  یتولد   یخصوص  میحفظ 

داده  .[ 160]ستین  یکاف  به  دسترسی  یک  محدودیت  ها 

برا بزرگ    ها، داده  ی لیتحل  یکردهایرو  ةتوسع  یچالش 

مانند    نیماش  یریادگیو  ی  کاودادهنوین    یهایفناور
 

3 Health Insurance Portability and Accountability Act (HIPAA) 
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که  [ 161]  قیعم  یریادگی  از   به  است  زیادی  حجم 

نی  با  متنوعهای  داده آموزش  برای  بالا،  ازحجم  دارند.    از 

حاو  کیالکترون  ی هاپروندهدیگر،    سوی   یسلامت 

تعم  مندنظام  یهای ریسوگ که  را   جینتا  یریپذمیهستند 

م دلا  هاتیمحدود   ن یا  ؛ کندیمحدود    از  ی مختلف  ل یاز 

دسترس در  تفاوت  اطلاعات    یجمله  کم    ا یبه  تعداد 

   .[ 84]شوندیم ی ناش یآموزش یهاداده  یهانمونه 

اساس  دو  یدارا  یپزشک  یهاداده  ،کلدر   ی مشکل 

برچسب و  داده  کمبود  ایناکاف   یگذارهستند:    دو   ن ی. 

از   استفاده  با  مشارکت  یریادگیمشکل    قابل   یانتقال 

مشکل کمبود داده، مراکز  دن  کربرای برطرف  [.87ند]احل

رعا   یهاداده  توانندیم  یپزشک با  را  مقررات   تیخود 

حر از  ا  یخصوص  میحفاظت  بگذارند.  اشتراک  اقدام    ن یبه 

تول به  م   ةدادمجموعه  دیمنجر  آموزش   شودیبزرگ  که 

بس را  مدل  اریمدل  از  داده  یهابهتر  روآموزش  بر    یشده 

 . دهدیم  نجامواحد ا یپزشک ةسسؤم کی  یهاداده

از   برا  ،یمشارکت  یریادگی  سازوکار استفاده    ی که 

حساس    یهاداده  تمام مشترک،    ی مدل جهان   کیآموزش  

م در  محلؤرا  داده  یسسات  تعلق  که  مجموعه  آن  به  ها 

م حفظ  در    یابزارعنوان  به  تواندیم  کند، یدارند،  مؤثر 

  م یبا حفظ حر یبهداشت یها مراقبت ة داد دادن منابعارتباط

دآن   یخصوص علوم  ةنیزم  رها  بسمطالعات  ثر  ؤم  اریداده 

حساس    کرد،یرو  نیا  ؛باشد اطلاعات  حفظ  سطح در  با 

هم  یمحل او  جهان  کی  جادیزمان  امکان    یمدل  کارآمد، 

  یبهداشت  یهامراقبت  ةحوزدر    شرفتهیپ   های پژوهشانجام  

حر به  احترام  با  تسه  یخصوص  میرا  نهادها  و   لیافراد 

مشارکتی    .د کنیم مراقبتؤم  ةهم یادگیری  های  سسات 

گرد  یبهداشت م   را  آنآورد  یهم  میها  و  قادر  ازرا    سازد 

  ی بدون افشاو  حاصل کنند    نانیخود اطم   یخصوص  میحر

 . ]89[دمتصل شون یکدیگربه  یاطلاعات شخص

مدل  ، یمشارکت  یریادگیدر   یعملکرد   یریادگهای 

مجموعه   استفادهبا    نیماش و    یپزشک  یهادادهاز  بزرگ 

ارتقا توجه  متنوع  اشتراک.  ابد ی یم  یقابل  دادهبا  ها  گذاری 

مناسب  وسیلةبه م  ی تعداد  پزشکؤاز   از  نده یآدر    ی سسات 

مصنوعی،  مشارکتی   یریادگی  قیطر  ةحوزدر    هوش 

به ارمغان    مارانیب  یرا برا  یشتریب  نافع م  تواندیسلامت م

  با   ،یمشارکت  کردیرو  کی  قیها از طرتبادل داده  نی. ااوردیب

حر اطم  یخصوص  میحفظ  امن  نانیو  به    تیاز  اطلاعات، 

بهداشت  یارتقا درمان  ی خدمات  ارائه  افراد    ی هاو  به  بهتر 

 د. سانخواهد ر یاری

مشارکتی  ، سلامت  حوزةدر   برا  یادگیری    یاغلب 

وظا  ی عیوس  فیط  ةطالعم هو  ف، یاز    ، 1کاربر  تیمانند 

کاربر  های  شدنی بستر  ییشناسا  ،3صیتشخ  ،2شناخت 

پذدوره  ر،یم ومرگ   زانیم  صیتشخ  ،یاحتمال   رشیهای 

مراقبتدر   وبخش  غ  ژهیهای  می  رهیو  شود.  استفاده 

ماشین  های  تم یالگور مجموعهیادگیری  های  دادهبه 

ن  و  گسترده و    ازیجامع  مشارکتیدارند    یادگیری 

محافظت    نیع در  را    میرمستقیشده و غ کنترل   یدسترس

  ( 12)شکل    در   کند. فراهم می  ماریب  یخصوص  میاز حر

مراکز   یهاداده  عیتجمدر  مشارکتی    یریادگی  فرایند

 است.  شدهبیان سلامت

 

  یهاداده عیمشارکتی در تجم یریادگ ی فرایند(: 12-شکل)

 [84]ت مراکز سلام
(Figure-12): The process of federated learning in data 

aggregation of health centers 

چارچوب توز  فرایند  یک  این   برای  شدهع یآموزش 

ماشینمدل یادگیری  ارائه در    های  را  سلامت  حوزة 

سلامتفرایند  ایندر  دهد؛  می مراکز  از  با  ،    استفاده 

یادگیری ماشین محلی  ، مدلخود  های محلی داده های 

ها  مدل  نیا  ی هایروزرسانسپس، به  دهند؛ میرا آموزش  

مرکز  کی  با  یادوره گذاشته    یسرور  اشتراک  به 

و   یآوررا جمع  ها یروزرسانبه  نیا  ی. سرور مرکزشودیم

  ت، ینهادر  ؛ کندیم  بیترک   یمدل جهان  کیآموزش    یبرا

جهان  ة شدیروزرسانبه  یپارامترها مراکز    به  ی مدل  تمام 

خود    ی محل  ی هابهبود مدل  یراتا از آن ب  شودیارسال م

بالا،   خصوصی  حریم  حفظ  با  روش  این  کنند.  استفاده 

مدلرهبه آموزش  در  بیشتر  بهوری  و  ها  محلی  صورت 

 .دهدافزایش دقت را ارائه می

کاربردهای   حوزة در    مشارکتی  یریادگی   امروزه 

بهداشتمراقبت سلامت    یهای  بررسی  مطالعه  موردو   و 

ایگرفته قرار موارد  ناند.  شامل   همچون   یکاربردها 

  مار، یب  ییبازنما  یریادگی   ، [162]  ماریشباهت ب  یریادگی

مدل  [ 164,  163]سازی  پ یفنوت ی  نیبشیپ   یزساو 

نشانشهژوپ   نیا  ؛ [167-165]شوندمی   ة دهند ها 

نوآورانه    د یجد  یهاتلاش خدمات در  و  بهبود    جهت 
 

1 client identity 
2 client knowledge 
3 diagnostics 
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دقت    بهداشتی مد   ینیبشیپ   ص،یتشخدر  و    تیریو 

 .هستند  یمشارکت یر یادگیبا استفاده از سلامت  حوزة

مطالعگران  پژوهش حفظ   کی  [162]  ةدر  پلتفرم 

  ی برا  یمشارکت  طیمح  کیدر  را    یخصوص  میحر

ب  یریادگی مدر    مارانیشباهت  ارائه ؤسراسر  سسات 

  ک ی   مشابه را از   ماران ی ب   افتن ی ها امکان کردند. مدل آن

ب   مارستان ی ب  بدون    گر، ی د   مارستان ی به 

اطلاعات  اشتراک  ب در  گذاشتن  فراهم    مار ی سطح 

اطم نه   کرد ی رو   ن ی ا   ؛ کند ی م  حر   نان ی تنها  حفظ    م ی از 

تضم   ماران ی ب   ی خصوص  به    کند ی م   ن ی را  بلکه 

ب داده   ی گذار اشتراک  را  بهداشت ؤ م   ن ی ها    ی سسات 

 .کند ی م   ل ی تسه 

مدل  [164]پژوهش  در   تانسور   یفاکتورساز  ی هااز 

پرونده تحلیل  استفاده  هبرای  الکترونیکی  سلامت  ای 

از فاکتورسازی تانسور،  این مدل  ؛استشده ها با استفاده 

به  داده را  اطلاعات  از  زیادی  حجم  حاوی  های 

میفنوتیپ  تبدیل  معنادار  فنوتیپهای  این  در  کنند.  ها 

برای مشارکتی  یادگیری  کارآمد    محیط  و  دقیق  تحلیل 

بهداده میها  امکان    ؛روندکار  و  بالا  کارایی  روش  این 

حجم    های سلامت باتحلیل دادهدر  وجهی  ت  تفسیر قابل

  بهبود فهم   توجهی به  طور قابلتواند بهدارد و میرا  بالا  

سلامتداده تصمیم  های  از  پشتیبانی  های  گیری و 

 .  پزشکان کمک کند

و    ماریب  یی بازنما  یر یادگی   [163]پژوهش مرجع  در  

  به  پژوهش  نیا  ؛گرفت  قرار  یبررس  مورد  یچاق  یماریب

ب  یی بازنما  ةنحو  یبررس به  مربوط  و   مارانیاطلاعات 

و  چاق  یماریب الگوها  ها یژگیو ی  آن مرتبط    یو    با 

روشمطالعه    ایندر    ؛پردازدمی و  از    ی هاروشها 

نما  یبرا  نیماش  یریادگی بازنما  یسازانیبهبود    یی و 

و    مارانیدرک بهتر ب  و  لیتحلدر    لیمنظور تسهها بهداده

 .استاستفاده شده ی مسائل مرتبط با چاق

  زین  کننده ینیبشیپ   یساز مدل  ،ی مشارکت  یریادگیدر  

که    رد ی گ ی اطلاعات از منابع مختلف صورت م   افت ی در  ة ل ی وس به 

در    ی شتر ی امکان را بدهد تا اطلاعات ب   ن ی به پزشکان ا   تواند ی م 

و   خطرات    افت ی در   ماران ی ب   تر ع ی سر درمان    فرایند مورد 

ی پژوهش   مثال،   برای   ؛ [ 168,  167,  165] د کنن    ک گران 

حر  حفظ  برا   ی خصوص   م ی چارچوب    ی ن ی ب ش ی پ   ة ف ی وظ   ی را 

ب   ر ی م و رگ م  بخش  در    ی بستر   ماران ی ب   ان ی م در    مارستان ی در 

 . [ 671] کردند   ش ی آزما   1ژه ی و   ی ها مراقبت 

حفظ   نیو همچن  قیعم  یریادگی  ییکارا  شیافزا  یبرا

  ک یپژوهش،    کیدر  سلامت،    ةحوزدر    یخصوص  میحر
 

1 ICU 

به  دهش  یمعرف  یمشارکت  یریادگیچارچوب   که  است 

مدل  لیتسه مشترک  بدون    قیعم  یریادگی  یها آموزش 

  ؛پردازدیمدل م  اتیجزئ  ای حساس    یهابه انتقال داده  ازین

امکان    کردیرو  نیا مف  یریادگ ینوآورانه  از    دیاطلاعات 

بدون داده  را  اشتراک   از ی ن   ها  حساس  به  اطلاعات  گذاشتن 

روابط    ی بررس   ی پژوهش، تمرکز بر رو   ن ی ا در    ؛ کند ی فراهم م 

گروه   ها ی مار ی ب   ان ی م در  مغز    ی ساختار    قرار   ی ن ی بال   ی ها و 

ا   است گرفته  م   ن ی و  تحل   تواند ی چارچوب  درک    ل ی به  و  بهتر 

   . [ 169] روابط کمک کند   ن ی ا در  ثر  ؤ از عوامل م   تر ق ی عم 

پ   با  بی بستر  ینیبشیهدف  به    مارانیشدن  مبتلا 

 کیالکترون  ةپروند   یهابا استفاده از داده  یقلب  یهایماریب

داده منابع  از  صورت مختلف  یاسلامت  دیگری  پژوهش   ،

بردار    نیماش  ةکنندبندیطبقه  از  مطالعه  نیادر    ؛گرفت

روداده  لیتحل  یبرا  2بان یپشت از  و    ی ریادگی   کردیها 

ب  ینیبشیپ   یبرا  یمشارکت برخدر    مارانیمقاومت   ی برابر 

مدرمان و  داروها  و  با  در  ها  آن  یبقا   زانیها  مواجهه 

 .  [165]خاص استفاده شد یهایماریب

تحلدیگر  پژوهشی در   سلامت    یکیالکترون  ة پروند   لی، 

مورد  مانیزا  ینیبشیپ   یبرا   ؛ گرفت  قرار  یبررس  زودرس 

مدل  پژوهش  نیا  جینتا که  دادند  با    یتجمع  یهانشان 

 ینیبشیدر پ   یتوجه  بهبود قابل  تیقطعگرفتن عدمنظردر

در  بالا    تیقطعبا عدم  یهاو سهم مدل  ردزودرس دا  مانیزا

نشان    هاافته ی  نیاست. اافتهیکاهش    یمعتج  یهامدل  نیا

  ی نیبشیپ   ی هامدلدر    تیقطععدم  گرفتندرنظر  تیاز اهم

دارد  مانیزا رویکرد    ؛زودرس  بهبود    تواندیماین  به 

زودرس    مانیاز مشکلات مرتبط با زا  یریشگیو پ   تیریمد

 . [168]کمک کند  یبهداشت یهادر مراقبت

به  در   ،راستا  ایندر   دیگر    مدت   ینیبشیپ پژوهشی 

بیماران بستری  مرگ  زمان  در    مارستانیب  31در    ری موو 

پرداخته   eICUمشترک    های پژوهش  ةداد گاهیپا

م  نای؛  [170]شد نشان  از    دهدیپژوهش  استفاده  که 

  ، یمشارکت   یریادگی در    ژه یوبه  ن،یماش  یریادگی   ی هامدل

پ   به  تواندیم بسترمدت  ینیبشیبهبود  و   مارانیب  یزمان 

مرگ کندآن   ریمواحتمال  کمک  تنها  نه  کردهایرو  نیا  ؛ها 

بلکه به پزشکان    ؛دهند   شی را افزا  صیدقت تشخ  توانندیم

م سر  کنندیکمک  اطم  ترعیتا  با  به   شتریب  نانیو 

 . بپردازند ی درمان یهای ریگمیتصم

شبکةدیگر  پژوهشیدر   یک  چندگانه   ،   3مشارکتی 

شبک  یمبتن س  گیریبهرهبا    APOLLO  ةبر   ستم یاز 

اجرا  یطراح  وستهیپ همبه  یبهداشت  یهامراقبت  و 

 

2 SVM 
3 multi-FL network 
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دق  نیااست؛  شده  اطلاعات  از  استفاده  با    ق یشبکه 

از سی آورجمع    یهاداده  ،یبهداشت  یهامراقبت  ستمیشده 

 لیتحل  و  هیدقت تجزرا به  امدیپ   یهاسلامت و داده  یطول

اکند یم م  لیتحل  نی.  پزشکان کمک  به  تا    کندیاطلاعات 

  نیا  قیطر  از  ؛دنکن  ینیبشیپ را    مارانیب  ةندیآ  تیوضع

تشخ  ،یمشارکت  ةشبک داده  یپزشک  صیشواهد    ی هااز 

تبد به   ی واقع   یایدن ا   شود ی م   ل ی دقت  ارتباط    ن ی و 

م  پ   تواند ی نوآورانه  پ   شرفت ی به  درمان    ی ن ی ب ش ی در  و 

 . [ 171] کمک کند   ماران ی ب 

از پژوهشچکیده  حوزةدر  یادگیری مشارکتی  های  ای 

جدول    ( 8)جدول  در  سلامت     پیوست(  بخش در  )  (9)و 

شده یذکر  ب  یریادگاست.    یبندگروه  برای  ماریمشابهت 

اساس  مارانیب نشانه  بر  و  علائم    ،یماریب  یهاشباهت 

بال  یکیژنت  یهایژگ یو  ییشناسا  یبرا  یسازپ یفنوت   ی نیو 

ب با  تخمین منظور  به  ریمومرگ  ی نیبشیپ   ،یماریمرتبط 

ب مرگ  طر  یماری ب  صیتشخ  مار، یاحتمال    ی هاداده  قیاز 

قب  یربردار یتصو  یا ه داده  لیتحل  و  هیو تجزی  پزشک  ل یاز 

هستند که    ییاز جمله کاربردها   کسیا  ةو اشع  MRIاسکن  

زم  ( 8)جدول  در    یریادگیو    نیماش  یریادگی  ةنیدر 

   اند. مطرح شده سلامت ةحوزدر  یمشارکت

در    راتییتغ  صیو تشخ  ینیبشیامکان پ   کردهایرو  نیا

م  مارانیب  تیوضع فراهم  به  که  کنند،یرا  بهبود   منجر 

افزا  ی بهداشت  یهامراقبت   تیفیک در    شیو  دقت 

همچنین   ؛ شوندمیپزشکان    ی های ریگمیتصم جدول  این 

که  نشان می پروژه    بادهد  و هدف هر  به موضوع  از  توجه 

یادگیری مشارکتی  روش یادگیری ماشین در  های مختلف 

شود.  اده میاستف  و سلامت  های بهداشتیمراقبت   در زمینة

مشتری نشانتعداد  دستگاه  ةدهندها  که  تعداد  است  هایی 

کردهدر   شرکت  مشارکتی  یادگیری  تعداد  ا  اند.مدل  ین 

از چند دستگاه تا    توجه به رویکرد هر مطالعه،  با   تواند می

 . چندهزار دستگاه متغیر باشد

برنامه(9)جدول   کاربردی،  بر  های  یادگیری    مبتنی 

  ارتقا کیفیت خدماتها و  هدف مقابله با چالشبا  مشارکتی  

مزایا و  را همراه با  های بهداشتی و سلامت  مراقبت   ةحوزدر  

میشان  هایمحدودیت برنامه  ؛کند بررسی  عنوان بهها  این 

  ه یتجز  ماران،یشدن بی بستر  ی نیبشیقدرتمند در پ   یابزار

پردازش    ها، یماریب  صیتشخ  یبرا  MRI  ریتصاو  لیتحل  و

طبنیبال  یهاادداشتی   ی نیبشیپ ،  EEGبندی  قهی، 

 قیتطبو    هاپ یفنوت  لیتحل  و  ه یتجز،  مارانیب  ریمومرگ

بیماران دارای    شوندیم   استفاده   مشابهت  و  رویو  کردها 

هستند. بررسی  ها  تحلیل دادهدر  های خاص خود  الگوریتم 

مشارکتی  که یادگیری    دهدنشان می  هااین برنامهجامع  

نوین  به رویکرد  یک  می  ةحوزدر  عنوان  تواند  سلامت، 

ب حوزه هنقش  این  عملکرد  بهبود  و  پیشرفت  در  سزایی 

 .کندایفا 
 

 ینده اندازهای آ چشم-5
سریع   مصنوعی رشد    فرایند حاضر،    عصردر    هوش 

را   دیجیتال  تسریع در  هوشمندسازی  مختلف  صنایع 

ایای متعدد،  آوردن مزن امر ضمن به ارمغانایو    بخشیده

بهچالش نیز  را  داشته هایی  این  اسهمراه  از  یکی  ت. 

تکهچالش معضل  دادهتکهها،  شدن ایجزیرهو    1ها شدن 

به [861,  851]است  2ها داده مانع  چالش  این   .

شود و  های مختلف میها بین حوزهگذاری دادهاشتراک 

ها را محدود  داده  ةاز ارزش بالقو  کامل   برداریامکان بهره

  بالا حدودی مسائل    تایادگیری مشارکتی  کند. ظهور  می

ان  گرپژوهشه و به کانون توجه بسیاری از  داد  را کاهش

شده توسعاین  وجود  با  ؛استتبدیل  یادگیری  ة، 

چالش مشارکتی روببا  متعددی  و  روه های  هیچ ست 

جامع این موانع را در    طور تواند بهاستراتژی واحدی نمی

فناوری عملی  مشارکتی کاربرد  کند یادگیری    ؛ حل 

تمام  در  ان  گرپژوهشاگرچه   یادگیری   هایجنبه مورد 

عنوان یک تکنیک یادگیری ماشین جدید با  به مشارکتی

داده انجام  مطالعاتی  خصوصی  حریم  اما  حفظ  اند، 

جنبه  برخی  بیشتر همچنان  توجه  نیازمند  ها 

 .ندترن برای مطالعه و کاوش عمیقگراپژوهش

 
 

با   یارتقا-1-5 مشارکتی  یادگیری  امنیت 

از رمزنگاری الگوریتم   استفاده  های 

 های دفاعی تهاجمی کارآمدتر و روش 

و اطلاعات  فناوری  روزافزون  پیشرفت  شدن  ترپیچیده  با 

دادهروش از  حفاظت  هک،  حریم های  حفظ  و  ها 

کار تبدیل  خصوصی  فزاینده  چالشی  به  بران 

سایبری  187است]شده حملات  جدید  انواع  ظهور   .]

افDOS  ، DDoSد  مانن خطر  بدافزار،  اطلاعات و  شای 

دهد و  توجهی افزایش میطور قابلخصوصی کاربران را به 

به امری  یادگیری مشارکتی ها درگذاری دادهاشتراک  را 

میمخاطره تبدیل  چالش  ؛[188]ندکآمیز  ها،  این 

را برای تسهیل   یادگیری مشارکتی ضرورت ارتقای امنیت

دادهاشتراک  امن  فعالانهگذاری  مشارکت  و  کاربران ها  تر 
 

1 data fragmentation 
2 data island 
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های  اجرای روش .  کندمی  آشکارمشارکتی    فراینددر این  

سیاست کنار  در  مشارکتی  و  یادگیری  های  فرایندها 

امناسب حفظ حریم خصوصی   امنیتو  یادگیری  رتقای 

از   مشارکتی استفاده  قویروشبا  رمزنگاری  و  های  تر 

ضروری   پیشرفتةهای  سازوکار حمله  تشخیص 

های مختلفی  روش از    توانمی  ،راستا  ایندر  ؛  [189است]

رمزنگاری همومورفیک  و  تفاضلی  حریم خصوصی  مانند 

های غیرمجاز برابر دسترسیدر  ها  داده  برای محافظت از

کرد امنیت همچنین    ؛ استفاده  تضمین  و  دادهبرای  ها 

بتنی بر  رمزنگاری، استفاده از رمزنگاری مارتقای کارایی  

موردسخت  باید  نیز  قرار  افزار  برخی  .  گیردتوجه 

فناوری  حالدر  ان  گرپژوهش ادغام  نوظهور بررسی  های 

بلاک مانند  باامنیتی  مشارکتی چین  برای  یادگیری 

دامنه  بین  یادگیری  امنیت  درتضمین  یادگیری  ای 

 هستند.  مشارکتی

افزایش   تعداد   مقیاس با  و  تنوع  مشارکتی،  یادگیری 

هنوز مشخص    یابد و می   توجهی   قابل   حملات بالقوه افزایش 

 یادگیری مشارکتی  مشتری در   ة نیست که مشارکت گسترد 

که    پایدار را در بلندمدت حفظ کند. از آنجا تواند امنیت  می 

کنند،  پارامترها را آپلود می  یادگیری مشارکتی  ها در مشتری 

مشتری  مستقیم  سرور  های  شناسایی  برای  مخرب 

عات تکمیلی از  بنابراین، استفاده از اطلا   ؛ برانگیز است چالش 

های  بر اطلاعات آماری موجود در مدل   منابع خارجی علاوه 

می  اطلاعات  این  است.  ضروری  مشتری  به  یادگیری  تواند 

مشارکتی  دهندگان توسعه  روش  یادگیری  طراحی  های  در 

دقیق دفاعی   شناسایی  و  نفوذهای  کارآمدتر  و  حملات  تر 

 امنیت   ة در زمین یی ها با وجود پیشرفت  .پیچیده کمک کند 

مشارکتی،   باقی  چالش همچنان  یادگیری  متعددی  های 

توسع   های پژوهش است.   برای  و  روش   ة بیشتر  امن  های 

برای  مشارکتی  کارآمدتر  این   یادگیری  تا  است  ضروری 

 دهد. نشان فناوری بتواند کامل پتانسیل خود را  
 

کارآمدتر    ی ها تم ی الگور   ی بر رو   ها پژوهش -2-5

 یادگیری مشارکتی 
داده حجم  افزایش  مدلبا  پیچیدگی  و  یادگیری ها  های 

پهنا و  محاسباتی  توان  افزایش  برای  تقاضا  باند  ماشین،  ی 

دستگاه بین  در  در  ها  ارتباطی  است.  افزایش  حال 

یادگیری  الگوریتم  سنتی  بر  ،  مشارکتیهای  اصلی  تمرکز 

است. این امر گرایی مدل جهانی بودهروی دستیابی به هم

دستگاه بین  مدل  مکرر  تبادل  مرکزی مستلزم  سرور  و  ها 

هزینه  و  شبکه  ترافیک  افزایش  به  منجر  که  های  است 

می محدودیت190]دشوارتباطی  ارتباطی  [.  منابع  های 

شبکه باند  پهنای  و  هاهزینه  ،مانند  ارتباطی  توزیع ی 

چالشآموزش  منافع  ةناعادلان برای،  را  دیگری   های 

مشارکتی می یادگیری  ی  ؛کند ایجاد  تعادل    افتنهمچنین 

مدل  ییکارا  نیب در  دقت  نیز    یمشارکت  یریادگی  ی هاو 

از    زیبرانگچالش  یریگمختلف مانند نمونه  یهاروش است. 

و  داده  یسازفشرده  ، ی تصادف   قیعم  ی تیتقو  یریادگیها 

ها  ها بدون افت دقت آنمدل  ییکارا  شیافزا  یبرا  توانیم

 استفاده کرد. 

دربار  نبود داده  ةتوافق  کیفیت  و  از  اندازه  یکی  نیز  ها 

کارآمد   هایپژوهشهای اساسی است که برای انجام چالش

مورددر   باید  حوزه  قرار  این  کیفیت  توجه  و  اندازه  گیرد. 

میداده مدلها  دقت  و  کیفیت  بر  یادگیری تواند  های 

ب تأثیر  باشدهمشارکتی  داشته  از    لذا،  ؛سزایی  استفاده 

های استاندارد  فرایند  ةداده و توسعهای بهبود کیفیتروش

اندازه  دادهبرای  دقیق  ارزیابی  و  اهمیت ها،  گیری  دارای 

 . است بسیاری

زم  یسنت  سازوکار در  مشارکتی  توزیع نییادگیری  ة 

استمنافع    عادلانة ناکارآمد  مدل  آموزش  با   رایز  ؛ مرتبط 

  نی. اکنندیم افت یرا در ی کسان یکنندگان مدل شرکت تمام

ن ایامر  به  برایاز  انگیزه  نادشرکت  یجاد  را    ده یکنندگان 

  ی مشارکت یریادگی ستمی س داریپا  ةو مانع از توسع  ردیگیم

اشودیم به  ن ی.  طراح  جیتدرملاحظات  به    ی منجر 

جامع  ی هاتم یالگور و  کارآمدتر  مشارکتی  در  یادگیری  تر 

 یسازادهیدر پ   شده است.  های دنیای واقعیپاسخ به چالش

مشارکتی به   ،یادگیری  روش   یسازنه یاهداف    ی هاو 

  ؛ شوند  میمنابع تنظ  یهاتیتوجه به محدود  با  دیبا  یآموزش

زمینة  ن،یهمچن در  بیشتر  الگوریتم  مطالعات   هایادغام 

روش مشارکتییادگیری   و  با  آموزشی  های  سازوکارهای 

دادهجمع  بهینهآوری  برای  چارچوبها  یادگیری   سازی 

  توزیع عادلانةها و  و ارتقای کارایی، کاهش هزینه مشارکتی

 .مدل ضروری است منافع آموزش
 

  مناسب   انتخاب مشتری   ی ها و چالش   ت ی اهم -3-5

 بزرگ   اس ی در مق یادگیری مشارکتی  در  
یپیاده مق  یمشارکت  یریادگسازی   بزرگ  اسیدر 

ن  زیبرانگچالش و  ز  از یاست  برا  یهارساختیبه    یمناسب 

مدلدادهتبادل و  بها  دارد  نیها  مختلف    این در  ؛  عوامل 

ارتقای    ،راستا در  حیاتی  نقشی  مناسب  مشتری  انتخاب 

های  کند. کیفیت و اعتبار دادهعملکرد مدل جهانی ایفا می

از  انرژی،  مصرف  و  دسترس  در  آموزشی  منابع  مشتریان، 
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تأثیر  که  جمله عواملی هستند    عملکرد کلی مدل    قابل بر 

محیط  191گذارند]میتوجهی   پویای  و  سیار  ماهیت   .]

مشارکتی،   یادگیری  در  مشتریان  مکانی  موقعیت  و  شبکه 

دستگاه از  اغلب  استفادکه  هوشمند  میهای  کنند،  ه 

زمینچالش در  را  این   ةهایی  آموزش  بازدهی  پایداری 

 کند. سیستم ایجاد می

مشارکتی  گست  با یادگیری  کاربردهای  مقیاس  در  رش 

سیار  مشتریان  تعداد  تصاعدی  افزایش  شاهد  بزرگ، 

این  شرکت در  مشتری   فرایند کننده  انتخاب  هستیم. 

نقش ارتقا  ی اساس  ی مناسب  مدل  یدر    ی هاعملکرد 

ا  اسیمقدر    ی مشارکت  یریادگی   ؛ کندیم  فا یبزرگ 

ماهنیابا انتخاب    یای پو  تیحال،  مشارکتی،  یادگیری 

که    کندیم  لیتبد   ا یپو  یبند زمان  ةمسئل  کیمشتری را به  

با ارتباط  امر ضرورت   نیا  .[192انجام شود]  دی در هر دور 

برا  یروش  ةتوسع باک  یکارآمد  مشتریان    تیفیانتخاب 

پا 194،  193] عملکرد  و  مح195]   داری[  در    ةدیچیپ   طی[ 

. انتخاب مشتری کند ی چندان م   را دو   ی مشارکت   ی ر ی ادگ ی 

درنظر  کارا مناسب ضمن    ، ی بندزمان   ی استراتژ   یی گرفتن 

برقرار  ب   ی به  بهتر  مانند    ی ارها ی مع   ن یتعادل  انتخاب 

انرژ تی ف ی ک  مصرف  انگ   ی داده،  کمک   ة ز ی و  مشتریان 

پو   کی  ی طراح   ن، ی بنابرا   ؛ کند ی م  انتخاب   یا ی طرح 

به  که  کارآمد  باک   ا ی پو   طور مشتری  از  ت یف ی مشتریان   را 

ز   ان ی م  برا   ز ا   ی اد ی تعداد  مدل    ی ساز نه ی به   ی مشتریان 

ارتقا   ی جهان  انتخاب   ی و  مشارکتی  یادگیری  استحکام 

چالش  موضوع  به  مورد   ز ی برانگ کند،  بس   و  از    ی اری توجه 

 است. شده   ل ی گران تبد پژوهش 
 

روش   پژوهش -4-5 روی  ترکیب  بر  جدید  های 

  1مدل در یادگیری مشارکتی چندوجهی 

های سازمانی  های دستگاهتنوع و ناهمگنی دادهتوجه به    با

حوزه  مشتریاندر  مختلف،  مشارکتی در  های   یادگیری 

دادهمی از  مختلفی  اشکال  تصاویر، توانند  جمله  از  را  ها 

این   به  که  دهند  ارائه  غیره  و  متن  دادهدادهصدا،  های  ها، 

می چندوجهی دادهگفته  تنوع  اشود.  که    کند یم   جابیها 

برا وظا   یمشتریان    ی هامدل  شده،یسازیشخص  فیانجام 

مستق  ی متفاوت  یمحل ادغام  دهند.  آموزش    ی هامدل  میرا 

در    وسیلةبهمختلف    یچندوجه   یریادگی   فرایندسرور 

 است. ها دشوار دلیل ناهمگنی دادهبه یمشارکت

چندوجهی،  اساس    این  بر مشارکتی  یادگیری  در 

داده از  دانش  مدلاستخراج  ادغام  چندوجهی،  های  های 

مدل کلی  عملکرد  ارتقای  و  متنوع  یادگیری  محلی  های 
 

1 Multi-modal Federated Learning 

چالش از  حوزهمشارکتی،  و  کلیدی    پژوهشی های  های 

 شود. فعال محسوب می
 

پژوهش  -5-5 زمینة گسترش  کاربرد    در 

 های مختلف در حوزه  یادگیری مشارکتی 
مرحله خلاصه    یادگیری مشارکتی در سه  ةتوسع  و  رشد

خصومی حریم  حفظ  یادگیری شود:  مدل  سنتی،  صی 

حفظ حریم خصوصی و مدل یادگیری   ةپای  مشارکتی بر

خصوصی.   حریم  حفظ  بر  تمرکز  با  امن  مشارکتی 

که  الگوریتم  متعددی  ماشینی  یادگیری   موردهای 

میگسترده  ة  استفاد میقرار  روش  گیرند،  از  توانند 

  ؛ مند شوندها بهرهبرای آموزش مدلیادگیری مشارکتی  

ای ساختاریافته، متنی، تصویری این روش از منابع داده

داده انواع دیگر  پشتیبانی میو  و در دستهها  بندی  کند 

برنامهنمونه  ]ها،  مسیر  پیش196ریزی  بینی  [، 

[ تصویر  تشخیص  تجزیه198،  197رگرسیونی،    و  [، 

پر ژن،  بهتحلیل  وظایف  سایر  و  طبیعی  زبان  کار  دازش 

 .گرفته شود

های  حوزهدر  های اخیر، یادگیری مشارکتی  الدر س

 ، امور مالی، اینترنت اشیاو سلامت   های بهداشتیمراقبت

سخت  الزامات  نیازمند  که  شهری  خدمات  ای گیرانه و 

حف ایفا  اخصوصی حریم    ظبرای  مهمی  نقش  ند، 

باکرده ویژگی  است.  به  یادگیری توجه  رویکرد  های 

این روش در کاهش  توزیع  یادگیری مشارکتی،  در  شده 

ذخیره رویفشار  محاسباتی  و  مرکزی،   سازی  سرور 

توزیع ساختار  بهینهتنظیم  و  آموزش  داده  حالت  سازی 

 فدرال نیز نقشی برجسته دارد.

حوزهعلاوه و  مناطق  بین  همکاری  ترویج  های  بر 

توس بیشتر  پیشبرد  و  پژوهش  ة عمختلف  گران  تجاری، 

  پرورش،   و  کاربرد یادگیری مشارکتی در آموزشباید به  

الکترونیک، هواشناسی، زغال [، توزیع 199سنگ ]دولت 

نیز توجه کنند[ و سایر حوزه200برق ] برایها  مثال،   ؛ 

زم حجم   با   پرورش  و  آموزش  ةنیدر  انباشت  به  توجه 

داده از  در  عظیمی  و   هایپژوهشها  جسمی  سلامت 

دانش میروانی  اشتراک آموزان،  پلتفرم  یک  گذاری توان 

آموزی چندمنبعی ایجاد کرد و با تضمین اطلاعات دانش

داده را محقق    یم خصوصی منبع داده، ارزش اشتراک حر

مشارکتی    ایندر    .کرد یادگیری  راهچارچوب،  حلی    به 

می تبدیل  زمینةشودارزشمند  در  همچنین  دولت   ؛ 

فر  الکترونیک دادهادر  با  کار  دیند  از های  بسیاری  ولتی، 

به دولتی  مالکیت  ادارات  حق  تأیید  طرح  فقدان  دلیل 
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داده اشتراک دارایی  به  از  معتبر،  داهای  های  دهگذاری 

چنین شرایطی، یادگیری در  کنند.  شخصی خودداری می

میم را  توسعشارکتی  اجزای  با  ادغام  کلان   ةتوان  داده 

های ادارات دولتی را حل کرد بودن دادهایکرد تا جزیره

اشتراک به  بینو  و  ایمن  داده  گذاری  های  دپارتمانی 

و   یافت  دست  اجتماعی  و  را دولتی  داده  افشای  خطر 

 طور مؤثر کاهش داد. به

مشارکتیحاضر،    حال  در انداز  چشم  یادگیری 

بهنیابا  ؛ دارد  یادوارکنندهیام  یکاربرد  یریکارگحال، 

حوزه  یفناور  نیا  ایعرصههمچنان    شتر،یب  ی هادر 

یادگیری    یمندبهره  یبراناشناخته است.    طورکاملبه از 

جنبهدر  مشارکتی   و    ةمرروز  یزندگ  یهاتمام  مردم 

  داده، لانعصر کدر    یاطلاعات شخص  یکاهش خطر افشا

توسع  ازین و  کاوش  وجود   یفناور  نیا  شتریب  ةبه 

 [.201دارد]

 حوزةدر  حجم مقالات منتشرشده    ر،یاخ  یهاسال  در

افزا مشارکتی  که  افتهی  یتصاعد  شییادگیری   ،

حریم   ةدهندنشان حفظ  اهمیت  به  روزافزون  توجه 

یاست  خصوصی به.  مشارکتی  رویکردی ادگیری  عنوان 

سنتی ماشین  یادگیری  در  امنیت  حفظ    تواند یم  ،برای 

کلان بهره از  بهوری  را  آورد  طورداده  ارمغان  به  و    کامل 

  حال، با بااین  ؛حفظ حریم خصوصی را مرتفع سازد  ةسئلم

گوناگون  توج  کاربردی  نیازهای  به  های  محیط در  ه 

محدودیت  و  پیچیده  یادگیری  واقعی  در  موجود  های 

بهینه  پویای  مشارکتی،  در  ی   فرایند سازی  ادگیری 

درنظر  با  مشارکتی  و  یادگیری  اهداف  گرفتن 

رویکرد یادگیری مشارکتی    . ت ها ضروری اس محدودیت 

راه می  عمل   تواند  حوزه حلی  دیگر  برای  های  ی 

 .ارائه دهد   یادگیری ماشین   ة صرفاً حوز   پژوهشی، نه 

 

 گیریبندی و نتیجهجمع -6

به مشارکتی،  در  یادگیری  نوین  رویکردی  هوش  عنوان 

راهتوزیع  مصنوعی از  یکی  و  حل  شده،  مهم    حالدر  های 

خصوصی   حریم  حفظ  برای  رویکرد،    ایندر    ؛استتوسعه 

نیاز به    کنند تا بدون میا یکدیگر همکاری  چندین عامل ب 

های یادگیری ماشین  ها، مدلگذاری مستقیم دادهاشتراک 

آموزش   زمینپژوهش. دهندرا  در  یادگیری   ةگران 

نظ مشارکتی مبانی  عمیق  درک  این از  ساختاری  و  ری 

توسع تا  استراتژی روش  ةفناوری  و  نوآها  برای های  ورانه 

را در  گسترده  های پژوهشرو،  های پیشبر چالش  غلبه ای 

مختلفشاخه  مشارکتی  های  و  اند  دهداانجام    یادگیری 

قابل را    دستاوردهای  حوزه هر  در  توجهی  این  از  ها  یک 

کرده تلاش  ؛اندکسب  عمیق این  درک  به  منجر   ترها 

ها  ان شده است و آنگرپژوهشتوسط   یادگیری مشارکتی

می قادر  بهرا  تا  ادغام  سازد  یادگیری  کاملدنبال  رویکرد 

   .با طیف وسیعی از کاربردها باشند مشارکتی

مقاله یادگیری    این  اساسی  مفاهیم  معرفی  ضمن 

بر   مروری  و  زم  یکاربردهامشارکتی  در    یهانهیآن 

 ة حوزدر    یپژوهش  ریاخ  یدستاوردها  یبررس  اب  ،مختلف

مهم    ی مشارکت  یریادگی نظامدر  گامی  معرفی    مند جهت 

چالش فناوری،  این  پیشمفهوم  توسعهای  و   ةروی  آن 

مشارکتی    پژوهشی های  گیریجهت  یادگیری  ادغام  برای 

برداشته با  مختلف  برپای کاربردهای  تفکری  ای   ة است.  بررسی،  ن 

تحلیلی   و  پیش در  عمیق  مسیر  توسع مورد  یادگیری    ة روی 

است. انتظار  مشارکتی و موانعی که باید برطرف شوند، ارائه شده 

یادگیری مشارکتی    ة حوز   گران پژوهش رود این پژوهش به  می 

فعلی   وضعیت  و  توسعه  روند  درک  این  در    های پژوهش در 

ای مساعد برای پیشرفت این فناوری  زمینه یاری رساند و زمینه 

  ی ر ی ادگ ی   ی ها کاربردها و چالش   ، ی جامع مبان   ل ی فراهم کند. تحل 

عنوان  به   کرد ی رو   ن ی که ا   دهد ی مقاله نشان م   ن ی ا در    ی مشارکت 

مهم   ی ک ی  کاربرد   ن ی تر از  هوش    ن ی نو   ی ها حوزه   ن ی تر ی و 

برا   ل ی پتانس   ، مصنوعی  چالش   ی لازم  در    ی ها حل  مختلف 

دارا   ی ها حوزه  را  که    شود ی م   ی ن ی ب ش ی پ و    ست گوناگون 

دهه    ک حداقل ی   ی برا   ی مشارکت   ی ر ی ادگ ی   ة حوز در    های پژوهش 

که   ارد وجود د  ی متعدد   ی هنوز موانع اساس  را ی ز   ؛ ابد ی ادامه    گر ی د 

می   د ی با  نشان  مطالعات  شوند.  تمرکز  برطرف  که  دهد 

های حفظ حریم  سازوکار آتی در این حوزه بر روی    های پژوهش 

داده  امنیت  و  عادلان ه خصوصی  توزیع  همکاری،  الگوهای    ة ا، 

ذی  بین  روش منافع  و  آموزش  در  شخصی نفعان  سازی  های 

تر  کارگیری گسترده به   ة دگیری مشارکتی خواهد بود تا زمین یا 

 . های مختلف فراهم شود این فناوری در حوزه 
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 پژوهش نی اشده در یمنابع بررس(: 3-جدول)
(Table-2): Sources reviewed in this study 

کتاب/عنوان مقاله ردیف   نویسندگان  زمینه محتوا 
سال  

 انتشار

1 
Fusion of  Federated Learning 

and  Industrial Internet of 

Things: A Survey [58] 

صنعتی   ادغام بررسی   اشیا  و    (IIoT)  اینترنت 

مشارکتی   حر جهت  یادگیری    ی خصوص   م ی حفظ 

توانمند   ی ر ی گ بهره و  ها  داده  ی ها ی از    ی ر ی ادگ ی 

  ن ی چ های بلاک ک ی و تکن   ق ی عم   ی ر ی ادگ ی ،  ن ی ماش 

 . امن   IIoTیادگیری مشارکتی در    ی برا 

چالش های  روش   ل ی تحل   و   ه ی تجز  با    های مقابله 

 حجیم. و    ن های ناهمگ داده 

با یادگیری مشارکتی    IIoT  ی های کاربرد برنامه ارائة  

  ی ارتقا برای  سلامت و صنعت خودرو   های حوزه در  

 ا. ه یی سیستم ا ها و افزایش کار داده امنیت 

و   مشارکتی  یادگیری 

 ایاش نترنتیا
Parimala M, et al 

20
21

 

2 

Applications of Federated 
Learning in Smart Cities: 

Recent  Advances, 
Taxonomy, and Open 

Challenges [12] 

یادگیری مشارکتی    یفعل  هایشرفتیپبررسی  

چند  یابزارعنوان  به و  در  حوزهقدرتمند  ای 

  شهر هوشمند، ،  ایاش  نترنتیمانند ا  یهاینهیزم

 .یو پزشک ینقل، ارتباطات، امور مالوحمل

و   مشارکتی  یادگیری 

 شهر هوشمند 

Zhaohua Zheng 

et al  

 20
21

 

3 

Achieving Security and 
Privacy in Federated 

Learning  Systems: Survey, 

Research Challenges and 

Future Directions [1] 

امنبررسی   حفظ  چالش و    ی تی حملات  های 

مشارکتی    در  یخصوص  میحر ارائة یادگیری   و 

ا  یبرا  یهایکار راه با  و    نیمقابله  مشکل 

 ی. خصوص میو حر  تی به امن یابیدست

  میو حفظ حر  تیامن

در    یخصوص

 یادگیری مشارکتی

Alberto Blanco-

Justiciaa et al 20
20

 

4 

A Survey of Federated 
Learning for Edge Computing: 

Research  Problems  and 

Solutions    [59 ]   

یادگیری    ارائة  بر  مبتنی  جدید  رویکرد  یک 

محا برنامه در    مشارکتی  ابزار های  لبه،  های  سبات 

 ی. خصوص   م ی و حر   ت ی ارتباطات، امن   یی ا توسعه، کار 

مشارکتی   یادگیری 

 لبه ةمحاسب یبرا
Qi Xia et al 

20
21

 

5 A review of applications in 

federated learning [4] 

یادگیری مشارکتی در    ج ی را  ی کاربردها  ی جامع بررس 

 ی.  کاربرد های  و زمینه   انه ی علوم را و    ع ی صنا   ی مهندس 

یادگیری های  کاربرد 

 مشارکتی
Li Li bet al  

20
20

 

6 

A Systematic Literature Review 
on Federated Machine  
Learning: From A Software 

Engineering Perspective [60] 

درسازمان  یبررس  کی مفهوم    بارةیافته 

چالش  مشارکتی،  و    پژوهشهای  یادگیری 

 افزار. نرم یمهندس  دیدگاهها از حلراه 

یادگیری  مفهوم 

 مشارکتی
SIN KIT LO, et 
al 20

20
 

7 
A Review of Privacy-
preserving Federated  Learning 

for the Internet-of-Things [61] 

حربررسی   یادگیری   در  یخصوص  میحفظ 

 .ایاش نترنتیا یهای کاربردبرنامهو  مشارکتی

و   مشارکتی  یادگیری 

 ایاش نترنتیا
Christopher 

Briggs et al 20
20

 

8 

A Systematic Literature 
Review on Federated 

Learning: From A Model 

Quality Perspective [62] 

تحلیل    و   هایکردیرو  کیستماتیس بررسی 

 .یادگیری مشارکتی هایمدل تیفیبهبود ک

یادگیری  مفهوم 

 مشارکتی
Yi Liu et al 

20
20

 

9 
Threats to Federated 

Learning: A Survey [63] 

و  (  Poisoning)  ت یمسموم  هایهحملبررسی  

چالش   (inference)  استنباط مختلف و    های 

 یادگیری مشارکتی  ی در خصوص میحفظ حر

یادگیری های  چالش 

 مشارکتی
Lingjuan Lyu1 

et al 20
20

 

10 
Federated Learning in 

Mobile Edge Networks: A 

Comprehensive Survey [64] 

یادگیری مشارکتی و محاسبات   قیتلف  یبررس

در  یالبه بحث  چالش ،  اجرامورد   ی های 

 لبه. ةسازی شبکدگیری مشارکتی در بهینهیا

یادگیری  شبکه های 

  فنتل  ةمشارکتی و لب

 همراه
Wei Yang et al 

20
20

 

11 

Federated Learning: A 

Survey on Enabling  
Technologies, Protocols, 

and Applications [65] 

نرمهاافزارسخت  یبررس ، هاافزار ، 

پروتکلعاملستمیس و  یادگیری ها  های 

مراقبتبا بحث در  همراه  مشارکتی   های مورد 

 بر یادگیری مشارکتی. یمبتن یبهداشت

یادگیری  مفهوم 

 مشارکتی
Mohammed 

Aledhari, et al 20
20

 

12 
Federated Machine 

Learning: Concept and 

Applications [3] 

در  کامل    ی ا مفهوم یادگیری مشارکتی با مقدمه   ی بررس 

 آن. های  ها و کاربرد ی ، معمار تعریف مفاهیم 

یادگیری  مفهوم 

 مشارکتی
QIANG YANG 
et al 20

19
 

13 

A Survey on Federated 

Learning  Systems: Vision, 
Hype and Reality for Data 

Privacy and Protection [66] 

مانند    ستم ی س   ی اجزا   ی بررس  مشارکتی،  یادگیری 

حفظ   زم ی ، مکان ن ی ماش   ی ر ی ادگ ی ها، مدل  داده  ع ی توز 

 ارتباطات.   ی و معمار   ی خصوص   م ی حر 

یادگیری  مفهوم 

 مشارکتی
Qinbin Li1et al 

20
21
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کتاب/عنوان مقاله ردیف   نویسندگان  زمینه محتوا 
سال  

 انتشار

14 
A Survey on Security and 
Privacy of Federated 

Learning [67] 

کاربرد  مشارکتی  های  بررسی  زمینه یادگیری  های  در 

 . انه ی و علوم را   ع ی صنا   ی مهندس مختلف از جمله  

یادگیری های  کاربرد 

 مشارکتی

Viraaji 

Mothukuria et 

al 20
21

 
15 

Federated Learning: 
Challenges, Methods, and 

Future Directions [9] 

چشم  هاچالش ،  هایژگیوبررسی    های اندازو 

 .یادگیری مشارکتی

یادگیری های  چالش 

 مشارکتی
Tian Li et al 

20
20

 

16 
From federated learning to 

federated neural architecture 

search: a survey [68] 

مفاهیم   مشارکتی  بررسی    های کرد ی رو   و یادگیری 

،  ی ت ی تقو   ی ر ی ادگ ی بر اساس    ی عصب   ی معمار   ی جو و جست 

  ی معمار   ن ی ا   ی. ف ی توص   ب ی بر ش   ی و مبتن   ی های تکامل تم ی الگور 

به   ی عصب  آفلا   ن ی آنلا صورت  متحد،  طبقه   ن، ی و    ی بند در 

رو   شود ی م   ی ساز اده ی پ  و    ی جو و جست   ی کردها ی و  تک 

 . رد ی گ ی قرار م   ی مورد بررس   ز ی هدفه ن چند 

یادگیری  مفهوم 

 مشارکتی
Hangyu Zhu et al 

20
21

 

17 
Survey of Personalization 

Techniques for Federated  
Learning [69] 

ت  ی سازیشخصضرورت    بررسی  های کیکنو 

جهانمدل  ی سازیشخص در  های  یادگیری ی 

   بهبود کارکرد مدل. یمشارکتی برا

در  شخصی سازی 

 یادگیری مشارکتی
Viraj Kulkarni et 

al 20
20

 

18 
Towards Utilizing Unlabeled 

Data in Federated Learning: A 

Survey and  Prospective [70] 

شناسایی   و  بهره   ازینبررسی  از   یبرداربه 

   .یادگیری مشارکتیهای بدون برچسب در داده

برچسب  داده  بدون  های 

 یادگیری مشارکتی در  
Yilun Jin1 et al 

20
20

 

19 

(Book) Federated Learning  
Synthesis Lectures on 

Artificial Intelligence and 

Machine Learning [41] 

پیش  مدل  ساخت  چگونگی  با  بررسی  مشترک  بینی 

و  یادگیری مشارکتی  ها در  حفظ حریم خصوصی داده 

 ها. ی داده خصوص   م ی های حفظ حر حل راه بررسی انواع  

یادگیری  مفهوم 

 مشارکتی
Qiang Yang et al 

20
19

 

20 
Federated Learning for 

Internet of Things:  A 

Comprehensive Survey [71] 

  نترنت ی در خدمات مختلف ا  یادگیری مشارکتی  نقش 

،  ا ی اش   نترنت ی های ا داده   ی گذار به اشتراک   شامل:   ا، ی اش 

حمله،    یی ها، شناسا داده   ی ساز ره ی و ذخ   ه ی تخل 

 . ا ی اش   نترنت ی ا   ت ی و امن   ی خصوص   م ی ، و حر ی ساز بومی 

یادگیری مشارکتی و  

 ایاش نترنتیا
Dinh C. et al 

20
21

 

21 
Federated Learning for Vehicular 

Internet of Things: Recent 

Advances  and Open Issues [72] 

کاربرد   شرفتیپ  یبررس و  مشارکتی  یادگیری 

 . هینقل لیهای وساآن در شبکه

یادگیری  شبکه  های 

 ه ی نقل   ل ی مشارکتی و وسا 
Zhaoyang Du, et 

al 20
20

 

22 
Federated Learning: 

Opportunities and Challenges 

[ 37 ] 

  ی، های محلداده  بررسی حفظ حریم خصوصی

 . یادگیری مشارکتی هایچالش ها و  فرصت

یادگیری های  چالش 

 مشارکتی
Priyanka Mary 
Mammen 20

21
 

23 
From Distributed Machine 

Learning to Federated 

Learning: A Survey [ 47 ] 

ها  شده، ارتباط داده ع ی توز های یادگیری  بررسی راهکار 

 . های یادگیری مشارکتی ستم ی س   ت ی و امن 

ی  ها و منابع محاسبات داده 

 یادگیری مشارکتی در  
Ji Liuz, Jizhou 

Huangz et al 20
21

 

24 
Review  Federated Learning in 

Smart City Sensing:  Challenges 

and  Opportunities [75] 

های  شهر  در یادگیری مشارکتی    ل ی پتانس   بر  ی مرور 

 آن. های  و چالش   ی ا ی اش   نترنت ی هوشمند ا 

و   مشارکتی  یادگیری 

 شهر هوشمند 
Ji Chu Jiang, et 

al 20
20

 

25 

Emerging Trends in 

Federated  Learning:  From 
Model Fusion to  Federated X 

Learning [76] 

مشارکتیبررسی    سا  یادگیری  های الگو   ریبا 

مشارکتیریادگی،  یریادگی ی x  ی   یری ادگ، 

فراگیافهیوظ چند انتقال،   یریادگی،  یری، 

   ی.تیتقو یریادگیبدون نظارت و  یریادگی

نوظهورروند در    های 

  یادگیری مشارکتی
Shaoxiong Ji1, et 

al 20
21

 

la
te

st
 v

er
si

o
n
 

20
21

 

26 
(Book ) Federated Learning 

Privacy and Incentive [77] 

  ی خصوص  م ی های مربوط به حفظ حر ک ی تکن بررسی  

 . های یادگیری مشارکتی کاربرد ها و  داده 

و  یادگیری   مشارکتی 

 ها داده   ی خصوص   م ی حر 
Randy Goebel, et 

al 20
20

 

27 

communication-efficient and 

distributed learning over 

wireless networks: Principles 

and applications [78] 

معمار  یبررس مورد  الگوریدر  و  تمیها،  ها 

پردازش  روش شبکهداده های  در  های ها 

 بر یادگیری مشارکتی. یمبتن میسیب

یادگیری  مفهوم 

 مشارکتی

Park J, 

Samarakoon S, et 

al 20
20

 

28 
Preserving data privacy via 

federated learning: 

Challenges and solutions [79] 

  ی خصوص   م ی ها و حملات حر کوتاه بر چالش   ی مرور 

های یادگیری مشارکتی، همراه با  ستم ی ها در س داده 

احتمال حل راه  حر   ی برا   ی های  از    م ی محافظت 

 . های یادگیری مشارکتی ها در طرح داده   ی خصوص 

و   مشارکتی  یادگیری 

  یخصوص  میحر

 هاداده
Li Z, et al 

20
20
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 تلفن همراه یهاهوشمند و دستگاه یهاخانه ا، یاش نترنتیا یبرا یکاربرد ة: برنام(4-جدول)

(Table  4): Application for the Internet of Things, smart homes and mobile devices 

 

 

 

 

 

 

 

 

 

1 Internet of things (IOT) 

 مرجع کاربرد  زمینة مطالعات  مزایا  تیمحدود زمینه

مه
رنا

ب
ها

 ی
رد

ارب
ک

 ی
گاه

ست
 د

در
ها

 ی
راه 

هم
ن 

تلف
 

  ی حالت احتمال به  طورکاملبه

 .کندمی هیشده تکآموخته

صفحه واژگان    د یکل  گسترش 

و    ییبدون صدا باعث بهبود کارا

 .شودیتنوع محتوا م

خارج  یادگیری   کلمات 

 . واژگاناز 

تلفن    د یکلصفحه

 . هوشمند

Chen et al., 

2019  [80]  

در  نو   مدل    فة مقابل 

 دارد.مقاومت ن  نهیزمپس

از     ی استراتژ  کیاستفاده 

در انطباق  نیانگیم وزن  با    ی 

 .مدل استاندارد

  آشکارساز یادگیری  

 .شدههیتعبکلمات 

  یصوت  اریدست

 .تلفن هوشمند
Leroy et al., 

2019  [114]  

 . ددار ییبالا  یارتباط  ةنیهز
مدل   از  و    RNNاستفاده  سرور  در 

 . ی با بهبود فراخوان   ی مشارکت   ی ها ط ی مح 

کلمپیش   ی بعد  ة بینی 

 ی.مجاز دیکلدر صفحه

تلفن    د یکلصفحه

 . هوشمند

Hard et al.2019   
[115]  

ها با  است که مدل  رمعمولیغ

ز  آموزش    ی ادیتعداد  پارامتر 

 داده شوند. 

از   استفاده  با  راحت  آموزش 

مدل   و  خطا  تابع  تحدب 

 .کیلجست ونیرگرس

  شنهادات ی پ   ت ی ف ی ک بهبود  

  د ی کل صفحه   ی جو و جست 

 ی. مجاز 

تلفن    د یکلصفحه

 . هوشمند
Yang, Andrew, 
et al, 2018  [95]  

پنهان    ةحافظ   یمحتوا

و   است  متفاوت  مشتری 

نمی  ارها یمع در  را  توان 

 کرد. سهیمقا شاتیآزما

  ک یبه عملکرد بهتر از    یاب یدست

 . سرور  ةدی دمدل آموزش

از    ایموجیبینی  پیش

تا روپی متن    ی شده 

 . دیکلهصفح 

تلفن    د یکلصفحه

 . هوشمند

Ramaswamy et 

al. 2019  [116]  

محاسبات  عیتوز   ة نحو  یبار 

ناهمگن    هایوی در سنار  میعظ

 است. دهکشف نش

  ی ساز کپارچه ی   ل ی پتانس بارة  در بحث  

یادگیری    ق ی عم   ی ت ی تقو   ی ر ی ادگ ی  و 

 . همراه   تلفن   ة لب   ستم ی با س  مشارکتی 

 ،MECسازیبهینه

و    ةحافظ  پنهان 

 ارتباطات 

لب   ة محاسبات 

 .همراه تلفن
Wang, X. et al. 

2019  [117]  

قابل   ن یچند   ی برا لبه    ابر 

 .ستیاستفاده ن 

سرو پیشنهاد   استقرار    س یطرح 

  (PSP) یخصوص  میاز حر  یآگاه

های  به خواسته  ییگو پاسخ  ی برا

 .خدمات کاربران

خدمات  قرار دادن 

حر   آگاهانة   م یحفظ 

  ی برای  خصوص

لب   تلفن   ةمحاسبات 

 .همراه

لب   ة محاسبات 

 .همراه تلفن

 ای.رایانش لبه

Qian et al., 2019 

 [118]  

را    یفقط مدل تحرک اساس

 گیرد.میدرنظر ی سادگ  یبرا

با استفاده  کاهش تنزل عملکرد 

 .سازی گروهبهینه  یاز استراتژ

ی  خصوص  میحفظ حر

بینی تحرک  پیش در

 ی.انسان 

  ی های حرکت گر حس 

های تلفن  دستگاه 

 . همراه 

Feng et al. 2020 

[119]  

  با دقت کمی   یهایمدل  دیتول

در   مدل  سهیمقابدتر  های  با 

 .متمرکز

رد و  کردن  شناسایی 

 . های اشتباهمشتری

فعال های  تی شناخت 

 ی.انسان 

های  گر حس 

های  دستگاه   ی حرکت 

 . هوشمند 

Sozinov et al., 

2018  [120]  

معمار   ی ادهیچیپ  ی نسبتاً 

 ی دارد. سازادهیپ یبرا

امن   یادگیری    مشارکتیترکیب 

 . های امنداده عیبا تجم

های هوشمند  طراحی خانه 

امن   یادگیری  بر  مبتنی 

 . مشارکتی 

 هوشمند  ةخان

IOT1 

Aïvodji et al., 

2019  [211]  

مکان    ی برا   ی بردار نقشه   سم ی با 

انعطاف  متنوع    ر ی پذ استقرار 

 . ست ی ن 

 ی.کیزیثر خطرات فؤم ییشناسا 
های  الگویادگیری  

 . کاربران یرفتار
 IOT هوشمند ةخان

Yu et al., 2020 

[221]  

ب   به   از ین  مورد  در    شتریکار 

فرایند    ییگرا هم  هیتوج

 . است یجوشهم

  ی ریادگی  یوربهرهافزایش  

ربات  یدیتقل محلاز  در    یهای 

 . ابر کیهای رباتستمیس

 ربات  ةشبک .دیتقل یریادگیبات  ر
Liu et al., 2020  

[53]  
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 . IIOT تیبا امن FLمورد در  ریمطالعات اخ یاجمال یبررس (:5-جدول)

(Table-5): An overview of recent studies on FL with IIOT security. 
 

 

 

 

 

 

 
 

1 Federated Tensor Mining (FTM) 
2 Differential Privacy (DP) 

تمیالگور چارچوب  تیمحدود هایچالش ک یتکن کاربرد  

F
M

L
 i

n
 I

Io
T
 

[1
00

, 1
01

, 1
23

-1
24

] 

FTM1 های هوشمند  کارخانه 

FTM  رمزگذار   ک یهمومورف یبا 

خط تحول  از  استفاده    یکه 

 .کندمی

برا ب   یچالش  تعادل   ی ریادگی   نیحفظ 

 .هادادهتیو امن نیماش

برا   از ی ن  متمرکز  سرور  استخراج    ی به 

 . ی مشارکت 

Primalchain 
پردازش زبان طبیعی  

 گفتار  صیو تشخ

یا    یخصوص  میحر تفاضلی 

 2ی افتراق

 ن یماش  ی ریادگیبزرگ    اس یدر مق  ریتأخ

 است. شتریب 

 . دیتوان بهبود بخشرا می ییکارا 

Tensor Ridge 
Regression ی عامل مواز ةی تجز ر ی پردازش تصو 

بالا منجر به   عددارای بُ های  دادهمجموعه

ب  پازشیآموزش   ی محاسبات  یدگیچیحد، 

 .شودبزرگ می ة به حافظ  ازی بالا و ن 

STA 
و    وتریکامپ  یینایب 

 الگو  صیتشخ
 Tensor یترازهم  کیتکن

 ص یتشخ  یبرا  تنک  ی ریادگیهای  روش

 ی و برا  رندیگنمیقرار  ی بررستانسور مورد

 .ستندیبعد بالا کارآمد ن  ی دارای فضا

CPSS م یسیب  ای اش نترنت یا 
 ی خصوص  میحفظ حر

 ه ی بر تجز یمبتن ارمعی

داده  از  آنجاکه  رمزگذار از  استفاده  ی های  شده 

 . دارد   یی بالا   ار ی بس   ة ن ی کند، هز می 

F
D

L
 i

n
 I

Io
T

 

[5
6,

 1
26

-1
28

] 

DeepPAR 
DeepDPA های هوشمند کارخانه 

 ی مجدد پروکس رمزگذاری

 ا یپو  دیکل تیر مدی گروه

در دستگاه   یتیامن سمینقص در مکان 

 .لبه
Double Q-

Deep  
Qnetwork 

 همراه  های تلفنشبکه
تصم در    یریگمیفرایند  مارکوف 

 رمتمرکز یغ ی پنهان سازمان  ةحافظ 
 رساند. میرا به حداکثر  رمتمرکزیغزیان 

FedGRU ک یتراف ةشبک 

 جمع پارامترها 

 مشارکتی  نیانگیم تمیالگور 

 مشترک  ةیپروتکل اعلام

توان  کانولوشن گراف می   ة با استفاده از شبک 

 . دست آورد را بهتر به   ی زمان   ی وابستگ 

ASTW 
FedAVG ر ی پردازش تصو 

 زمان ناهم  یاستراتژ

 ی وزن  جمع

 . نقش دارد   ی مدل محل   ة توسع در  فقط سرور  

 . توان کاهش داد ارتباطات را می   ة ن ی هز 

F
ed

er
at

ed
 

B
lo

ck
ch

ai
n
 

[1
09

, 1
11

-1
13

, 1
29

-1
31

] 

 

Federated 
Collaboration 

framework 

حسداده گر  های 

 ی دن یپوش

داد  نی چبلاک و    ی خصوص ةمرکز 

 یعموم

همکار  اسیمقهای  چالش  ی بزرگ 

دادهچند امن  و  اجانبه   ا یاش  نترنتیهای 

 .دارد

BlockFL 

 م یسیارتباط ب  ةشبک 
 یادگیری ماشین در دستگاه 

 هوشمند سازوکار اجماع 

کار   مدارک  هک   وسیلة بهامکان 

 دارد. مخرب ی هانریما

FL-Block 

 ر ی پردازش تصو 
 غیرمتمرکز  ی خصوص  میحر

 ت یمسموم ة حمل

حر  نیب   مبادلات و   یخصوص  م یحفظ 

 شود.  نه یبه د یبا   ییکارا 

BFL 

 پاداش  دی تجد کردیرو ه ینقل  لیوسا  ةشبک 

VML 

انتخاب   یکل  ر یخأت  شیافزا  در 

 بلوک.   یهایروزرسان هب 

CrowdSFL  منبع انبوه  یرمزگذار تمیالگور  صنعت بهداشت 
 . پاداش ع یتوز سمیمکان  ف یبه تعر   ازین 

 .کرد نه یتوان بهرا می مدل

SVM  and Deep  
network آهن راه ةشبک 

SVM  هست عملکرد  اساس  ة  بر 

 کلاسه مخلوط و مدل چند

کارا  و  میپیش  ییدقت  به بینی  تواند 

 . حداکثر برسد

IoBT 
اجتماعی   از  امنیت 

 ی سازمان دفاع  قیطر

 ه یمدل چندلا 

 نبرد   یبه رهبر  دفاع

محل گره  آموزش   ی مشارکت  روند  در 

 . ابدیها پاداش  سهم آن  تواند بر اساسمی
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 3منابع  تیریمد -2ها داده تیریمد - 1ها داده یسازرهی ذخ یبرا IIOTدر  مشارکتییادگیری  ریاخ یها: خلاصه مقاله (6-جدول) 
(Table-6): Summary of Recent FL Research Articles in IIOT for  Data Storage - Data Management - Resource Management 

 

1 Data Storage 
2 Data Management 
3 Resource Management 
4 Software-Defined Network (SDN) 
5 Service-Oriented Architecture 
6 Fuzzy Folded BF (FFBF) 
7 Integrated Database Management System 
8 Cyber-Physical Systems (CPS) 
9 Deep Reinforcement Learning (DRL) 
10 Cyber Physical System Architecture (CCPSA) 
11 Federated Imitation Learning (FIL) 
12 Federated Deep Learning (FDL) 
13 Multi-party Computation (MPC) 
14 Differentiated transaction 
15 Base station (BS) 

 مفهوم اثبات  هامشارکت های مورد استفادهتکنیک پژهش  زمینة چارچوب 

ذخ
ی

 ره
ساز

 ی
داده 

اه
 

[42
, 

32
1

-138
] 

 . اطلاعات امن یسازره یذخ

 .ایهای پوداده  یآورجمع 

 زدحام. کاهش ا

 ی. کاهش مصرف انرژ

شبکه   Middlewareبر    مبتنی   حل   راه  ی  ها در 

SDN4   و امکانات شبکه   ی ور بهره   ش ی افزا   ی برا . 

 ، نامشخص یا  اطلاعات نادرست    ک ی تفک برای    ابهام   تعامل 

 ی. آگاه   است ی س   ر ابری، تأخی   محاسبات 

 شده است.  یطراح  یاب یباز یژگیدرخت و

 ی. سازره یذخ یکاهش فضا

شده    یتکامل   تمیالگور ارائه  هدفه  چند 

 است.

 تراکم گاز در کارخانه 

 . مشتریی خدمات و نگهدار

 . ثر ؤ اطلاعات م   ی ساز ره ی ذخ 
 حجیم. های  داده ی  آور جمع 

 . هوشمندانه   ت ی ر ی مد کردن  فراهم 

 .SOA   5 بر مبتنی حل راه

 . شدهع یداده توز گاهیپا رسرو

 . هاداده   عیتجم  مدل

ی   FFBF6خدمات    یمعمار چارچوب   کو 
IDMS7 شده است.  شنهادیپ 

 . دی بخش تول

 ی. های بهداشتمراقبت 

 ی. دن یهای پوشدستگاه 

مختلف داده   آوری جمع  منابع  از  ،  ها 

 . ها داده   ل ی و تحل   ه ی تجز تجمیع و  
 داد ی مدل مرکز رو

داده  کی  شنهادپی تجمع  و    مدل 

 ی. همبستگ 

 ی. بخش نگهدار

 . وستهیم پهبه  دیتول خطوط 

 دستگاه   یبه خراب یدگیرس

 .هاتبادل اطلاعات و داده ی رابط برا جادیا
 ی بر معمار یراه حل مبتن

SDN, CPS8, DRL9 

بلاک  یمبتن  DRL  شنهادیپ و   نیچبر 

CCPSA10 

 . ابد ی می   ش ی افزا   زات ی استفاده از تجه   زان ی م 

 . دهی چی پ یصنعت  یهابرنامه 

 . خودکار   ة شد ت ی هدا   یة نقل   ل ی وسا 

 ی. های صنعت ربات

مد
ری

ی
 ت

داده 
ها

 

[109
, 110

, 
39

1
-144

] 

 . شده ی بارگذار   ة داد   حجم کاهش  

گره  ةارائ به  لباطلاعات   ةهای 

 .تلفن همراه

 ی.سازنه ی به یبرا قیعم یت یتقو یریادگ ی

 . اطلاعات ةارائ ییادگیری مشارکتی برا

 یبرا  "In-Edge AI"چارچوب  ارائة یک  

 . بهبود استقرار 

محاسبات   یبرا  قیعم Q   یریادگ ی بهبود 

 . هادر لبه 

 Xender اثرات

 . دانش ادغام سمی مکان ةارائ

 . انتقال یریادگ ی یبرا ییالگو ةارائ
 ی. دیتقل  یریادگییادگیری مشارکتی همراه با 

ی با انتقال    یریادگ یروش    کپیشنهاد 

تقلید   یادگیری  از    مشارکتی استفاده 
11(FIL) . 

 های خودران ل یاتومب 

حال   تیامن   نیتأم در  که    یبالاتر 

سع  نیچند همکار  یطرف   یدر 

 . دارند

و یادگیری مشارکتی همراه با    عمیقیادگیری  

 . نیچبلاک

داده با استفاده    یچارچوب همکار  کة یارائ

 . FDL 12از

 نیچبر بلاک   یامن مبتن  سمی شنهاد مکانیپ

 . محاسبه یبرا

 ی خصوص  نیچبلاک  کی

 . Libraبر پروتکل  یمبتن

شده از ی آورهای خام جمع داده 

 . یدن یدستگاه پوش 

داده گذاشتن  اشتراک  در    .ها به 

 ریزش.  گونه چیطرف بدون ه  نیچند 
 .نیچیادگیری مشارکتی و بلاک 

خصوص  مشارکتی  افتراقی    ییادگیری 

 شده است.  شنهادیپ
 .ترزیهای رومجموعه داده 

 . سازی ساختار مدلبهینه 

 . محاسبات  نهیبه حداقل رساندن هز

خطا رساندن  حداقل  های به 

 ی. آزمون مدل جهان

الگور و  مشارکتی  چند    یتکامل   تمییادگیری 

 . هدفه

پ  نیانگیم   تم یالگور شده    شنهادی مشارکتی 

 است.

  شنهاد ی پ  SET  تمیالگور  ةشداصلاح   ةنسخ 

 شده است. 

داده  مستقل مجموعه  های 

غیرمستقل   عیتوزهم و 

 . عیتوزهم

در    یخصوص  می حر  جادیا بهتر 

 . های مشترکمدل 

مشارکتی   چندجانبه  یادگیری  محاسبات  و 

(MPC) . 

فعال  MPC13ارائه   فاز  یادگیری  دو 

  مشارکتی 

 ته یانتخاب کم  تمیالگور شنهادیپ

 ص ی تشخی  دیتول  هایواحد 

 ی. کیی الکتر هانیدر ماش  بیع

بهره   یریجلوگ از   یبرداراز 

خصوصداده  برنامه   یهای  های در 

 . حساس

 . افزوده یریادگییادگیری مشارکتی همراه با 

 افتهی  شیافزا  یخصوص  میحر  شنهادپی

 . یصنعت ی هوش مصنوع یبرایادگیری مشارکتی 
از   تحل   هیتجزاستفاده  و    تجمع  لیو 

 تجمع مدل.  تمیالگورپیشنهاد 

 . MNISTهای مجموعه داده 

خلبان  و  درمان  و  بهداشت 

 . کی اتومات

 . لبه  ةاطلاعات به شبک ةارائ

 . از حملات مخرب یریجلوگ

گسترده ارتباط  با    نیچبلاک   ،ات  همراه 

 . قیعم یت یتقو یریادگ ی

ارائه 14  اعتبار تراکنش متمایز  بیطرح تصو

 . شودمی 

براقیعم  یتیتقو  یریادگ ی   ی زیربرنامه   ی. 

 . منابع ةشدنه یبه

ا کدام   15  ه یپا  ستگاهیپنج  هر 

و سرور   یسرور محاسبات   یدارا

 . هستندسازی ذخیره 
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 ی خصوص میحر شیافزا یهاسم یمشارکتی با تمرکز بر مکان یریادگ یمهم در  یها ازپژوهش ی: خلاصه ا (7-جدول ) 

 (Table-7): A summary of important study in federation learning research focusing on privacy enhancement mechanisms 

 

 
 

1 Particle Swarm Optimization (PSO) 
2 Macro Base Station (MBS) 
3 Small Cell Base Station (SBS) 
4 Industrial Federated Learning (IFL) 
5 Digital Twin Wireless Networks (DTWN) 
6 Deep Federated Reinforcement Learning (DFRL) 
7 Multi-Agent Deep Q-learning (MAQL) 
8 Ground Fusion Centre (GFC) 
9 Unmanned Aerial Vehicles (UAVs) 
10 Differential privacy (DP) 
11 Secure multi-party computation (SMC) 
12 Homomorphic encryption (HE) 

 مفهوم اثبات  هامشارکت های مورد استفادهتکنیک پژهش  زمینة چارچوب 

از حد پارامترها    شیسازی ببهینه 

 . در مدل یادگیری ماشین

ذرات  یسازنه یبه با    1PSO ازدحام  همراه 

 . یادگیری مشارکتی

به برا  یسازنه ی چارچوب  ذرات   یازدحام 

پ  میتنظ است  شنهادی پارامتر    تعداد و    شده 

سلول هیلا و  پنهان  عصبهای    نه یبه  یهای 

 شده است. 

با   کیتراف هوشمند  شهر 

داده   Cityهایمجموعه 

Pulse EU FP7 
مد
ری

ی
 ت

منابع 
 

[
28

1
-135

] 

 
 . سازی قدرت انتقالبهینه 

 . میسی مجدد از منابع ب ةاستفاد
 ی. سلسله مراتب  یادگیری مشارکتی

 یی. گراهم ارزیابی  یبسته براحالت 

 . قدرت انتقالسازی بهینه 

 زیان. به حداقل رساندن تابع 

 BS یویسنار

ناهمگن متشکل   یسلول  ةشبک 

 SBS3و  MBS2از 

بارگ فعال  و ریکردن  وظایف  ی 

 . هادر لبه   امور مهم
 . بر یادگیری مشارکتی یمبتن یادگیری عمیق 

و  ریتأخ   لیدلبه   نهیهزکاهش   محاسبه   ،

 ی. مصرف انرژ

در  شبکه  ناهمگن  های 

 یامحاسبات لبه 

ابهینه  در  منابع   نترنتیسازی 

 ی. شناخت ایاش
 . یادگیری مشارکتی پراکنده

 ةنیهز  یسازنه یبه   یبرا  یخط  یزیربرنامه 

 .یکل 
 صنعت هوشمند 

 . مدل یادگیری ماشین یابیارز

 . افته یساخت  فرایند جادیا
 (IFL)4یادگیری مشارکتی صنعتی 

 متنوع.  طیبا شرا قیمدل قابل تطب 

 یادگیری مشارکتی صنعتی.  شنهادیپ

 زمان چارچوب هم

 یادگیری مشارکتی متمرکز 

   ی.ریادگیدقت بودن متعادل  . نیچبر بلاک ییادگیری مشارکتی مبتن  . کاهش ارتباطات غیرقابل اعتماد
دوقلو   میسیب  یهاشبکه 

   5(DTWN)تالیج ید

 (DFRL)6قیمتمرکز عم یت یتقو یریادگ ی . منابع ای پو صیتخص
  ی برا   7  ( MAQL)   ی چندعامل   ق ی عم  Q  ی ر ی ادگ ی 

 شده است.   شنهاد ی پ   ا ی برش پو 
 ی چند صنعت ایاش  نترنتیا

  ة در دامن  ریتصو  یبندانجام طبقه 

 . اکتشاف
 شده. توزیع  یادگیری مشارکتی

مستقر     GFC)8 (ین یزم   یمرکز همجوش 

 شده است. 

 . ابدیارتباطات کاهش می  ةنیهز

بدون   ییهوا  یةنقل   لیوسا

  9(UAVs)نیسرنش

 ی خصوص  می حر اتیجزئ
  می حر زمیمکان

 ی خصوص 
 مرجع سهم عمده 

Batch-level DP, Ɛ-DP 

 لاپلاس  سمیمکان 
10DP 

کاهش ارتباطات و استفاده از    یشده براع ی توز  یانتخاب  بیش  یشرح روش نزول

 های پارامتر مدل روزرسانی ه محافظت از ب یبرا لیفرانسید  یخصوص میحر
[20] 

Batch-level DP ،(Ɛ-δ)-DP 

 ( ی گاوس سمی )مکان
DP 

هنگام آموزش    ی خصوص  م ی های حر ضرر   ی آور جمع  ی کارآمد برا   ی شرح روش حسابدار 

DNN   ی افتراق   ی خصوص   م ی با حر 
[146] 

تجم  صورت   ع ی پروتکل  در  فقط  کاف ی امن  تعداد    ی که 

  ی اب ی متوسط مشتری را ارز  ب ی روزرسانی ارسال کند، ش ه ب 

 . کند می 

SMC11 
جد ا  ةارائ  یبرا  دی روش  ب  یچندحزب   منیمحاسبات  برا  طوره که    ی خاص 

 استشده  میمشارکتی تنظ یریادگ ی
[15] 

 DP ،(Ɛ-δ)-DPسطح کاربر 

 ( ی گاوس سمی )مکان
DP 

مشارکتی    یریادگ ی  یدیفرانسیل در سطح کاربر برا  یخصوص  میحر  ةروش ارائ

 در ابزار مدل  تنها با ضرر کمی 
[147] 

 DP ،(Ɛ-δ)-DPسطح کاربر 

 ی( گاوس سمی )مکان
DP 

ارائ برا  یافتراق  یخصوص  میحر  ةروش  کاربر  سطح  مشارکتی    یریادگی  یدر 

 ابزار مدل  گرفتننادیده بدون 
[145] 

دسته  رکورد/سطح  برابر  در   شی آزما  DP  یاحمله 

 . (استاجرا شده  [20])با استفاده از  است.شده 
DP 

جهان  شینما مدل  به  حمله  از    یروش  استفاده   ة خصمان   ةشبک  کیبا 

 ثر است. ؤم زین یادر سطح رکورد/دسته DPدر برابر  ی، حتدکنندهیتول
[148] 

ش روزرسانی ه ب  رمزنگار   ب ی های  از  استفاده    ک ی همومورف   ی با 

  تمام  ی را برا  ی متوسط   ان ی شوند. سرور جمع گراد می   ی رمزگذار 

ب  می ه کارگران  جمع   ، آورد دست  از  پس  فقط  تعداد  اما  شدن 

 کند.   یی را رمزگشا   جه ی نت   ن ی تواند ا ها می روزرسانی ه از ب   ی مشخص 

HE12,SMC 

شده، قابل  عیآموزش توز  نیهای کاربر در حروزرسانی هب  یرمزنگار  یبرا  یروش

شده  ع یتوز  یریادگیدر هدف    هااز مشتری   یاریکه بس فقط هنگامی   ییرمزگشا 

 .شرکت کرده باشند

[149] 

 [150]امن در    عیاز پروتکل تجم   یاریصورت اختبه

 . کنداستفاده می 
SMC 

س آماد  یریادگ ی  ستمی شرح  مق  دیتول   ةمشارکتی  رو  اسی در  )تمرکز    ی کامل 

 همراه( های تلفندستگاه 
[151] 
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 ی و سلامتبهداشت یهامراقبت یمشارکتی برا یریادگ ی ةنیدر زم ری اخ یاز کارها یاخلاصه: (8-جدول )  

(Table-8): A summary of recent works in federated learning for the health care 

 

 

 ی و سلامتبهداشت یهامشارکتی در مراقبت یریادگ ی یکاربرد یهااز برنامه  یاخلاصه (:9-جدول)

(Table-9): A summary of the Federated learning applications in health care 
 

 
 

 
 

1 Patient similarity learning 
2 Tensor Factorization 
3 Phenotyping 
4 Representation Learning 
5 Multi-layer perceptron 
6 Limited MarketScan Explorys Claims-EMR Data 
7 variational autoencoder 

 زمینة کاربرد 
متد یادگیری ماشین  

 مورداستفاده
 های پژوهشداده ها تعداد مشتری

Hashing 3 MIMIC-III [ 621] 1مار یهت ببشام یریادگ ی  [172 ]  

 Hashing 20 MIMIC-III [173]ماریهت ببشام یریادگ ی

TF2 1-5 MIMIC-III, UCSD [164]ی سازپ یفنوت  [149 ]  

 NLP 10 MIMIC-III [ 631]  3یسازپ یفنوت

 PCA 10-100 ADNI, UK Biobank, PPMI, MIRIAD [691] 4یادگیری ویژگی 

 Autoencoder 5-50 eICU Collaborative Research [ 166] ریوم بینی مرگ پیش 

Database  [150]  

 LR, NN 31 eICU Collaborative Research [174] ریوم بینی مرگ پیش 

Database 

 5LR, MLP 2 MIMIC-III [167] ریوم بینی مرگ پیش 

 LRR, MLP, LASSO 5 Mount Sinai COVID-19 Dataset [175]در کرونا  ریوم بینی مرگ پیش 

 Boston Medical Center 5وSVM 10 [165]ی بیماران بینی بسترپیش 

 RNN 50 Cerner Health Facts [ 168] زودرس مانیبینی زاپیش 

 CNN 5 UCI Smartphone4 [ 176]فیزیکیتشخیص فعالیت 

 SVM, MLP, LR 10 LCED6, MIMIC [178, 177] دارو یجانبعوارض بینی پیش 

NN 16،32،64 PhysioNet Dataset [179]ی تمی آر صیتشخ   [180]  

 NN 5،10 [181]ی ماریبینی ب پیش 
Pima Indians Diabetes Dataset [182], 

Cleveland Heart Disease Database 

[181] 

 VAE7 4 MNIST, Brain Imaging Data [84]ی ربرداریتصو یهاداده  لیتحل  و ه یتجز
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ارشد    یمدرک کارشناس  هاله فاتح
صنعت دانشگاه  از  را  خواجه   یخود 

 1399  سالدر    یطوس  نیالدرینص
اکر  دریافت  حاضر   حال  در  شانید. 

دکتر مقطع    ةدانشکدی  ادانشجوی 
   شاهرود است. ینعت دانشگاه ص وتریکامپ یمهندس

  :است ازایشان عبارت مةنشانی رایانا
h.fateh@shahroodut.ac.ir  

 

رضوانی دکتر  محسن  ی امدرک 
دانشگاه از  را   UNSW   خود 

امنیت اس ترالیا در گرایش شبکه و 
مدرک    ودریافت    1394سال    در

ارشد خود را در گرایش    کارشناسی
نرم دانشگاه  مهندسی  از  افزار 
و مدرک کارشناسی خود را در همین   صنعتی شریف

امیرکبیر   صنعتی  دانشگاه  از    دریافتگرایش 
استادهکر   ة دانشکد  دانشیار  حاضر  حال  در  شانی. 

   شاهرود است. ینعت دانشگاه ص وتریکامپ یمهندس
 :است ازایشان عبارت مةنشانی رایانا

mrezvani@shahroodut.ac.ir 
 
 

 مدرک   طحانیاناسماعیل  
و  ارشد    یکارشناس  کارشناسی 

خواجه   ی خود را از دانشگاه صنعت
  در   بیترت  به  یطوس  نیالدرینص

  و   1388و  1386های  سال
را از دانشگاه شاهد    امدرک دکتر

سال   در  ادکر  دریافت   1395تهران    حال  در   شانی. 
استاد دانشگاه    وتریکامپ  ی مهندس  ةنشکددا  اریحاضر 

  شاهرود است. ینعتص
 :است ازایشان عبارت مةنشانی رایانا

e.tahanian@shahroodut.ac.ir 
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