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Background: In recent years, convolutional, neural networks (CNNs) have been increasingly used in various
applications of machine vision. CNNs simulate the function of the brain's visual cortex and they have a
powerful structure to analyze visual images. However, the diversity of digital images and the diversity of their
content and features require that, CNN networks are specially designed and their parameters are carefully
adjusted to achieve higher efficiency in any classification problem. In this regard, in many previous studies,
researchers have attempted to increase the efficiency of the CNNs by setting their adjustable parameters, more
accurately.

New method: In this study, we presented a novel initializing method for the kernels of the first convolutional
layer of the CNN networks. We designed a filter bank with specialized kernels and used them in the first
convolution layer of the proposed models. These kernels compared to the random kernels (in traditional
CNNSs), without increasing the computational cost of the network extract more effective features from the input
images and improve classification accuracy by covering all the important characteristics.

Results: The dataset used in this paper was the MNIST database of handwritten digits. We examined the
performance of CNN networks when three different types of kernels were used in their first convolution layer.
The first group of kernels had constant coefficients; the second group had random coefficients and finally the
kernels of the third group were specially designed to extract a wide range of image features. Our experiments
on a single-layer CNN network with three types of kernels (constant numbers, random numbers, and filter-
bank), showed the average classification accuracy of MNIST images in 50 times of network training to be
74.94, 86.47, and 91.89 percent, respectively, and for a three-layer CNN network, 88.82, 96.16, and 99.14
percent, respectively.

Comparison with existing methods: Compared to the kernels with randomized coefficients, the use of
specialized kernels in the first convolution layer of the CNN networks has several important advantages: 1)
They can be designed to extract all important features of the input images, 2) They can be designed more
effectively based on the problem in hand, 3) They cause the training start from a more appropriate point, and in
this way, the speed of training and the classification accuracy of network increase.

Conclusion: This study provides a novel method to initialize kernels in convolution layers of CNN networks
to enhance their performance in image classification works. Our results show that compared to random kernels,
the kernels used in the proposed models extract more effective features from the images at different
frequencies and increase the classification accuracy by starting the training algorithm from a more appropriate
point, without increasing the computational cost. Therefore, it can be concluded that the initial coefficients of
the convolution layer kernels are effective on the classification accuracy of CNN networks, and by using more
effective kernels in the convolution layers, these networks can be made specific to the problem and in this way,
increase the efficiency of the network.

Keywords: convolutional neural network, image classification, handwritten digit, MNIST database
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(Figure-2): Examples of MNIST database images
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(Figure-5): Examples of the designed filters for the
first convolution layer of the proposed model
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(Figure-6): Comparison of the Pooling layer
performance in the two modes of averaging and
maximizing
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(Table-1): the configuration of the suggested single-

layer CNN network

0 AF |P| S N |Size| ay
YAXYA - - - - - input
WYXy | RELU YxY | V¢ | ox6| Convl
& x¢ Max YxY - | vxv | Pooling
OYF x\ - - - - - Flatten
Ve ex) Relu | - - Ve - FC1
0+ x\ Relu | - - o - FC2
yexy  [Softmax| - | - ) - | Output
sy *

P ol5 S tarygye b g b Sl slawi N b Lo slul Size

=955 ol 10 £ 63l Jlad &l AAF 1Sy uy

o g ¥ Sy, JU gl A 0 Ko A lio (Y- Jguzr)

ORI Pl LY s )0 Gglite 5,135 Slo £ 98
(Table-2): Comparing the performance of a single-
layer CNN network with three different types of

filters in the first convolution layer
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(Table-4): Comparing the performance of a three -
layer CNN network with three different types of
filters in the first convolution layer
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(Table-3): the configuration of suggested three-layer

CNN network
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YxV Max | v | vxy | - |¥xv| Pooling2
Yx¥x0 RELU | v | vy | & |¥xv| Conv3
£x¥ Max | v | vxy | - |¥xv| Pooling3
V$ ) - - - - | - | Flatten
8%\ Relu | - - o | - FC1
YO x) Relu | - - | vo | - FC2
vex\  |Softmax| - - y- | - | Output
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(Figure-7): Comparison of the output of the first convolution layer (feature maps). A) Random filters, b) Filter bank
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(Figure-8): Comparison of the output of the first RELU layer. A) Random filters, b) Filter bank
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(Table-5): Comparing the performance of the
proposed method with some past studies
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