
 

 دار مکاتبات      نویسندة عهده                                                                                                                                            Corresponding author  

  :7/4/1401تاریخ ارسال مقاله  :5/9/1402 تاریخ پذیرش  :24/10/1402 تاریخ انتشار  75پیاپی  3شمارة  2140سال                       پژوهشی :وع مطالعهن 

127 

 

بر طراحی یک شبکۀ عصبی کانولوشنال مبتنی

بندی تصاویر اعداد  بانک فیلتر برای طبقه

 نویسدست

 3زاده، محمدرضا  ، حسن*2ملایی، محمدرضا  ، کرمی1دروگرمقدم، علی  
بیوالکتریک، دانشکدۀ مهندسی برق و کامپیوتر، -دانشجوی دکتری مهندسی پزشکی، گروه مهندسی پزشکی  1

 دانشگاه صنعتی نوشیروانی بابل، بابل، ایران

 بیوالکتریک، دانشکدۀ مهندسی برق و کامپیوتر،  -دانشیار، گروه گروه مهندسی پزشکی  2

 دانشگاه صنعتی نوشیروانی بابل، بابل، ایران

 الکترونیک، دانشکدۀ مهندسی برق و کامپیوتر،-استادیار، گروه مهندسی برق  3

 دانشگاه صنعتی نوشیروانی بابل، بابل، ایران 
 

 چکیده 

سال شبکههای  در  بهاخیر  کانولوشنال  عصبی  فزایندههای  به طور  و  ماشین  بینایی  مختلف  کاربردهای  در  و  ای  شناسایی  در  ویژه 

شده  خودکار  بندی طبقه استفاده  شبکهتصاویر  از  نوع  این  شبیهاند.  با  مصنوعی  عصبی  مغز  های  بینایی  قشر  عملکرد  سازی 

تحلیل   و  تجزیه  در  را  ساختار  تصاویر  دادهقدرتمندترین  تنوع  اما  دارند.  بصری  ویژگی  دیجیتالهای  و  محتوا  گوناگونی  آنو  ها  های 

های  صورت اختصاصی طراحی و شاخصهای کانولوشنال بهبندی، شبکهکند برای دستیابی به کارایی بالاتر در هر مسئلۀ طبقهایجاب می

بهآن صافیها  برای  بهینه  ضرایبی  حاضر  پژوهش  در  راستا،  این  در  شوند.  تنظیم  شبکه دقت  آموزش  شروع  در  کانولوشن  لایۀ  های 

ای از  کارگیری مجموعهبندی در شبکه افزایش، و زمان آموزش کاهش یابد. این کار با طراحی و بهکاررفته تا از این طریق دقت طبقه به

کانولوشن در قالب یک بانک فیلتر و جایصافی های تصادفی انجام شده و بر روی  جای صافیها بهگذاری آن های تخصصی برای لایۀ 

دست اعداد  تصاویر  دادة  شده  MNISTنویس  پایگاه  آزمایش ارزیابی  تکاست.  کانولوشنال  شبکۀ  روی  بر  ما  نوع های  سه  با  لایه 

)صافیصافی ثابت،  گذاری  عدد  طبقهعدد  های  دقت  میانگین  فیلتر(  بانک  و  اعداد دستتصادفی  تصاویر  در    MNISTنویس  بندی  را 

 14/99و    16/96،  82/88لایه به ترتیب  درصد و برای شبکۀ کانولوشنال سه   89/91و    47/86،  94/74ترتیب  پنجاه بار آموزش شبکه به 

های های تصادفی ویژگیکاررفته در الگوی پیشنهادی در مقایسه با صافیهای بهدهند که صافیدرصد نشان دادند. این نتایج نشان می

بندی را تر، بدون افزایش هزینۀ محاسباتی دقت طبقهمؤثرتری را از تصاویر استخراج کرده، و با شروع آموزش شبکه از نقطۀ مناسب 

داده میافزایش  بنابراین،  اولیۀ صافیاند.  که ضرایب  گرفت  نتیجه  بر دقت طبقهتوان  کانولوشن  کانولوشنال بندی شبکههای لایۀ  های 

ها را خاص مسئله کرده و از این طریق کارآیی شبکه  توان این شبکههای مؤثرتر در لایۀ کانولوشن میکارگیری صافیمؤثر است و با به 

 را افزایش داد.      

  MNIST، پایگاه داده نویسبندی تصاویر، اعداد دستهای عصبی کانولوشنال، طبقهشبکه واژگان کلیدی:
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Background: In recent years, convolutional, neural networks (CNNs) have been increasingly used in various 

applications of machine vision. CNNs simulate the function of the brain's visual cortex and they have a 

powerful structure to analyze visual images. However, the diversity of digital images and the diversity of their 

content and features require that, CNN networks are specially designed and their parameters are carefully 

adjusted to achieve higher efficiency in any classification problem. In this regard, in many previous studies, 

researchers have attempted to increase the efficiency of the CNNs by setting their adjustable parameters, more 

accurately.  

New method: In this study, we presented a novel initializing method for the kernels of the first convolutional 

layer of the CNN networks. We designed a filter bank with specialized kernels and used them in the first 

convolution layer of the proposed models. These kernels compared to the random kernels (in traditional 

CNNs), without increasing the computational cost of the network extract more effective features from the input 

images and improve classification accuracy by covering all the important characteristics.  
Results: The dataset used in this paper was the MNIST database of handwritten digits. We examined the 

performance of CNN networks when three different types of kernels were used in their first convolution layer. 

The first group of kernels had constant coefficients; the second group had random coefficients and finally the 

kernels of the third group were specially designed to extract a wide range of image features. Our experiments 

on a single-layer CNN network with three types of kernels (constant numbers, random numbers, and filter-

bank), showed the average classification accuracy of MNIST images in 50 times of network training to be 

74.94, 86.47, and 91.89 percent, respectively, and for a three-layer CNN network, 88.82, 96.16, and 99.14 

percent, respectively.  
Comparison with existing methods: Compared to the kernels with randomized coefficients, the use of 

specialized kernels in the first convolution layer of the CNN networks has several important advantages: 1) 

They can be designed to extract all important features of the input images, 2) They can be designed more 

effectively based on the problem in hand, 3) They cause the training start from a more appropriate point, and in 

this way, the speed of training and the classification accuracy of network increase.    
Conclusion: This study provides a novel method to initialize kernels in convolution layers of CNN networks 

to enhance their performance in image classification works. Our results show that compared to random kernels, 

the kernels used in the proposed models extract more effective features from the images at different 

frequencies and increase the classification accuracy by starting the training algorithm from a more appropriate 

point, without increasing the computational cost. Therefore, it can be concluded that the initial coefficients of 

the convolution layer kernels are effective on the classification accuracy of CNN networks, and by using more 

effective kernels in the convolution layers, these networks can be made specific to the problem and in this way, 

increase the efficiency of the network.  

 

Keywords: convolutional neural network, image classification, handwritten digit, MNIST database  

 

 مقدمه -1

ترین و  بندی خودکار تصاویر، یکی از مهمشناسایی و طبقه

در   و  است  ماشین  بینایی  حوزۀ  در  مسائل  پرکاربردترین 

اخیر   دهۀ  تصاویر یک  پردازش  در  روزافزونی  کاربردهای 

ماهواره تصاویر  صنایع  پزشکی،  دور،  راه  از  سنجش  و  ای 

و   حروف  شناسایی  آن،  حالات  و  چهره  شناسایی  غذایی، 

حوزه از  بسیاری  و  دیجیتال اعداد،  تصاویر  با  مرتبط  های 

طبقه .[1]است  یافته و  شناسایی  انسان  برای  بندی اگرچه 

محتوای  تصاویر   ویژگی با  اساس  بر  نهفته در متفاوت  های 

رایانهآن اما  است،  آسان  کاری  الگوریتمها  نیازمند  هایی  ها 

بر هستند تا بتوانند تصاویر مختلف را  بسیار پیچیده و زمان

دهند   تشخیص  یکدیگر  از  بالا  دقت  کلی[2]با  در  ترین  . 

  بندی تصاویر توان یک سامانۀ خودکار برای طبقه حالت می

بخش  را   گرفت؛  نظر  در  اصلی  بخش  دو  از  متشکل 

طبقه بخش  و  ویژگی  یک  استخراج  اساس،  این  بر  بندی. 

بندی تصاویر، نخست  اعتماد و دقیق برای طبقهسامانۀ قابل

ویژگی  بتواند  استخراج کند باید  ورودی  تصاویر  از  را    هایی 

طبقکه   یک  تصاویر  متفاوت    هدر  طبقات  در  و  مشابه 

-تشخیص و تمایز باشند، و سپس این ویژگی خوبی قابل به

به را  طبقهها  یک  ردهوسیلۀ  در  مناسب  موجود بند  های 

های مختلفی برای رو، تاکنون روشبندی کند. ازاینتقسیم

ویژگی طبقهاستخراج  و  تصاویر  از  مؤثّر  بندهای  های 

رده یک  انجام  برای  نیز  بر  متفاوتی  و  ارائه  باکیفیت  بندی 

اند  های تصویری با محتوای متفاوت آزموده شدهروی داده

[3] ،[4]  . 

پژوهش از  طبقهبسیاری  مسئلۀ  در  بندی گران 

خودکار   شناسایی  بر  دستنویسهتصاویر  اعداد  و  نویس  ها 

بوده طبقهمتمرکز  و  شناسایی  چراکه  و  اند.  خودکار  بندی 

دست ارقام  روشدقیق  به  ماشین  نویس  بینایی  های 

دستگاه  در  زیادی  نشانیکاربردهای  خودخوان  های  های 

چک اسکناسپستی،  و  فرمها  بارکدها،  و  ها،  مالیاتی  های 

را   رایانه  و  انسان  بین  ارتباط  که  آینده  مسائل  از  بسیاری 

می دارد  تسهیل  طبقه[5]کنند،  و  شناسایی  اما،  بندی  . 

نبودن هایی مانند یکساننویس با چالش خودکار ارقام دست
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نیز   و  تصویر  در  اعداد  موقعیت  و  جهت  ضخامت،  اندازه، 

افراد روبه های فاحش در دستتفاوت روست. بنابراین،  خط 

باید از کارآیی   بندی تصویر در این حوزههای طبقهالگوریتم

بالا   اعتماد  قابلیت  و  دقت  به  تا  باشند  برخوردار  بالایی 

الگوریتم یابند.  معرفیدست  طبقههای  برای  بندی شده 

تقسیمارقام دست بندی کلی در چهار گروه  نویس در یک 

مبتنیالگوریتم  الگوهای  تطبیق  روش1بر  آماری،  ،  2های 

ساختاریروش شبکه  3های  مصنوعی و  عصبی  قرار   4های 

روش[6] گیرند  می در  مبتنی.  میزان  های  الگو،  تطبیق  بر 

گروه از  )متشکل  ویژگی  بردار  دو  بین  های  شباهت 

شکل  ویژگی  ها،  پیکسلی،  فضای  در  غیره(  و  انحناها 

می روشسنجش  مبنای شود.  بر  اساس،  در  آماری  های 

ای از معیارهای  گیری آماری و مجموعهبرخی توابع تصمیم

شده به یک ردۀ  بهینه عمل  و احتمال تعلق الگوی مشاهده

تعیین می را  روشخاص  مانند  کنند.  ترین  نزدیک  Kهایی 

،  7، الگوی مخفی مارکوف 6، ماشین بردار پشتیبان 5همسایه

این دسته هستند. در طبقه از  فازی  استدلال  و  بیزین  بند 

ساختاری روش واحدهای  صورت  به  ارقام  ساختاری،  های 

میمیدرنظرگرفته  کمیّ  آنشوند،  بین  رابطۀ  و  ها  شوند 

نهایت، روشجستجو می های  بر شبکههای مبتنیشود. در 

به که  مصنوعی  طبقهعصبی  مسائل  در  وسیعی  بندی  طور 

آن از  پژوهش  این  در  نیز  و  شدهتصویر،  استفاده  است،  ها 

آموزشویژگی بالا،  کیفیت  و  دقت  مانند  پذیری  هایی 

داده  اساس  بر  طبقهخودکار  در  مناسب  عملکرد  بندی ها، 

نوفهداده پیادههای  قابلیت  بهای،  و سازی  موازی  صورت 

 . [6]های عظیم را دارند کارآمدی در یادگیری پایگاه داده

الگوی محاسباتی رایانهشبکه ای  های عصبی مصنوعی یک 

آن عملکرد  که  شبکههستند  از  در  ها  زیستی  عصبی  های 

الهام گرفته شده ها پردازش  است. در این شبکهمغز انسان 

نام   به  کوچک  واحدهای  زیادی  تعداد  طریق  از  اطلاعات 

لایه در  که  )گره(  هم  نورون  به  و  گرفته  قرار  متوالی  های 

میپیوسته  انجام  شبکهاند،  مصنوعی  شود.  عصبی  های 

ای در بسیاری از مسائل شناسایی الگو  کنندهعملکرد خیره

وسیلۀ این بندی تصاویر به. اما طبقه[ 7]بندی دارند  و طبقه

چالششبکه با  همواره  روبهها  بودههایی  از رو  یکی  است. 

امکان تزریق مستقیم تصاویر به ها عدمترین این چالشمهم

شبکه )بهاین  بهها  بالا(  ابعاد  با  تصاویر  تشدید  ویژه  دلیل 
 

1  Template Matching 
2  Statistical Techniques 
3  Structural Techniques 
4  Artificial Neural Networks (ANN) 
5  k-Nearest-Neighbor (K-NN) 
6  Support Vector Machine (SVM) 
7  Hidden Markov Model (HMM) 

افسارگسیختۀ حجم و زمان محاسبات و نیز عملکرد پایین  

طبقه در  تصاویر شبکه  است.    بندی  روش  این  به 

طبقهعبارتبه بهدیگر،  تصاویر  شبکهبندی  های  وسیلۀ 

پیش مراحل  نیازمند  کلی  حالت  در  مصنوعی  -عصبی 

ویژگی  انتخاب  و  استخراج  بردار   پردازشیِ  ابعاد  )کاهش 

به قبل ویژگی(  و  دستی  شبکه  صورت  به  تصویر  اعمال  از 

رو انجام  طور معمول، مطابق با مسئلۀ پیشِاست. این امر به

و وقت پیچیده  بسیار  و کاری  است  شده  از ؛  [9]،  [8]گیر 

  8های عصبی کانولوشنال های اخیر به شبکهاین رو در سال 

طبقه بهبرای  تصاویر  توجه شده بندی  نوع شدت  این  است. 

با  های عصبی مصنوعی، ساختار ویژهاز شبکه برای کار  ای 

توان گفت که قدرتمندترین و  جرأت میتصاویر داشته و به

دارند   تصاویر  پردازش  برای  را  پیکربندی  .  [10]مؤثّرترین 

شبکهمهم برتری  با  ترین  کار  هنگام  در  کانولوشنال  های 

و   ویژگی  انتخاب  ویژگی،  استخراج  عملیات  انجام  تصاویر، 

است.  طبقه منسجم  و  واحد  ساختار  یک  در  بندی 

های عصبی  ها برخلافِ سایر شبکهدیگر، این شبکهعبارتبه

ای برای استخراج ویژگی  مصنوعی نیازمند مراحل جداگانه

به و  نیستند  ویژگی  بردار  ابعاد  کاهش  مستقیم،  و  طور 

را طبقه  را در ورودی خود دریافت و آن  بندی  تصویر خام 

شبکه[ 11]کنند  می پژوهش.  از  کانولوشنال  دو  های  های 

( که در دهۀ  Hubel & Wieselپژوهشگر دانشگاه هاروارد )

-میلادی بر روی قشر بینایی مغز گربه آزمایش می   1960

های این پژوهشگران  .  پژوهش[ 12]اند  کردند، منشأ گرفته

-های اولیۀ قشر بینایی مغز، نورونداد که در لایهنشان می

پایین تصویر )مانند لبهها به ویژگی  ها و شدت  های سطح 

لایهروشنایی در  و  ویژگیها(  به  بعد  پیچیدههای  تر  های 

می نشان  حساسیت  سال تصویر  در  اساس  این  بر  دهند. 

شبکه1987 برای  نظری  الگوی  یک  فوکوشیما  های ، 

تدریج  ها بهکانولوشنال مطرح کرد و پس از آن، این شبکه

شدند  پیاده استفاده  عمل  در  و  شبکه[ 13]سازی  های  . 

جنس   از  شبکه  ورودی  که  واقعیت  این  از  کانولوشنال 

به را  شبکه  معماری  و  کرده  استفاده  است،  طور  تصویر 

ها از سه نوع لایۀ اصلی  کنند. این شبکهمعقولی محدود می

بردار های نمونه، لایه9های کانولوشنشوند: لایهتشکیل می

لایه  10کاهنده  بهو  پیوسته های  کامل  به11طور  که طوری . 

لایهلایه ویژگی،  استخراج  عملیات  کانولوشن  های  های 

لایهنمونه و  ویژگی  انتخاب  عملیات  کاهندۀ    های بردار 

 

8  Convolutional Neural Network (CNN) 
9  Convolution Layer 
10  Pooling Layer 
11  Fully Connected Layers 
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طبقهبه عملیات  پیوسته  کامل  معماری طور  در  را  بندی 

می انجام  کانولوشنال  شبکۀ  یک  )مرسوم  شکل  (  1دهند. 

طبقهلایه برای  که  را  کانولوشنال  شبکۀ  یک  اصلی  -های 

 دهد. است، نشان مینویس طراحی شدهبندی اعداد دست

 

 
کانولوشنال در   عصبی  های اصلی یک شبکۀلایه(: 1-شکل)

 نویس بندی اعداد دستمسئلۀ طبقه

 (Figure-1): The main layers of a CNN network in 

handwritten digits classification 
 

شود، ورودی شبکۀ  مشاهده می(  1طورکه در شکل )همان

ویژگی از  بردار  یک  )نه  خام  تصویر  یک  های  کانولوشنال 

-تصویر( است. همچنین، اگرچه یک شبکۀ کانولوشنال می 

تواند بسته به کاربردی که دارد، تعداد و ترکیب متفاوتی از 

داشتهلایه را  یادشده  این لایههای  عملکرد  اما  در  باشد،  ها 

طبقه و  ویژگی  استخراج  بخش  دو  در  تقسیمکل  -بندی 

های کانولوشنال با سایر  شود. تفاوت اصلی شبکهبندی می

ها )بخش  های عصبی نیز در بخش نخست این شبکهشبکه

ویژگی بخش،  این  در  است.  ویژگی(  تصویر  استخراج  های 

به شبکه،  به  واردشده  صافیخام  )کرنلوسیلۀ  هایی(  هایی 

شوند، استخراج شده، سپس تعداد این  که با آن کانوالو می

لایهویژگی از  بعدی شبکه کاهش میها در گذر  یابد.  های 

بنابراین، خروجی بخش استخراج ویژگی، یک بردار ویژگی  

طور وسیلۀ یک ساختار به است که در بخش دوم شبکه به 

طبقه پیوسته  میکامل  یک بندی  در  اساس،  این  بر  شود. 

از لایه ابعاد تصویر ورودی در عبور  های  شبکۀ کانولوشنال 

شبکه،   شبکه انتهای  به  رسیدن  با  همگام  و  یافته  کاهش 

ها(  ها )کلاستصویر ورودی به یک بردار حاوی امتیاز دسته

طبقه نهایت  در  و  میتبدیل  ویژگی بندی  مهم  شود.  های 

عملکردشبکه از:  عبارتند  کانولوشنال  روی   های  بر  ویژه 

انجام ورودی تصویر،  جنس  از  و  چندبعدی  یا  دو  های 

و طبقه ویژگی  انتخاب  ویژگی،  استخراج  بندی در عملیات 

پردازش محلی ورودی با اتصال هر   یک ساختار مجتمع و 

 .   [14]نورون به بخش کوچکی از حجم ورودی 

شبکه افقامروزه  کانولوشنال  تازههای  در  های  را  ای 

کاربردهای مختلف بینایی ماشین روشن کرده، و مطالعات  

ها را در ها عملکرد مناسب این شبکهشده بر روی آنانجام

زمینه از  رساندهبسیاری  اثبات  به  اخیر ها  اند. در یک دهۀ 

تصاویر  شبکه شناسایی  مسائل  در  کانولوشنال  ،  [15]های 

تصاویر  [16] در  اشیا  تشخیص   ،[17]  ،[18 ]  ،[19]  ،

  [ 22]بندی تصاویر  و طبقه   [ 21]،  [ 20]بندی تصاویر  بخش

خیره دادهکنندهعملکرد  نشان  خود  از  شبکهای  این  ها  اند. 

نویس نیز و اعداد دست  هانویسهبندی  در شناسایی و طبقه

شده سال  استفاده  در  بار  نخستین  زمینه،  این  در  اند. 

1998  ،LeCun    دادۀ پایگاه  همکارانش  را    1MNISTو 

بندی تصاویر  طراحی و از یک شبکۀ کانولوشنال برای طبقه 

ها توانستند به  . آن[23]استفاده کردند    هاسهینومربوط به  

آن   بالاترین دقت تشخیص در  به  پیشنهادی  کمک شبکۀ 

و همکارانش یک شبکۀ کانولوشنال   Simardزمان برسند.  

طبقه برای  را  ساده  معماری  دستبا  اعداد  تصاویر  -بندی 

پایگاه دادۀ   .  [ 24]معرفی کردند    MNISTنویس لاتین در 

شبکهآن عملکرد  شبکهها  با  را  کانولوشنال  های  های 

طور کامل پیوسته در دو  با ساختار به  2پرسپترون چندلایه 

طبقه خطای  پژوهش  این  در  کردند.  مقایسه  بندی لایه 

شبکۀ  برای  و  درصد  چهاردهمِ  کانولوشنال،  شبکۀ  برای 

هفت چندلایه،  از  پرسپترون  پس  شد.  گزارش  درصد  دهمِ 

بندی تصاویر  های کانولوشنال در طبقهاثبات کارایی شبکه

پژوهشاعداد دست از  بسیاری  بعدی تلاش  نویس در  های 

شبکه این  عملکرد  در شد  راستا،  این  در  یابد.  بهبود  ها 

پژوهش شبکهبرخی  این  الگوریتمها  با  یا  ها  تکاملی،  های 

روش بهینهسایر  انتخاب  های  تا  شدند  ترکیب  سازی 

بندی افزایش فراشاخصهای شبکه بهینه شده و دقت طبقه

تری های قوییابد. در مواردی نیز تلاش بر این بود که الگو

بندی  نولوشنال طراحی شود تا خطای طبقههای کااز شبکه

 کاهش یابد.  

مثال،  به روش  Tabikعنوان  برخی  تأثیر  های  و همکارانش 

طبقهپیش دقت  بر  را  تصاویر  الگوی  پردازش  چند  بندی 

شبکهپیش از  کانولوشنالساخته  ،  LeNet  [23])  های 

Network3  [25]    وDropConnect  [26]  .بررسی کردند  )

لاتین  نویس  تصاویر پایگاه دادۀ اعداد دست  در این مقاله از

MNIST  های مذکور  ها، نخست دقت الگواستفاده شد. آن

را بر روی تصاویر پایگاه داده سنجیدند، سپس این تصاویر  

تبدیل تحت  ترکیبالاستیکهای  را  و  چرخش  انتقال،   ،-

ها قرار داده و مجدد عملکرد هر الگو را های متفاوتی از آن

طبقه بهدر  تصاویر  نتایج  دستبندی  کردند.  بررسی  آمده 

 

1  National Institute of Standards and Technology 

database (MNIST) 
2  Multi-Layer Perceptron (MLP)  
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پردازشی مانند  داد که عملیات پیشاین پژوهش نشان می

خنثی تصویر،  مرکز  به  اعداد  ثقل  مرکز  سازی  انتقال 

می تصاویر  در  الاستیک  تغییرات  و  دقت  چرخش  تواند 

شبکهطبقه در  را  هفتادویکبندی  تا  کانولوشنال  دهمِ  های 

 .  [27]درصد افزایش دهد  

Ahlawat  طبقه دقت  بهبود  هدف  با  همکارانش  بندی  و 

تلاش کردند   MNISTپایگاه دادۀ  نویس تصاویر اعداد دست

فراشاخصهای   برای  را  تنظیمات  و  پیکربندی  بهترین  تا 

آزمایش تعیین کنند.  بر روی  های آنشبکۀ کانولوشنال  ها 

دو پیکربندی مختلف شبکۀ کانولوشنال با سه و چهار لایۀ  

کانولوشن و نیز تنظیمات متفاوت فراشاخصها نشان داد که 

طبقه دقت  آنبهترین  پیشنهادی  شبکۀ   87/99ها  بندی  

است   با  [28]درصد  دیگر  پژوهشی  در  همکارانش  و  وی   .

-کانولوشنال و طبقههای های کلیدی  شبکهترکیب ویژگی

ماشین دودویی  برای بند  قدرتمند  الگویی  پشتیبان  بردار 

دستطبقه اعداد  دادۀ  پایگاه  تصاویر  خودکار  نویس  بندی 

آن  MNISTلاتین   پیشنهادی  الگوی  در  دادند.  ها  ارائه 

نمونهلایه و  کانولوشن  شبکۀ  های  در  کاهنده  بردار 

بند  های تصویر و طبقهکانولوشنال وظیفۀ استخراج ویژگی

بندی بردار ویژگی  بردار پشتیبان وظیفۀ ردهدودویی ماشین

-بر عهده داشت. الگوی پیشنهادی آن  را در خروجی شبکه

دقت   به  کانولوشن  لایۀ  یک  با  تنها  توانست    28/99ها 

 .  [ 29]درصد برسد 

Saqib    امکان با  ماشین  الگوریتم  ترکیب  با  همکارانش  و 

شدید  شبکه  1یادگیری  کردند  و  تلاش  کانولوشنال  های 

طبقه  دستدقت  اعداد  تصاویر  داده  بندی  پایگاه  در  نویس 

MNIST  آن دهند.  افزایش  لایهرا  بهها  کامل  های  طور 

امکان   با  ماشین  ساختار  با  را  کانولوشنال  شبکۀ  پیوستۀ 

ساختار   در  بنابراین،  کردند.  جایگزین  شدید  یادگیری 

آن لایهپیشنهادی  استخراج  ها  وظیفۀ  کانولوشن  های 

یادگیری  ویژگی امکان  با  ماشین  ساختار  و  تصویر  های 

طبقه وظیفۀ  عهده  شدید  بر  را  ویژگی  بردارهای  بندی 

ها از سه لایۀ کانولوشن و سه  داشت. شبکۀ پیشنهادی آن

شده برای این  شد. دقت گزارش بندی تشکیل میلایۀ طبقه

 . [30]درصد بود  8/99شبکه 

Calderon  شبکه عملکرد  بهبود  برای  همکارانش،  های و 

های گابور در نخستین لایۀ کانولوشن کانولوشنال از صافی

-های تصویر را در فرکانس شبکه استفاده کردند تا ویژگی 

ها دارای های مختلف استخراج کنند. شبکۀ پیشنهادی آن

خطا برای    2انتشاردو لایۀ کانولوشن بود و از الگوریتم پس
 

1  Pooling Extreme Learning Machine (ELM) 
2  Back Propagation   

شاخص  می تصحیح  استفاده  شبکه  آنهای  خطای  کرد.  ها 

پایگاه  طبقه روی  بر  را  پیشنهادی  کانولوشنال  بندی شبکۀ 

دست اعداد  تصاویر  لاتین  دادۀ  ،  MNISTنویس 

  .  [31]صدمِ درصد گزارش کردند وهشتشصت 

Le  شبکه عملکرد  بهبود  برای  همکارانش،  های  و 

الگوریتم آموزش شبکه کانولوشنال در طبقه بندی تصاویر، 

این   در  دادند.  تغییر  مبتنی را  الگوریتم  یک  از  بر پژوهش 

به محدود  تصادفی حافظۀ  گرادیان  نزولی  الگوریتم   3جای  

در   پژوهش  این  نتایج  شد.  استفاده  شبکه  آموزش  در 

دست  بندیطبقه اعداد  داده  نویستصاویر  ی  پایگاه 

MNIST  می در  نشان  آموزش  الگوریتم  تغییر  که  داد 

تواند بر سرعت آموزش شبکه و های کانولوشنال میشبکه

 .    [32]بندی مؤثّر باشد دقت طبقه

ارائه باتوجه مقدمۀ  میبه  شبکهشده  که  دریافت  های توان 

ای جذاب و در حال رشد در کاربردهای  کانولوشنال زمینه

این شبکه بینایی ماشین هستند.  به مختلف  اگرچه  طور ها 

می استفاده  استانداردی  ساختار  از  شامل  معمول،  کنند، 

آنفراشاخص دقیق  تنظیم  با  که  هستند  می هایی  توان ها 

روشی   ما  مقاله،  این  در  بخشید.  بهبود  را  شبکه  عملکرد 

-های کانولوشنال ارائه دادهجدید برای بهبود کارآیی شبکه

دست امکان  که  زمان  ایم  مدت  در  را  بهتر  نتایج  به  یابی 

آورد. روش پیشنهادی همچنین قادر است کمتر فراهم می

رو تغییر داده و  تا تنظیمات شبکه را بر اساس مسئلۀ پیش

را در طبقه بندی تصاویر  از این طریق عملکرد بهتر شبکه 

 باشد.  در پی داشته 

 

 هامواد و روش  -2
ای که برای  در این بخش، نخست، مشخصات مجموعه داده

شود و پس  ارزیابی الگوی پیشنهادی استفاده شد، ارائه می

های مختلف شبکۀ کانولوشنال تشریح و  از آن عملکرد لایه

 شود. الگوی پیشنهادی ارائه می

 

 پایگاه داده   -2-1
و   پیشنهادی  الگوی  کارآیی  ارزیابی  برای  پژوهش  این  در 

به   نسبت  آن  اطمینان  قابلیت  و  دقت  مقایسۀ  و  بررسی 

شبکه مرسوم  در حالت  موجود  تصاویر  از  کانولوشنال  های 

. این پایگاه داده در  [33]استفاده شد    MNISTپایگاه دادۀ  

اعداد   از  سفید  و  سیاه  تصویر  هفتادهزار  شامل  مجموع 

از  9تا    0نویس لاتین )دست است که  فرد مختلف    250( 

ابعاد  گرفته شده تصاویر همگی  این  پیکسل   28×28است. 
 

3  Stochastic Gradient Descent (SGD) 
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از   اند. تصاویر  سطح خاکستری تشکیل شده  256داشته و 

عادی اندازه  نظر  گرفتهاز  قرار  مرکز  در  و  شده  اند.  سازی 

های مختلف  همچنین، برای مقایسۀ بهتر نتایج در پژوهش

هزار تصویر برای تست  هزار تصویر برای آموزش و دهشصت 

پایگاه  های طبقهالگوریتم این  توسط طراحان  تصویر  بندی 

( مثالی  2است. شکل )بندی شدهطور جداگانه دستهداده به

 دهد.    را نشان می MNISTاز تصاویر پایگاه دادۀ 

 

 
  MNIST یهایی از تصاویر پایگاه دادهنمونه(: 2-شکل)

(Figure-2): Examples of MNIST database images 
 

الگوی  شبکه  2-2   و  کانولوشنال  های 

 پیشنهادی 

 لایۀ ورودی  -  2-2-1

های کانولوشنال بر اساس نوع ورودی  لایۀ ورودی در شبکه

می میمشخص  لایه  این  بهشود.  یکتواند  بعدی  صورت 

سیگنال خاکستری(،  )مانند  تصاویر  )مانند  دوبعدی  ها(، 

بالاتر  سه  ابعاد  با  حتی  یا  و  رنگی(  تصاویر  )مانند  بعدی 

شبکه عملکرد  و  ساختار  اما  در  باشد.  کانولوشنال  های 

هایی از جنس تصویر بهینه است. در  اساس، بر روی ورودی

هایی )تصاویری( با ابعاد  الگوی پیشنهادی لایۀ ورودی آرایه

پایگاه داده    28×28 از  دریافت و قبل  MNISTبودند که از 

آن روشنایی  شدت  مقادیر  شبکه  به  بهتزریق  وسیلۀ ها 

 بود.   شده طبیعی )نرمالیزه( 0-1( در بازۀ 1معادلۀ )

 

)min()max(

)min('

XX

XX
X

−

−
=                                  )1( 

 

( معادلۀ  آرایۀ    X(،  1در  روشنایی    28×28یک  شدت  از 

و  پیکسل تصویر  بهmax(X)و    min(X)های  ترتیب  ، 

آرایه  این  در  تصویر  روشنایی  شدت  بیشترین  و  کمترین 

 است.
 

 

 لایۀ کانولوشن     -  2-2-2
تشکیل ی  هالایه اصلی  هستۀ  شبکۀ  کانولوشن  یک  دهندۀ 

از بار محاسباتی شبکه   کانولوشنال هستند و بخش مهمی 

لایه این  میدر  انجام  لایهها  این  وظیفۀ  استخراج  شود.  ها 

همانویژگی است.  ورودی  تصاویر  از  مؤثّر  در های  طورکه 

( مشاهده می1شکل  تعدادی (  از  کانولوشن  لایۀ  هر  شود، 

است که عرض و  پذیر تشکیل شدهصافی )یا کرنل( آموزش

دارند.   ورودی(  تصویر  از  کوچکتر  )بسیار  مشخصی  ارتفاع 

شوند و  می  1یک با تصویر ورودی کانوالوبهها یکاین صافی

آن از  آرایههریک  ویژگیها  از  را  استخراج ای  از های  شده 

می ویژگی تصویر  نقشۀ  آن  به  که  به  می   2سازند  گویند. 

تصویر   ارتفاع  و  راستای عرض  عبارت دیگر، هر صافی، در 

کند و در هر بار توقف  مشخصی حرکت می  3ورودی با گام 

نقطه درایهضرب  بین  درایهای  و  صافی  تصویر  های  های 

می محاسبه  آنورودی  قرارگرفتن  هم  کنار  از  که  ها  شود، 

شود. بنابراین، هر نقشۀ ویژگی  یک نقشۀ ویژگی ساخته می

های  فرد یک صافی در موقعیتدهندۀ پاسخ منحصربه نشان

 مکانی مختلف است.  

و  لایه ابعاد  تعداد،  مانند  فراشاخصهایی  کانولوشن  های 

صافی پدینگضرایب  و  گام  شاخص  دو  و  که    4ها  دارند 

آن دقیق  است. تنظیم  مؤثّر  شبکه  عملکرد  بهبود  بر  ها 

صافیطوری به تعداد  تعداد  که  کانولوشن  لایۀ  هر  در  ها 

مینقشه مشخص  را  لایه  خروجی  در  ویژگی  کند.  های 

صافی ابعاد  دقیق  ویژگیتنظیم  ابعاد  اساس  بر  های  ها 

تصویر می بهینهموردنظر در  استخراج  بر  ویژگیتواند  ها  تر 

صافی ضرایب  باشد.  بهمؤثّر  که  نوع ها  بر  طورمستقیم 

استخراج ویژگی می های  تأثیر  تصویر  از  در  شده  و  گذارند 

جابه میزان  گام  کانوالو نهایت،  دو  بین  صافی  هر  جایی 

قبل که  را  ستونی  و  تعداد سطر  پدینگ  و  انجام متوالی  از 

می اضافه  ورودی  تصویر  اطراف  به  تعیین کانولوشن  شود، 

ابعاد هر نقشۀ ویژگی در خروجی  کنند. بمی ر این اساس، 

 شود:  ( محاسبه می2لایۀ کانولوشن از معادلۀ )
 

1
2

+






 +−
=

S

PWX
O                                  )2( 

لایۀ    Oکه  طوری به خروجی  در  ویژگی  نقشه  ابعاد 

پدینگ،    Pابعاد ورودی،    Xکانولوشن،   ابعاد گام و    Sابعاد 

W  صافی )ابعاد  شکل  هستند.  کانولوشن  لایۀ  (  3های 

را در شبکۀ کانولوشنال نشان  عملکرد یک لایۀ کانولوشن 

 دهد.  می

 

1  Convolve 
2 Feature Map 
3  Stride 
4  Padding 
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 لایۀ کانولوشن در شبکۀ کانولوشنال  عملکرد(: 3-شکل)

(Figure-3): The function of convolution layer in CNN 

network 
 

)گونههمان شکل  در  می3که  مشاهده  شاخص(  های  شود، 

به و  کانولوشن  ضرایب صافیلایۀ  نقش  ویژه  لایه  این  های 

ویژگی مؤثّرتر  استخراج  در  نتیجه مهمی  در  و  تصویر  های 

نقشهبندی دقیقطبقه چراکه  دارند.  تصاویر  ویژگی  تر  های 

ویژگی همان  واقع،  در  کانولوشن  لایۀ  خروجی  های  در 

پساستخراج  که  هستند  ورودی  تصویر  از  انجام  شده  از 

لایه به  بُعد  کاهش  طبقهعملیات  ارسال  های  شبکه  بندی 

دهند که در حالت مرسوم،  شوند. مطالعات ما نشان می می

-ها و بایاسهای لایۀ کانولوشن )همانند وزنضرایب صافی

نورون شبکههای  در  آموزش ها  شروع  در  عصبی(  های 

می تصادفی  مقادیر  صافیشبکه  و  ضرایب  گیرند  با  هایی 

می را  با  [34]سازند  تصادفی  شبکه  آموزش  شروع  اما،   .

می صافی تصادفی  را های  کانولوشنال  شبکۀ  کارآیی  تواند 

-توانند تمامی ویژگی ها نمیدهد، چراکه این صافیکاهش  

حل  برای  کنند.  استخراج  را  ورودی  تصاویر  در  مهم  های 

برای  فیلتر  بانک  یک  از  پیشنهادی  الگوی  در  مشکل  این 

صافیسازمان شدهدهی  استفاده  کانولوشن  لایۀ  است.  های 

صافی شبکه  آموزش  شروع  در  فیلتر،  بانک  این  هایی  در 

استفاده شده کانولوشن  تمامی  برای لایۀ  است که نخست، 

بر دقت طبقهویژگی بندی مؤثّرند،  های تصاویر ورودی که 

ها به کمترین حد  استخراج شوند، دوم، شباهت بین صافی

طبقه مسئلۀ  به  بسته  سوم،  و  ویژگیبرسد  هایی  بندی 

شود. اختصاصی استخراج  ورودی  تصاویر  از  مؤثّرتر  و  تر 

روشن نمونهبرای  ادامه  در  موضوع،  از  ترشدن  هایی 

صافیصافی و  تصادفی  بههای  فیلتر  های  بانک  در  کاررفته 

 اند.  تر معرفی شدهطور دقیقپیشنهادی به

 های تصادفی: الف( صافی

تولید صافی تصادفی پسبرای  ابعاد  های  و  تعداد  تعیین  از 

از  صافی کانولوشنال  شبکۀ  در  کانولوشن  لایۀ  هر  های 

توابع   )مانند  تصادفی  اعداد  تولید  یا    randدستورهای 

randn  نرم میMATLABافزار  در  استفاده  این  (  شود. 

صافی به دستورهای  ضرایب  با  تصادفی  هایی  کامل  طور 

کنند.  کنند که در هر بار آموزش شبکه تغییر میتولید می

( از صافی4شکل  نمونه  دو  ابعاد  (  با  تصادفی  را    5×5های 

های کانولوشنال  طور معمول در شروع آموزش شبکهکه به

 دهد.  شوند، نشان میاستفاده می

 

 
  5×5 های تصادفی با ابعادصافیای از  نمونه (: 4-شکل) 

(Figure-4): Examples of random filters  
 

)همان شکل  در  می4طورکه  مشاهده  ضرایب  (  شود، 

بهصافی حالت  این  در  بدون  ها  و  تصادفی  کامل  طور 

پیش هیچ  میدرنظرگرفتن  تولید  خاصی  این  شرط  شوند. 

اگرچه در فرآیند آموزش شبکه به سمت   تصادفی  ضرایبِ 

می تغییر  بهینه  هیچ  ضرایب  آموزش  شروع  در  کنند، 

-ویژگی یا الگوی خاصی را از تصویر ورودی استخراج نمی

می بنابراین،  تصادفی  کنند.  ضرایب  انتخاب  که  گفت  توان 

صافی نامناسب  برای  زیر  دلایل  به  کانولوشن  لایۀ  های 

 است:

صافی1 ایجاد  درصورتی(  مشابه:  ضرایب  با  یا  هایی  دو  که 

داشته مکانی  نظر  از  همگن  ضرایبی  صافی  باشند،  چند 

استخراج میویژگی تصویر  از  را  مشابه  این هایی  کنند، که 

 دهد.  امر عملکرد شبکه را کاهش می 

عدم2 ویژگی(  تمامی  بسیار پوشش  احتمال  مؤثّر:  های 

صافی که  دارد  وجود  تمامی  بالایی  نتوانند  تصادفی  های 

ها،  ها، خطها، شکلهای مهم در تصویر را مانند لبهویژگی

 های ممکن استخراج کنند.   ها و ...، در تمامی جهتزاویه

ها  ( ماهیت تصادفی: مقداردهی تصادفی به ضرایب صافی3

شود تا الگوریتم در هر بار  های کانولوشن سبب میدر لایه

نقطه از  در  آموزش  و  کرده  آموزش  به  شروع  متفاوت  ای 

باشد. این  ها وجود نداشته گرایی مناسبی در پاسخ نتیجه هم

های پرت و دور  امر در بسیاری از موارد سبب ایجاد پاسخ 

می واقعیت  همچنین، از  ضرایب  تصادفی  ماهیت  شود. 

پیشامکان طراحی صافی مسئلۀ  اساس  بر  بین ها  از  را  رو 

 برد.  می

ضرایب 4 شبکه:  محاسباتی  و  زمانی  هزینۀ  افزایش   )

صافی نقطهناکارآمد  از  آموزش  شروع  و  نامناسب  ها  ای 

تأثیر  به شبکه  محاسباتی  و  زمانی  هزینۀ  بر  طورمستقیم 

 دهد. طور نامعقولی افزایش میها را بهگذارد و آنمی
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بیانباتوجه مطالب  میبه  نظر  به  منطقی  که  شده،  رسد 

از نقطه  با  تر و توسط صافیای مناسبآموزش شبکه  هایی 

ازپیش در  تعیین ضرایب  منظور،  این  به  شود.  شروع  شده 

صافی تخصیص  برای  فیلتر  بانک  یک  از  مقاله  های  این 

لایه برای  مسئله  خاص  و  استفاده کارآمد  کانولوشن  های 

 است.  شده

 ب( بانک فیلتر: 

فیلتر می بانک  یک  تولید  ویژگی برای  اساس  بر  های  توان 

صافی از  تصویر  در  کرد.  موردنظر  استفاده  متنوعی  های 

ارقام دستعنوان به لبهمثال، در مسئلۀ تشخیص  ها،  نویس 

های  های مختلف ویژگیها و زوایای خطوط در جهتگوشه

از یکدیگر  مهمی هستند که در طبقه بندی و تمییز اعداد 

های  توان تأکید بیشتری بر صافیرو، میکاربرد دارند. ازاین

صافیلبه و  فرکانس بردار  به  حساس  داشت.  های  بالا  های 

×  5شده با ابعاد  های طراحی ( چند نمونه از صافی5شکل )

استفاده    5 پیشنهادی  الگوی  کانولوشن  لایۀ  در  که  را 

 دهد.  است، نشان میشده

 

 
برای  5×5 شده با ابعادچند نمونه صافی طراحی(: 5-شکل)

( صافی  1نخستین لایۀ کانولوشن در الگوی پیشنهادی. )

یاب ( لبه4یاب عمودی، )( لبه3یاب افقی، )( لبه2یاب، )میانگین

 ( صافی لگاریتمی. 6، )-45یاب ( لبه5+، )45

(Figure-5): Examples of the designed filters for the 

first convolution layer of the proposed model 
 

)همان شکل  در  می5طورکه  مشاهده  ضرایب  (  شود، 

بهصافی حالت  این  در  می ها  تعیین  هدفمند  کامل،  -طور 

به از طوری شوند.  را  خاصی  ویژگی  بتواند  صافی  هر  که 

این شکل صافی استخراج کند. در  اول  تصویر ورودی  های 

لبه تصویر،  میانگین  ترتیب  به  لبهتا ششم  افقی،  های  های 

های دوجانبه و لبه  ±45های مورّب در زوایای  عمودی، لبه

می استخراج  فیلتر را  بانک  کلی،  حالت  در  اگرچه  کنند. 

طبقهمی مسئلۀ  اساس  بر  تصاویر تواند  محتوای  بندی، 

ویژگی  و  آنورودی  در  موردنظر  صافیهای  از  با  ها  هایی 

فراخوانی   یک  با  و  شود  تشکیل  متفاوتی  محتوای  و  ابعاد 

به در  عنوان صافیساده  شود.  استفاده  کانولوشن  لایۀ  های 

صافی    16الگوی پیشنهادی ما از یک بانک فیلتر که دارای  

 بود، استفاده کردیم.   5×5

 

فعال  -  2-2-3 یکتابع  واحد  یا  سوساز  سازی 

  1خطی 

سوساز خطی در واقع خروجی سازی یا واحد یکتابع فعال

لایه در  را  عصبی  نورون  شبکۀ یک  کانولوشن  های 

الگوسازی  میکانولوشنال  فعالسازی  تابع  این  سازی  کند. 

کانولوشن به لایۀ  هر  بعداز  بلافاصله  معمول،  طور 

نقشهمیکاربردهبه روی  بر  و  می شود  تاثیر  ویژگی  -های 

غیرخطی ویژگیِ  تابع  این  شبکهگذارد.  به  را  اضافه    بودن 

است که روش استاندارد برای  کند. مطالعات نشان دادهمی

های عصبی مصنوعی  ها در شبکهسازی خروجی نورونالگو

 پذیرد.   ( انجام می3از طریق معادلۀ )
 

1)1()tanh()( −−+= xeorxxf                  )3( 

خروجی نورون است.   f(x)ورودی نورون و    xدر این رابطه  

های کانولوشنال با حجم  اما استفاده از این رابطه در شبکه

نورون کاهش چشمبالای  می ها سبب  شبکه  -گیر سرعت 

به عمل  در  بنابراین،  از شود.  رابطه  این  از  استفاده  جای 

ا خطی  یکسوساز  میواحد  )ستفاده  معادلۀ  تابع  4شود.   )

 دهد:   تبدیل یک واحد یکسوساز خطی را نشان می








==

00

0
),0max()(

xif

xifx
xxf                )4( 

 

)باتوجه معادلۀ  فعال (  4به  خطی  سازی  تابع  یکسوساز 

های ویژگی انجام  عملیاتی عنصر به عنصر را بر روی نقشه

بهمی و  با  دهد  پیکسلی  منفی،  مقدار  با  پیکسل  هر  جای 

جایگزین می را  نقش  مقدار صفر  به  توجه  با  امر  این  کند. 

پیکسل تصویر  کمتر  در  منفی  روشنایی  شدت  دارای  های 

قابل توضیح است. در الگوی پیشنهادی نیز در خروجی هر  

فعال تابع  یک  از  کانولوشن  خطی لایۀ  یکسوساز  سازی 

 است.   استفاده شده

 

1  Rectified Linear Unit (ReLU) 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
3.

12
7 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             8 / 16

http://dx.doi.org/10.61186/jsdp.20.3.127
https://jsdp.rcisp.ac.ir/article-1-1320-fa.html


 

 
 57پیاپی  3شمارة  1402سال 

133 

اح
طر

ی ی
 ک

بک
ش

 ۀ
صب

ع
 ی

بتن
ل م

شنا
لو

نو
کا

ی
 بر

ک ف
بان

ی 
تر

ل
 ی

را
ب

  ی
قه

طب
¬

ی
د

بن
 

او
ص

ت
 ری

ت
س

 د
اد

د
اع

 ¬
وی

ن
س

 

 بردار کاهنده  لایۀ نمونه -  2-2-4

نمونه را  لایۀ  ویژگی  )کاهش(  انتخاب  وظیفۀ  کاهنده  بردار 

طور معمول در های کانولوشنال بر عهده دارد و بهشبکهدر  

شبکه این  قرار میمعماری  کانولوشن  لایۀ  هر  از  پس  -ها 

های خام ویژگی و خروجی آن  گیرد. ورودی این لایه نقشه

های مؤثّرتر است. به تر از ویژگیهایی با ابعاد کوچک نقشه

ارتفاع   و  عرض  لایه  این  در  دیگر،  کاهش  فریمعبارت  ها 

و شاخص بهیافته  و  شبکه  محاسبات  های  آن حجم  دنبال 

برازش شبکه نیز جلوگیری  شود تا از بیششبکه، کمتر می

ورودی  از  مشخص  ابعاد  با  پنجره  یک  لایه  این  در  شود. 

می جدا  ویژگی(  آن )نقشه  داخل  مقادیر  کمک  به  و  شود 

انتخاب و یا محاسبه مییک مقدار به شود.  عنوان خروجی 

بیشینهمیانگین و  رایجیابی  نمونهیابی  عملیات  نوع  -ترین 

ها در  المانیابی مقدار میانگین  برداری هستند. در میانگین

می محاسبه  جداشده  بیشینهپنجرۀ  در  و  مقدار  شود  یابی 

به  درنظرگرفته بیشینه  خروجی  عملیات  میعنوان  شود. 

نمونهنمونه لایۀ  در  لایۀ  برداری  همانند  کاهنده  بردار 

است و محاسبۀ    پدینگهای گام و  کانولوشن دارای شاخص 

 ( معادلۀ  از  نیز  آن  می 2ابعاد خروجی  پیروی  کند. شکل  ( 

نمونه5) لایۀ  عملکرد  حالت  (  دو  در  را  کاهنده  بردار 

 کند. یابی مقایسه مییابی و بیشینهمیانگین

 
 

 
بردار کاهنده در دو حالت مقایسۀ عملکرد لایۀ نمونه(: 6-شکل)

=  ؛ ابعاد پنجره0؛ پدینگ=2یابی )گام =یابی و بیشینهمیانگین

2 ×2 ) 
(Figure-6): Comparison of the Pooling layer 

performance in the two modes of averaging and 

maximizing 
 

)همان شکل  می6طورکه  نشان  نقشه(  ابعاد  های  دهد، 

نمونه از لایۀ  عبور  میبردار  ویژگی در  کاهش  یابد.  کاهنده 

صافیعنوان به از  استفاده  با  اندازۀ  مثال،  با    2*2هایی 

ورودی نصف شده،    فریم، عرض و ارتفاع هر  2همراه گام  به

شود. در الگوی درصد مقادیر موجود در آن حذف می  75و  

-های متعدد عملکرد لایۀ نمونهپیشنهادی پس از آزمایش

 است.  یابی تنظیم شدهبردار کاهنده در حالت بیشینه

 بندی های طبقهلایه  - 2-1-5

طبقهلایه شبکههای  مرسوم  معماری  در  های بندی 

-طور کامل پیوسته با نورونهای بهکانولوشنال از نوع لایه

وزن دارای  بایاسهایی  و  آموزشها  هستند.  های  پذیر 

نورونعبارتبه بهدیگر،  لایۀ  یک  در  که  کامل  هایی  طور 

از  های موجود در لایۀ قبلپیوسته قرار دارند با تمام نورون

لایه دارند.  ارتباط  بهخود  اغلب،  های  متصل  کامل  طور 

پس میبلافاصله  قرار  کانولوشن  لایۀ  آخرین  و  از  گیرند 

آن اصلی  طبقههدف  انجام  ویژگیها  اساس  بر  های  بندی 

شده از آخرین لایۀ کانولوشن است. برای استفاده استخراج 

ها در ساختار شبکۀ کانولوشن نخست، خروجی  از این لایه

 1سازآخرین لایۀ  کانولوشن در یک لایه به نام لایۀ مسطح

ها تبدیل شده و سپس این  بعدی از ویژگی به یک بردار یک

طبقهویژگی برای  لایهها  وارد  بهبندی  طورکامل  های 

می لایهپیوسته،  تعداد  بهشوند.  و  های  متصل  کامل  طور 

های شبکه هستند  های هرکدام جزء فراشاخصتعداد نورون

رده تعداد  و  مسئله  پیچیدگی  اساس  بر  خروجی  و  های 

می لایهتعیین  تعداد  پیشنهادی  الگوی  در  های  شوند. 

درنظرگرفتهبه متغیر  پیوسته  بهینۀ طورکامل  تعداد  و  شد 

لایه نوروناین  تعداد  و  آنها  آزمایش  های  انجام  با  ها 

 مشخص شد.  

 

 الگوریتم آموزش -3
شبکه تصحیح آموزش  معنی  به  کانولوشنال  های 

آموزششاخص خطای های  اساس  بر  شبکه  پذیر 

ها آموزش به شده در خروجی است. در این شبکهمحاسبه

خروجی   -است و بر اساس زوج ورودی  2شدهصورت نظارت 

های  شود. به این منظور، نخست، شاخصصحیح انجام می

و   های کانولوشن، وزنهای لایهشبکه )شامل ضرایب صافی

لایهبایاس  بههای  مقداردهی  های  و..(  پیوسته  کامل  طور 

می و  اولیه  اعمال  شبکه  به  ورودی  یک  سپس  شوند، 

شود و  های اولیه محاسبه میخروجی شبکه بر اساس وزن

آمده با خروجی درست دستدر نهایت، اختلاف خروجی به

ها را  محاسبه، و این خطا به سمت عقب برگشته و شاخص

می اصلاح  خطا  کاهش  جهت  آندر  فرایند  این  قدر  کند. 

می خود تکرار  مقدار  کمترین  به  خروجی  خطای  تا  شود 

-وسیلۀ دادهیافته بهبرسد. پس از این فرایند شبکۀ آموزش 

آم فرایند  در  که  نداشتههایی  حضور  بهوزش  و  عنوان اند 

 

1  Flatten 
2  Supervised 
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شدهداده گذاشته  کنار  اعتبارسنجی  بودند،  های 

می الگوریتم اعتبارسنجی  از  پیشنهادی  الگوی  در  شود. 

شاخصپس تصحیح  برای  خطا  استفاده انتشار  شبکه  های 

 است.     شده

 

 ها آزمایش -4
اولیۀ   ضرایب  تأثیر  بررسی  برای  حاضر  پژوهش  در 

های کانولوشنال های لایۀ کانولوشن بر عملکرد شبکهصافی

مجموعه پیشنهادی  الگوی  عملکرد  ارزیابی  از و  ای 

نخست  آزمایش گروه  در  شد.  انجام  مجزا  گروه  دو  در  ها 

لایۀ  آزمایش یک  با  تنها  ساده  کانولوشنال  شبکۀ  یک  ها، 

ها یک شبکۀ کانولوشنال  کانولوشن و در گروه دوم آزمایش

پیاده کانولوشن  لایۀ  سه  آنبا  عملکرد  و  سه  سازی  در  ها 

صافی مختلف  )نخستین حالت  کانولوشن  لایۀ  در  گذاری 

صافی نوع  سه  شد.  مقایسه  کانولوشن(  عبارت  لایۀ  گذاری 

صافی از:  صافیبودند  تصادفی،  ضرایب های  )با  ثابت  های 

صافی و  ازپیشیکسان(  بانک  طراحیهای  یک  در  شده 

صافی از  حالت  هر  برای  بار فیلتر.  پنجاه  شبکه  گذاری 

ورودیبه دادهوسیلۀ  آموزش  تصادفی  ترتیب  با  و  هایی  شد 

طبقه دقت  بهترین  و  لایۀ  میانگین  شد.  ثبت  شبکه  بندی 

شبکه این  ابعاد    16ها  کانولوشن  با  داشت.    5×5صافی 

بازۀ  صافی در  تصادفی  اعداد  شامل  تصادفی    ]-1+،1[های 

(  randnصورت تصادفی )با دستور  بودند و در هر بار اجرا به 

های ثابت شامل یک عدد ثابت  شدند؛ صافیمقداردهی می

بازۀ   تغییر    ]-1+،1[در  مقدار  این  اجرا  بار  هر  در  و  بودند 

صافیمی نهایت،  در  و  بهکرد؛  فیلتر  های  بانک  در  کاررفته 

های افقی،  بردار مختلف در جهتهای لبهترکیبی از صافی

بود  های میانگیندرجه، صافی  ±45عمودی و   غیره  گیر و 

ویژگی استخراج  امکان  را  که  ورودی  تصاویر  متنوع  های 

 کرد. فراهم می

 

 لایۀ پیشنهادی شبکۀ کانولوشنال تک  -4-1

( جزئیات دقیق پیکربندی شبکۀ کانولوشنال یک 1جدول )

پس که  را  پیشنهادی  آزمایشلایۀ  انجام  متعدد  از  های 

 دهد.   اند، نشان میتنظیم شده

)همان جدول  می1طورکه  نشان  پیشنهادی (  الگوی  دهد، 

و    5×5صافی    16در این حالت دارای یک لایۀ کانولوشن با  

فعال نمونهتابع  لایۀ  یک  خطی،  یکسوساز  بردار سازی 

به طور کامل  ، دو لایۀ  2و گام    3×3های  کاهنده با پنجره

لایۀ  به   پیوسته نهایت،  در  و  نورون  پنجاه  و  صد  با  ترتیب 

بود.    1سازی بیشینه هموار خروجی با ده نورون و تابع فعال

( طبقه2جدول  دقت  دادۀ  (  پایگاه  تصاویر    MNISTبندی 

نوع صافیبه با سه  الگو  این  متفاوت در لایۀ  وسیلۀ  گذاری 

 دهد. کانولوشن را نشان می
 

 پیکربندی شبکۀ کانولوشنال یک لایۀ پیشنهادی(: 1-جدول ) 
(Table-1): the configuration of the suggested single-

layer CNN network 
 Size N S P A.F O ها لایه

input - - - - - 28×28   

Conv1 5×5   16 2×2   0 RELU 16×13×13   

Pooling 3×3 - 2×2   0 Max 6 ×6 

Flatten - - - - - 1 ×576   

FC1 - 100 - - Relu 1×100   

FC2 - 50 - - Relu 1 ×50   

Output - 10 - - Softmax 1 ×10   

 توضیحات:  *

Sizeها؛ : ابعاد صافیNها؛ ها و یا نورون: تعداد صافیS گام؛ :P :

 : ابعاد خروجیOسازی؛ : تابع فعالA.Fپدینگ؛ 

 

لایه با سه  مقایسۀ عملکرد شبکۀ کانولوشنال یک(: 2-جدول)

 گذاری متفاوت در نخستین لایۀ کانولوشن صافینوع 
(Table-2): Comparing the performance of a single-

layer CNN network with three different types of 

filters in the first convolution layer 
 بیشترین دقت )%( میانگین دقت )%(  گذاری نوع صافی

 72/76 94/74 ثابت 

 16/90 47/86 تصادفی

   35/93   89/91 بانک فیلتر

 

به نشان می2آمده در جدول )دستمقادیر  دهند ضرایب  ( 

-های لایۀ کانولوشن نقش مؤثّری بر دقت طبقهاولیۀ صافی

داشته کانولوشنال  شبکۀ  بهبندی  میانگین  طوری اند.  که 

ها ضرایب یکسان و  در حالتی که تمامی صافی  دقت شبکه

داشته بهثابت  )اند،  پایین  بوده  94/74شدت  است. درصد( 

می نشان  همچنین،  نتایج  هدفمند  این  طراحی  که  دهند 

بهصافی استخراج  ها  با  این لایه  در  فیلتر  بانک  وسیلۀ یک 

مناسبویژگی سمتهای  و  الگوریتم  تر  به  وسودادن 

دادهآموزش، دقت طبقه افزایش  را  بهبندی  که طوری است؛ 

طبقه دقت  صافیمیانگین  با  تصادفی  بندی    47/86های 

 

1  Softmax 
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از صافی استفاده  با  و  بهدرصد  بانک  کارگرفتههای  در  شده 

سپس برای تعیین اینکه آیا  است.  درصد بوده  89/91فیلتر  

آماری اختلاف معناداری میانگین از نظر  های بدست آمده 

استفاده شد. نتایج این آزمون   tاند یا خیر، از آزمون  داشته

حالت  در  پیشنهادی  مدل  دقت  میانگین  که  داد  نشان 

معناداری   سطح  در  فیلتر  بانک  از   99/0بکارگیری  هم 

بوده   بیشتر  تصادفی  فیلترهای  از  هم  و  ثابت  فیلترهای 

می دیگر،  عبارت  به  بانک  است.  بکارگیری  که  گفت  توان 

لایه در  شبکهفیلتر  کانولوشن  طور  ی  به  لایه  تک  ی 

 . شودبندی میمعناداری سبب افزایش دقت طبقه

 

 لایۀ پیشنهادی شبکۀ کانولوشنال سه -4-  2
ها، یک شبکۀ کانولوشنال با سه لایۀ  در گروه دوم آزمایش

ها قبل عملکرد آن  سازی و همانند آزمایشکانولوشن پیاده

صافی مختلف  حالت  سه  لایۀ در  اولین  )در  گذاری 

مقالۀ   در  شد.  مقایسه  شبکه(  بهترین    [28]کانولوشن 

سه  کانولوشنال  شبکۀ  طبقهپیکربندی  در  ارقام  لایه  بندی 

شده  MNISTنویس  دست آزمایشارائه  در  این  است.  های 

با   کانولوشنال  شبکۀ  و  استفاده  پیکربندی  این  از  بخش 

( جزئیات  3است. جدول )سازی شدههمان مشخصات پیاده

سه  کانولوشنال  شبکۀ  پیکربندی  را دقیق  پیشنهادی  لایۀ 

 دهد.    نشان می

 
 لایۀ پیشنهادیپیکربندی شبکۀ کانولوشنال سه(: 3-جدول)

(Table-3): the configuration of suggested three-layer 

CNN network 
 Size N S P A.F O ها لایه

input - - - - - 28×28   

Conv1 5×5   16 1×1   2 RELU 16×28×28   

Pooling1 3×3 - 2×2   1 Max 14×14   

Conv2 3×3 10 1×1 1 RELU 10×14×14   

Pooling2 3×3 - 2×2   1 Max 7×7   

Conv3 3×3 5 1×1 1 RELU 5×7×7   

Pooling3 3×3 - 2×2   1 Max 4×4   

Flatten - - - - - 1 ×16   

FC1 - 50 - - Relu 1×50   

FC2 - 25 - - Relu 1 ×25   

Output - 10 - - Softmax 1 ×10   

)طور همان جدول  می3که  نشان  پیشنهادی (  الگوی  دهد، 

بردار در این حالت دارای سه لایۀ کانولوشن، سه لایۀ نمونه

طور کامل پیوسته و در نهایت، یک لایۀ  کاهنده، دو لایۀ به

است. )  خروجی  طبقه4جدول  دقت  پایگاه  (  تصاویر  بندی 

الگو  به  MNISTدادۀ   این  صافیوسیلۀ  نوع  سه  گذاری  با 

 دهد. نشان می  را متفاوت در لایۀ کانولوشن

 
لایه با سه  سهمقایسۀ عملکرد شبکۀ کانولوشنال (: 4-جدول)

 گذاری متفاوت در نخستین لایۀ کانولوشن نوع صافی
(Table-4): Comparing the performance of a three -

layer CNN network with three different types of 

filters in the first convolution layer 
 بیشترین دقت )%( میانگین دقت )%(  گذاری نوع صافی

 69/93 82/88 ثابت 

 88/97 16/96 تصادفی

 86/99 14/99 بانک فیلتر

 

)دستبهمقادیر   در جدول  نشان می4آمده  نیز  که  (  دهند 

صافی اولیۀ  شبکهضرایب  کانولوشن  لایۀ  اولین  در  های ها 

بندی این  کانولوشنال چندلایه، نقش مؤثّری بر دقت طبقه

داشتهشبکه باتوجهها  دقت  اند.  میانگین  نتایج،  این  به 

-صورت هدفمند از بانک فیلتر استفاده میای که به شبکه

آن    14/99کند،   دقت  بالاترین  و  درصد    86/99درصد 

های بدست  سپس برای تعیین اینکه آیا میانگیناست.  بوده

اند یا خیر، بار  آمده از نظر آماری اختلاف معناداری داشته 

آزمون   از  داد    tدیگر  نشان  آزمون  این  نتایج  شد.  استفاده 

بکارگیری   حالت  در  پیشنهادی  مدل  دقت  میانگین  که 

هم از فیلترهای ثابت    95/0بانک فیلتر در سطح معناداری  

عبارت  به  است.  بوده  بیشتر  تصادفی  فیلترهای  از  هم  و 

می اولین  دیگر،  در  فیلتر  بانک  بکارگیری  که  گفت  توان 

های چند لایه نیز به طور معناداری ی کانولوشن شبکهلایه

 شود.بندی می سبب افزایش دقت طبقه

 

 ها و بحثیافته -5
شبکه بهامروزه  کانولوشنال  در های  روزافزون  طور 

ویژه در شناسایی و  کاربردهای مختلف بینایی ماشین و به

های  شوند. این نوع از شبکهبندی تصاویر استفاده میطبقه

با   مصنوعی  مغز  شبیهعصبی  بینایی  قشر  عملکرد  سازی 

داده تحلیل  و  تجزیه  در  را  ساختار  های  قدرتمندترین 

بصری دارند. اما گستردگی تصاویر دیجیتال و تنوع محتوا 

ها مستلزم طرّاحی تخصصی و  های موجود در آنو ویژگی
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شبکه این  است  دقیق  بالاتر  کارایی  به  دستیابی  برای  ها 

. در این راستا، در پژوهش حاضر تلاش شد تا دقت  [35]

طبقهشبکه در  کانولوشنال  با  های  تصاویر  بندی 

صافیاختصاصی بهکردن  کانولوشن  لایۀ  عنوان  های 

شبکهمهم این  در  ویژگی  استخراج  رکن  افزایش  ترین  ها 

مجموعه طراحی  طریق  از  کار  این  صافییابد.  از  در  ای  ها 

 قالب یک بانک فیلتر انجام شد.  

های کانولوشنال با یک و سه های ما بر روی شبکهآزمایش

به که  داد  نشان  کانولوشن  صافیلایۀ  های  کارگیری 

تخصصی در نخستین لایۀ کانولوشن شبکه سبب استخراج 

کارآیی  ویژگی و  قدرت  افزایش  و  تصاویر  از  مؤثّرتر  های 

طبقه  در  میشبکه  تصاویر  بهتر بندی  فهم  برای  شود. 

صافی با  آن  مقایسۀ  و  فیلتر  بانک  عملکرد  های  چگونگی 

(  7تصادفی، خروجی اولین لایۀ کانولوشن شبکه در شکل )

سازی یکسوساز خطی  فعال  از اعمال تابعو خروجی آن پس

است. این تصاویر نتایج حاصل  ( نشان داده شده8در شکل )

  15صافی غیرتصادفی در بانک فیلتر و    15از کانوالوشدن  

نقشه و  بوده  ورودی  تصویر  با  تصادفی  ویژگی  صافی  های 

 دهند. شده در اولین لایۀ کانولوشن را نشان میاستخراج 

( و  7های )شده در شکلهای ویژگی استخراج مقایسۀ نقشه

می8) نشان  صافی(  که  بانک  دهد  در  مورداستفاده  های 

نسبت  صافیفیلتر  توانستهبه  تصادفی  طیف های  اند 

ویژگیوسیع از  مجموع تری  در  و  استخراج  را  مهم  های 

را  ویژگی ورودی  تصویر  از  معنادارتری  و  مؤثّرتر  های 

های ویژگی یک، شش  مثال، نقشهعنواناستخراج کنند. به

اند، توانایی  های تصادفی ایجاد شدهوسیلۀ صافیو ده، که به

ویژگی استخراج  در  نداشتهزیادی  ورودی  تصویر  اند. های 

می نشان  همچنین،  تصاویر  این  تنوع  مقایسۀ  که  دهد 

استخراج ویژگی بههای  صافیشده  در  وسیلۀ  موجود  های 

صافی از  بیشتر  بسیار  فیلتر  بودهبانک  تصادفی  است.  های 

صافیطوری به این  از  برخی  ویژگیکه  فرکانس  ها  های 

ویژگی برخی دیگر  و  تصویر  پایین  در  را  بالا  فرکانس  های 

 اند.  خوبی استخراج کردهبه

 

 
     بانک فیلتر( های تصادفی، بصافی( الف(. های ویژگی نقشه)مقایسۀ خروجی نخستین لایۀ کانولوشن (: 7-شکل)

(Figure-7): Comparison of the output of the first convolution layer (feature maps). A) Random filters, b) Filter bank 
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بانک  ( های تصادفی، بصافی(  سازی یکسوساز خطی. الففعال مقایسۀ خروجی اولین لایۀ کانولوشن پس از اعمال تابع(: 8-شکل) 

     فیلتر
(Figure-8): Comparison of the output of the first RELU layer. A) Random filters, b) Filter bank 

 

 

 هامقایسه با سایر روش -5-1

می نشان  پژوهش  پیشینۀ  عملکرد مطالعۀ  بهبود  که  دهد 

بندی تصاویر  های کانولوشنال برای تشخیص و طبقهشبکه

یا   و  دستنویسهاعداد  از  های  بسیاری  موردتوجه  نویس 

بودهپژوهش بااینگران  اما  بهاست.  کارگیری  وجود، 

لایهطراحیازقبلهای  صافی برای  کانولوشن شده  های 

نشده بررسی  پژوهشی  هیچ  در  پژوهش  شبکه  تنها  است. 

توسط   حاضر  مطالعۀ  به  همکارانش    Calderonنزدیک  و 

های  ها پیشنهاد استفاده از صافی. آن[31]است  انجام شده

شبکه کانولوشن  لایۀ  اولین  در  را  کانولوشنال گابور  های 

-ها بر دقت طبقهاند که این صافیمطرح کرده و نشان داده

به مؤثّرند.  شبکه  نشانبندی  روش  منظور  عملکرد  دادن 

بر  های کانولوشنال مبتنی پیشنهادی و اثبات کارآیی شبکه 

علاوه فیلتر،  آزمایشبانک  انجام  بر  قبل  هایی که در بخش 

پژوهش از  برخی  با  پیشنهادی  روش  دقت  های  شد، 

های کانولوشنال برای تشخیص اعداد  گذشته، که از شبکه

دادۀ  دست پایگاه  کرده  MNISTنویس  بودند،  استفاده 

لایۀ ( دقت شبکۀ کانولوشنال سه5مقایسه شد. در جدول )

شده استفاده  فیلتر  بانک  از  آن  در  که  با  پیشنهادی  است، 

 است.برخی از کارهای گذشته در این زمینه مقایسه شده

ی عملکرد روش پیشنهادی با برخی از  مقایسه(: 5-جدول)

 مطالعات گذشته
(Table-5): Comparing the performance of the 

proposed method with some past studies 
 پژوهش روش پایگاه داده  دقت )%( 

99 Self-Created CNN LeCun  و

 همکارانش 

[23] 

6/99 

3/99 

MNIST CNN 
MLP 

Simard  و

 همکارانش  

[24] 

8/99 MNIST CNN+ELM Saqib  و

 همکارانش 

[30] 

32/99 MNIST CNN + 

Gabor filters 
Calderon  و

 همکارانش 

[31] 

31/99 MNIST CNN+SGD  Le  و همکارانش 

[32] 

14/99 MNIST CNN + Filter 

Bank 
 پژوهش حاضر 

 

-شود، دقت کلاسمشاهده می  ( 5جدول )همانطور که در  

نویس در روش پیشنهادی )شبکه بندی تصاویر اعداد دست
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به    3کانولوشنال   بسیار نزدیک  بانک فیلتر(  به همراه  لایه 

شده در مطالعات اخیر بوده است. با های معرفیسایر روش

لایهاین   تعداد  پیشنهادی  روش  در  که  حجم  تفاوت  و  ها 

محاسباتی بسیار کمتر بوده و شبکه پیشنهادی تنها با سه  

کانولوشن و به کمک بانک فیلتر به دقت قابل قبولی    یۀلا

 رسیده است. 

 

 ی ریگ جهی نت -6
عملکرد شبکه بهبود  برای  روشی جدید  مقاله  این  های  در 

طبقه در  الگوی  بندی  کانولوشنال  در  شد.  ارائه  تصاویر 

باتوجه  لایهپیشنهادی،  اساسی  نقش  )و  به  کانولوشن  های 

های مؤثّر  های آن( در استخراج ویژگیویژه ضرایب صافیبه

آن مستقیم  تأثیرات  و  تصاویر  دقت  از  و  عملکرد  بر  ها 

امکان   فیلتر  بانک  شد.  استفاده  فیلتر  بانک  یک  از  شبکه، 

صورت خاص مسئله  های لایۀ کانولوشن را به طراحی صافی

مبتنی ویژگیو  میبر  فراهم  ورودی  تصاویر  در  های  آورد. 

به روش  وزناین  صافیجای  ضرایب  به  تصادفی  های  دهی 

صافی ضرایب  شبکه،  آموزش  آغاز  در  کانولوشن  ها  لایۀ 

متنوعطور دقیق به مقداردهی شدند.  تر،  تر و خاص مسئلۀ 

پیچیدگی فیلتر  بانک  از  شبکه  استفاده  به  اضافی  های 

نمی بهینه  تحمیل  نقطۀ  از  شبکه  آموزش  شروع  با  کند، 

می مدت کاهش  را  آموزش  لایۀ  زمان  کارآیی  دهد، 

های مشابه و  کانولوشن را با به کمترین حد رساندن ویژگی 

دهد و در نهایت امکان  های مؤثّر افزایش میافزایش ویژگی

-های کانولوشن شبکه را برای استخراج ویژگیطراحی لایه

مبتنی فراهم می های  تصویر  نتیجه، بر محتوای  در  و  کند، 

طبقه میدقت  افزایش  را  پژوهش  بندی  این  در  دهد. 

انجامبررسی اعداد  های  دادۀ  پایگاه  تصاویر  روی  بر  شده 

فیلتر   MNISTنویس  دست بانک  از  استفاده  که  داد  نشان 

-ای دقت شبکۀ کانولوشنال را در طبقهملاحظهطور قابلبه

-که هم برای شبکهطوری دهد. بهبندی تصاویر افزایش می

تک کانولوشنال  شبکههای  برای  هم  و  تعداد  لایه  با  هایی 

لایه صافیبیشتری  اولیۀ  ضرایب  کانولوشن،  در  های  ها 

طبقه دقت  بر  کانولوشن  لایۀ  بود.  اولین  تاثیرگذار  بندی 

تکآزمایش کانولوشنال  شبکۀ  روی  بر  نوع  ها  سه  با  لایه 

های مقدار ثابت، تصادفی و بانک فیلتر گذاری، صافیصافی

طبقه دقت  در  میانگین  را  به    50بندی  شبکه  آموزش  بار 

شبکۀ    89/91و    47/86،  94/74ترتیب   برای  و  درصد 

سه ترتیب  کانولوشنال  به    14/99و    16/96،  82/88لایه 

 دهد کهدرصد نشان دادند. این نتایج نشان می

اولیۀ صافی1 -های لایۀ کانولوشن بر دقت طبقه( ضرایب 

 بندی شبکه مؤثّر است؛

به2 با  صافی(  کانولوشن کارگیری  لایۀ  در  مؤثّرتر  های 

توان شبکۀ کانولوشنال را خاص مسئله ساخته و از این  می

پیشنهاد   بنابراین،  داد.  افزایش  را  شبکه  کارآیی  طریق 

بهمی تا  برای  شود  تصادفی  ضرایب  از  استفاده  جای 

های های کانولوشن در شروع آموزش شبکههای لایهصافی

استخراج مؤثّرتر ویژگی برای  این ضرایب  های  کانولوشنال، 

 موردنظر در تصویر طراحی و مقداردهی شوند.  
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ملایی،   کرمی  کارشناسی  محمدرضا 

برق   مهندسی  رشتۀ  در  را  خود 

مشهد،   فردوسی  دانشگاه  از  الکترونیک 

رشتۀ  در  را  خود  ارشد  کارشناسی 

گرونوبل  دانشگاه  از  سیگنال  پردازش 

پزشکی مهندسی  رشتۀ  در  را  خود  دکتری  و    -فرانسه 

و   کرده  دریافت  فرانسه  نانسی  دانشگاه  از  بیوالکتریک 

دانشکدۀ  هم پزشکی،  مهندسی  گروه  دانشیار  اکنون 

مهندسی برق و کامپیوتر، دانشگاه صنعتی نوشیروانی بابل  

 است. 
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رشتۀ   در  را  خود  دکتری  تا  کارشناسی 

به الکترونیک  برق  از مهندسی  ترتیب 

صنعتی دانشگاه شریف،  صنعتی  های 
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اکنون  هم  و  کرده  دریافت  مازندران  دانشگاه  و  امیرکبیر 

استادیار گروه مهندسی برق الکترونیک، دانشکده مهندسی  

 برق و کامپیوتر،  دانشگاه صنعتی نوشیروانی بابل است.  

 نامۀ ایشان عبارت است از: نشانی رایا 
m.hasanzadeh@nit.ac.ir  
 

دروگرمقدم،   ارشد  علی  کارشناسی 

پزشکی مهندسی  رشتۀ  در  را    -خود 

سبزواری   حکیم  دانشگاه  از  بیوالکتریک 

اکنون  دریافت کرده و هم  1392در سال  

در مرحلۀ دفاع از رسالۀ دکترای خود با  

پیش حملهموضوع  سیگنال بینی  روی  از  صرعی  های 

شبکه  کمک  به  کانولوشنال الکتروانسفالوگرام  عصبی  های 

است.   بابل  نوشیروانی  دانشگاه صنعتی  رشته در  در همین 

به هیوی  عضو  سال  سه  سربازی( أ مدت  )طرح  علمی  ت 

فناوری سبزواری  پردیس  حکیم  دانشگاه  نوین  های 

 است. بوده

 نامۀ ایشان عبارت است از: نشانی رایا 
ali_derogarmoghadam@stu.nit.ac.ir 
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