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 چکیده 
ای به  اطلاعات حساس و مهم در یک محیط رسانه  ، نگارینگاری هنر انتقال اطلاعات از طریق یک ارتباط محرمانه است. در نهاننهان 

پوشانه جاسازی   بهشودمی نام  بهطوری؛  مخفی حتی  پیام  وجود  و  نبوده  تمایز  قابل  اصلی  رسانه  نمونه  از  پیام  رسانه حاوی  صورت  که 

از جاسازی اعوجاج حاصل  نباشد.  قابل تشخیص  نهان  احتمالی  محتوادر  با  منطبق  وابسته  )تطبیقی(    نگاری  تصویر  محلی  به ساختار 

برخوردار خواهند بود.    برای جاسازی  تغییرات در مناطق پیچیده کمتر قابل تشخیص بوده و درنتیجه از اولویت بالاتری   ، رواست؛ ازاین

مبتنی بر یادگیری  مبتنی بر مدل، مبتنی بر هزینه و  :نگاری منطبق با محتوا ارائه شده استزمینه نهان  تاکنون رویکردهای مختلفی در

که هدف رویکرد مبتنی ؛ درحالیشودشود مدل آماری پوشانه تا حد ممکن حفظ  نگاری مبتنی بر مدل سعی می در رویکرد نهان  تقابلی.

  رابطه از    یادگیری تقابلی،   است. در رویکرد  های حامل پیامویرایش پیکسلهای  اعوجاج حاصل از مجموع هزینه  سازیکمینه  ، بر هزینه

نهان بین  نهانرقابتی  و  براینگار  آماریحفظ    کاو  و  مشخصات  گرفت  محرمانگیبهبود    تصویر  میبهره  و شوده  مفاهیم  مقاله  این  در   .

 . گیرندنگاری مورد بحث و بررسی قرار میهای پیشنهادی در نهانروش شود و سپسمی معرفینگاری نهان رویکردهای
 

 .تقابلیسازی اعوجاج، مدل آماری، یادگیری  کاوی، کمینه، نهانمنطبق با محتوانگاری نهان:  واةگان کلیدی
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Abstract 
Steganography is the art of transferring information through secret communication. The essential aim 

of steganography is to minimize the distortion caused by embedding the secret message; so that the 

image containing the message (stego) cannot be distinguished from the original image (cover), and the 

existence of the hidden message cannot be detected. 
The distortion in content-adaptive steganography depends on the local structure of the image. The 

embedding changes into the areas with rich textures are less detectable than smooth areas, so the 

textured areas have a higher modification priority. In this regard, three main steganography approaches 

are proposed: model-based, cost-based, and adversarial. The model-based approach considers a 

statistical model for the cover image and tries to preserve this model during the embedding process. The 

cost-based one focuses on minimizing the distortion obtained from the sum of the heuristic costs of 

modified pixels. The adversarial approach uses the competition between steganography and steganalysis 

to improve the embedding performance.  

In the first section of this paper, the concept of steganography and its history is expressed. Digital 

steganography including three types of cover synthesis, selection, and modification is introduced in the 

second section. The focus of this paper is on steganography based on the cover modification. The goal is 

to estimate the best probability distribution of modifications, and embedding the message in the 

estimated places is left to existing coding algorithms. In the third section, the problem of estimating the 

probability distribution is formulated as an optimization problem with the aim of distortion 

minimization. The distortion-based methods compute the probability distribution of embedding changes 
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using a pre-defined distortion function. In the additive distortion function, the embedding changes are 

assumed to be independent. Thus, the distortion function cannot capture interactions between changes 

caused by embedding, and it leads the performance to suboptimality. In this regard, the non-additive 

distortion functions are presented that consider the dependencies among the modification of adjacent 

pixels. The distortion-based methods include two model-based and cost-based approaches are 

introduced in the fourth section. Then, their most significant methods are reviewed in the fifth section.  

Considering the competitive nature of steganography and steganalysis, a new steganography 

approach is presented in the sixth section that takes advantage of adversarial learning to improve 

secrecy. Adversarial learning includes two strategies: Generative adversarial networks (GANs) and 

adversarial attacks. In the concept of steganography, the GAN-based strategy tries to train the 

steganographic network against a steganalysis network. This is an iterative and dynamic game between 

steganographic and steganalysis networks to reach the Nash equilibrium. Another strategy attempts to 

simulate an adversarial attack and generate stego images that deceive the steganalysis network. The 

adversarial-based steganography methods are reviewed in the seventh section.  

In the eighth section, different methods are compared from various points of view. The results of this 

study show that some techniques, such as smoothing the embedding changes, considering the 

interactions between the changes, using side-informed information, and exploring adversarial networks, 

can help to estimate the proper embedding probability map and improve performance and security. In 

the ninth section, suggestions are stated that can be considered for future research. Finally, the 

conclusion is expressed in the tenth section. 

 
Keywords: Content-adaptive steganography, Steganalysis, Distortion minimization, Statistical model, 

Adversarial learnin 

 

 مقدمه -1

در  امروزه پیشرفت  و  اینترنت  توسعه  با  های  وریفنا، 
دیجیتال، ارتباطات نقشی اساسی در زندگی روزمره پیدا  

طرف  کرده از  اما  خصوصی است؛  اطلاعات  انتشار  دیگر، 
دنبال داشته باشد. این امر  تواند خسارات زیادی را بهمی

مینگرانی ایجاد  اطلاعات  امنیت  مورد  در  را  کند.  هایی 
روشمحبوب  رمزنگاریترین  امنیت،  تأمین  برای  و    1ها 
دادهمخفی مخفی  2سازی  که  دادهاست  دو   سازی  به  نیز 

تقسیم  4نگارینقشو تهنگاری(  )پنهان  3نگاری دسته نهان
  .شودمی

غیرقابل  روش     متن  به  را  اصلی  پیام  رمزنگاری  های 
می تبدیل  از  فهم  شده  رمزگذاری  متن  سپس  کنند، 

شود؛ اما فقط شخص  طریق یک کانال عمومی منتقل می
تواند آن را  مجاز که دارای یک کلید رمزگذاری است، می

روش از  استفاده  با  کند.  استاندارد  رمزگشایی  های 
از دید ناظر غیرمجاز رمزگذاری می توان محتوای پیام را 

های  مخفی نگه داشت؛ اما در بیشتر موارد، ارتباط با پیام
زیرا   ؛ ها را به خود جلب کندتواند توجهشده میرمزگذاری

می ارتباطی  پیامکانال  کلیه  و  شده  کنترل  های  تواند 
د. در چنین  شونعبوری از کانال ارتباطی تجزیه و تحلیل  

حالتی، مؤثرترین راه عملی امنیت، پنهان کردن واقعیت  
نهان کمک  با  که  است  ارتباط  انجام  وجود  قابل  نگاری 

برخلاف   آنروشاست.  هدف  که  رمزگذاری  ها  های 

 

1 Cryptography 
2 Data hiding 
3 Steganography 
4 Watermarking 

نگاری با تلاش برای  کردن محتوای پیام است، نهانپنهان
   گذارد.کردن واقعیت ارتباطات، پا را فراتر میپنهان

تهنهان     و  در نقشنگاری  اصلی  شاخه  دو  نگاری 
سازی  های مخفیامانهند. در سهستسازی اطلاعات  مخفی

حائز   7و مقاومت  6، محرمانگی 5اطلاعات سه شاخه ظرفیت 
ته هستند.  دادهنقشاهمیت  حفظ  برای  های  نگاری 
مقابل   در  دست  رونوشتدیجیتال  غیرمجاز    هاییکاریا 

می قرار  استفاده  ازامورد  پایداری  رو،  ینگیرد.  و  مقاومت 
دستته برابر  در  بسیاری  نقش  اهمیت  حذف،  یا  کاری 

جاسازی   است  ممکن  حتی  کاربردها،  از  برخی  در  دارد. 
ته  و وجود یک  پوشانه، مسئله داده   ی انقش دیجیتال در 

اندازه و  بوده  علنی  و  تهآشکار  نسبی  بسیار ی  هم  نقش 
درصورت باشد.  نهان  کهیکوچک  و  در  امنیت  نگاری، 

شناسایی پوشانه    بودنغیرقابل  کیفیت  حفظ  با  اطلاعات 
اهمیت و پس از آن هدف ظرفیت بالای    نخست  ةدر درج

جود پیام منجر نگاری تشخیص وجاسازی است. در نهان
شکست   ته  کهیدرحال  ؛شودمیبه  نگاری  نقشدر 

و  مخفی پایداری  هدف  اما  ندارد  اهمیتی  اطلاعات  بودن 

جاساز اطلاعات  و    شدهیحفظ  حملات  برابر  در 
 .های رسانه استآسیب 

نهان  هنر  و  ظهور  قدیمی  بسیار  اطلاعات،  سازی 
است.    طورتقریبیبه رمزنگاری  با  نمونه    نخستینمعاصر 

نامه مربوط به قرن پنجم قبل از میلاد است که در زندگی
ها برای انتقال پیام  [. یونانی1هرودت معرفی شده است ]

 

5 Capacity 
6 Secrecy 
7 Robustness 
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تراشیدند، سپس پیامی را روی سر موهای یک برده را می 
خال میاو  هنگامکوبی  رانده    کهیکردند.  عقب  به  موها 

میمی برده  خاک  شد،  از  برانگیختن شک  بدون  توانست 
پیام با  دشمن عبور کند. پس از حضور در محل گیرنده،  

از  میدریافت    تراشیدن سر برده شد. مثال دیگر استفاده 
[ است  نامرئی  پرکاربردترین  2جوهرهای  روش  این   .]

نهان قرن روش  طول  در  دیگر  نگاری  مثال  است.  بوده  ها 
آب از  استفاده  با  پیام  مواد  یمولنوشتن  برخی  یا  شیر   ،
متن وسط  در  خاص  نوشته شیمیایی  جوهر های  با  شده 

می باعث  که  خشک است  از  پس  پیام  کاغذ  شود  شدن 
یا آغشته  ؛ناپدید شود به  اما یک شعله ساده  کردن کاغذ 

 .یک ماده شیمیایی پیام را آشکار خواهد ساخت

نهانروش  اغلب تا  های  سیزدهم  قرن  بین  نگاری 
بوده نوشتاری  متن  شامل  بهشانزدهم  مثالاند.    ،عنوان 

از کاغذ سوراخ  عنوان ماسک بین فرستنده و  دار بهبرخی 
می استفاده  روی  گیرنده  بر  ماسک  قراردادن  با  کردند. 

فرانسیس بیکن ]پیام مشخص می  ،متن [ دریافت  3شد. 
می حرف  هر  برای  متفاوت  فونت  دو  برای که  تواند 

پیام دودویی  نمایش  به جاسازی  توجه  با  شود.  اعمال  ها 
نویسه  این روش خیلی قابل  وضعیت  نگاری در آن زمان، 

[ بروستر  نبود.  سال  4توجه  در  بسیار    1857[  فن  یک 
جنگ چندین  در  بعدها  که  کرد  ابداع   مورد   ابتکاری 

گرفتاستفاده   تا حدی  قرار  پیام  که  کرد  پیشنهاد  وی   .
شود کوچک  گردوغبار  ذرات  صورت   اما   ؛شبیه  در 

اینکه بزرگ از  پس  باشد.  خواندن  قابل  همچنان  نمایی 
به آلمانی  یدرستفناوری  یافت،  این توسعه  از  ها 

 .در جنگ جهانی اول استفاده کردند  "هاریزنقطه "

تعار      مشهورترین  از  سی یکی  نگاری  نهان  امانهف 
زندانیان" سال    که  است  "مسئله    توسط  1983در 

در این تعریف سنتی، آلیس و باب    .[5]ارائه شد  سیمونز  
قرار  جداگانه  سلول  دو  در  و  دستگیر  جنایی  جرم  به 

آنمی هستند،  گیرند.  فرار  نقشه  طراحی  فکر  به  ها 
هستند پیام  ارسال  به  مجاز  تمام    ؛زندانیان  متأسفانه  اما 

ها توسط یک نگهبان به نام حوا کنترل ارتباطات بین آن
برقراری می برای  باب  و  آلیس  شرایطی،  چنین  در  شود. 

ارتباط   برقراری  به  نیاز  حوا،  توجه  جلب  بدون  ارتباط 
نهان  محرمانه از  که  کردند  توافق  زندانیان  نگاری دارند. 

استفاده کنند. آن ارتباط  این  از دستگیری برای  ها پیش 
و در  ه  کردیک الگوریتم جاسازی و استخراج پیام طراحی  

رویکرد حوا   اند.مورد یک کلید خصوصی به توافق رسیده
مخفی،   پیام  تشخیص  جهت  آماری  آزمون  برای 

حوا   کهیشود. در این سناریو، هنگام کاوی نامیده مینهان
یک   توسط  پیام  تبادل  حال  در  باب  و  آلیس  که  بفهمد 

نهان  مخفیارتباط   مواجه هستند،  شکست  با  نگاری 
 شود.  می
وری الکترونیک و دیجیتاال، ابا توجه به پیشرفت فن    

نگاری دیجیتال بسیار موردتوجه قرار گرفته امروزه نهان
بزرگ   نسبهبهاست که در آن یک پیام محرمانه با ابعاد  

در یک رسانه دیجیتال مانند متن، صوت، تصاویر و یاا 
دلیل افزونگای ذاتای و به  ،شوند. تصاویرفیلم مخفی می

عدم توانایی چشم انسان در تشخیص تغییرات کوچاک 
عنوان پوشاانه توانناد باهمی  ،در مقادیر شدت پیکسال

مناسب برای انتقال اطلاعات محرماناه ماورد اساتفاده 
نگااری قرار گیرند. علاوه بار ارتباطاات مخفای، از نهان

های شناسایی کارکنان بارای ذخیاره توان در کارتمی
اطلاعات مربوط به فرد، برای ذخیره اطلاعات شبکه در 

، جاسازی اطلاعات بیمار در تصاویر 𝑇𝐶𝑃/𝐼𝑃 هایبسته
هااای موجااود پزشااکی و غیااره اسااتفاده کاارد. روش

نگااری در شده در ایان مقالاه منحصار باه نهانبررسی
تواناد یاک تصاویر دیجیتال هساتند. پیاام مخفای می

جریان بیت، متن ساده، متن رمزگذاری شده یاا حتای 
 .یک تصویر باشد

: شده است  یدهسازمانادامه این مقاله به شرح زیر      
تعاااریف مااورد نیاااز در زمینااه  بعاادی دو بخااشدر 

 نگااریننها، چهارم بخش. در  ندشومی  بیاننگاری  نهان
 شاود کاهمعرفی می  سازی تابع اعوجاجبهینه  مبتنی بر

دارد؛ جاساازی تمرکاز  مناساب بارای    یاافتن بساتربر  
ای که حداقل اعوجاج را در تصویر حامل ایجااد گونهبه

هااای نمایاد و ساپس در بخاش پانجم باه مارور روش
با توجه به رابطه .  شودپرداخته میموجود در این حوزه  

کااوی، در بخاش ششام، نگاری و نهانرقابتی بین نهان
نگاری بیاان گیری از یادگیری تقابلی در نهاننحوه بهره

هاای مبتنای بار شده و ساپس در بخاش هفاتم روش
. در گیرنادمورد بحث و بررسی قرار می  تقابلییادگیری  

های مورد مطالعه مقایسه و ارزیاابی بخش هشتم روش
انداز و مسایرهای آیناده چشمدر بخش نهم،    شوند.می

 .شودمیگیری نهایی بیان  و در پایان نتیجهمشخص 
 

                               نگاری نهان  -2
بهنهان یک  نگاری  طریق  از  اطلاعات  انتقال  هنر  عنوان 

که اطلاعات  طوری به  ؛ارتباط محرمانه شناخته شده است
رسانه محیط  در  مهم  و  پوشانه حساس  نام  به   1ای 

تولید می  2و حامل   شودمیجایگذاری   .  (1)  شکل  کندرا 
نهانمهم در  اصل  استترین  محرمانگی  رو،  ازاین  ؛نگاری، 

 

1 Cover 
2 Stego 
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به باید  پیام  مشخصات گونهجایگذاری  که  شود  انجام  ای 
تا حد ممکن حفظ   پوشانه  قابل    شودآماری  از حامل  تا 

  ؛ اما تمایز نبوده و تشخیص موجودیت پیام ممکن نباشد 
دیگر طرف  افزایش    ،از  ممکن  حد  تا  جاسازی  ظرفیت 

روش  برخلافیابد.   نهانتلاش  برای های  نگاری 
مهاجممخفی پیام،  وجود  از  پیام  انسازی  که  را  هایی 

می عبور  ارتباطی  کانال  تغییر،  طریق  هدف  با  کنند 
تحلیل می و  تجزیه  انتقال  از  جلوگیری  یا  کنند.  تخریب 

روش  پژوهشیزمینه   بررسی  به  با  که  مقابله  های 
مینهان نهاننگاری  می 1کاویپردازد،    .شودنامیده 
کند  کاو نهان استخراج  را  مخفی  پیام  نباید  زیرا   ؛لزوماً 

کاری   غیرممکن    طورمعمولبهچنین  یا  و  دشوار  بسیار 
است که فقط وجود  کاو  نهاناست. در عوض، هدف   این 

دهد تشخیص  قبولی  قابل  احتمال  با  را  محرمانه    ارتباط 
]6[. 

نهانروش جاسازی  های  چگونگی  اساس  بر  نگاری 
نگاری با  شوند: نهانپیام محرمانه به سه دسته تقسیم می

پوشانه نهان2انتخاب  پوشانه ،  ساخت  با  ،  3نگاری 
 .4نگاری با ویرایش پوشانه نهان

 

 
 ی نگارنهان فرایند: (1 -شکل)

Figure 1: The process of steganography 
 

نهان  - پایگاه  در  یک  فرستنده  پوشانه،  انتخاب  با  نگاری 

داده از تصاویر در اختیار دارد. فرستنده پایگاه داده خود  

موردنظر   پیام  با  متناسب  تصویری  یافتن  هدف  با  را 

می همراه  بررسی  به  تصویر  انتقال  و  یافتن  از  پس  کند. 

درهم تابع  مییک  گیرنده  مخفی،  کلید  و  با  سازی  تواند 

درهم تابع  از  مجدد  مشترک، استفاده  کلید  و  سازی 

راحتی پیام مخفی را دریافت کند. ازآنجاکه پوشانه در  به

نمی قرار  تغییری  هیچ  تحت  روش  ازایناین  رو گیرد، 

بااینغیرقابل است.  این  شناسایی  اصلی  مشکل  وجود، 

به  روش نیاز  و  محدود  بسیار  جاسازی  ظرفیت  ها 
 

1 Steganalysis 
2 Cover selection 
3 Cover synthesis 
4 Cover modification 

که تلاش است  مناسب  پوشانه  یافتن  جهت  متعدد  های 

 .ده استکرغیرعملی  تاحدودیاین روش را 

نهان    - بهدر  فرستنده  پوشانه،  ساخت  با  جای  نگاری 

پایگاه داده موجود، به از یک  پوشانه  سادگی یک  انتخاب 

می ایجاد  را  مناسب  بهترین  پوشانه  به  را  پیام  که  کند 

ای با توزیع شکل منتقل کند. اگر فرستنده بتواند پوشانه

می کند،  تولید  گیرنده  و  خود  بین  پیام  مشخص  تواند 

پنهان   خیال  آسودگی  با  را  از کنمحرمانه  روش  این  د. 

دارد،سطح   بالایی  جاسازی   امنیتی  ظرفیت  نظر  از  اما 

روش  این  کمتر  محبوبیت  باعث  که  است  محدود  بسیار 

 .شودمی

روش نهان - پرکاربردترین  پوشانه  ویرایش  با  نگاری 

نگاری است که مبتنی بر ویرایش یک پوشانه موجود نهان

که تا حد  درحالی  ؛برای جاسازی یک پیام محرمانه است

های آماری پوشانه حفظ شود.  لفه مؤ  شودمیامکان سعی  

های آماری  نگاری با ویرایش پوشانه، ویژگیازآنجاکه نهان

تغییر می پیام  را در حین جاسازی  بنابراین    ؛ دهدپوشانه 

به پوشانه  امن  تا  لازم است مناطق  انتخاب شوند  درستی 

ویرایش  در قابل  صورت  آمارهتأثیر  روی  بر  های  توجهی 

روش اغلب  در  مهم  این  باشند.  نداشته  های  پوشانه 

از یک تابع اعوجاج حاصل  نهان نگاری موجود با استفاده 

 .کندشود که تأثیر جاسازی بر امنیت را مدل میمی

با  نهاندر       پوشانه،  نگاری  از  اعوجاجویرایش  ناشی 

امر   این  و  است  وابسته  تصویر  محتوای  به  پیام  جاسازی 

نواحی  در  بیشتر  تغییر  نرخ  یا  احتمال  تخمین  باعث 

هموار   نواحی  به  نسبت  تصویر  زیرا   ؛ شودمیپیچیده 

در  جاسازی(  از  )حاصل  غیرمنطقی  الگوهای  تشخیص 

الگوریتم برای  پیچیده  نهاننواحی  دشوارتر های  کاوی 

ازاین  نهاناست.  با رو،  منطبق  یا  تطبیقی    5محتوا   نگاری 

در    گرانپژوهشتوجه    مورد  ]7[ است.  گرفته  قرار 

غ نهان پیکسل یقیتطب  یرنگاری  هر  جاسازی  ظرفیت   ،

تعیین   اطراف  همسایگی  به  توجه  بدون  و  است  ثابت 

بنابراینشودمی توز  ،؛  تصویر  کل  در  و    شدهیع اطلاعات 

که  درحالی  ؛ تفاوتی بین نواحی مختلف تصویر وجود ندارد

نهان اساس در  بر  جاسازی  ظرفیت  تطبیقی،  نگاری 

تعیین تصویر  محلی  اساس    ساختار  بر  پیکسل  هر  و 

به  پیکسل دستاحتمال  از  محلی  آمده  همسایگی  های 

از جاسازیازاین  ؛شودویرایش می در   6رو، تغییرات ناشی 

های  مناطقی که کمتر قابل تشخیص هستند، مانند بافت

 گیرد. ی، با اولویت بیشتری انجام میافهغنی و مناطق نو

 

5 Content-adaptive steganography 
6 Embedding modifications 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
3.

14
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             4 / 42

http://dx.doi.org/10.61186/jsdp.20.3.141
https://jsdp.rcisp.ac.ir/article-1-1302-fa.html


 

 
 57پیاپی  3شمارة  1402سال 

145 

ش
رو

ر 
ی ب

ور
مر

ن
ها

ی ن
ها

ق ب
طب

من
ر 

وی
ص

ی ت
ار

نگ
 ا

وا 
حت

م
 

   

 
 هپوشان                                    کانال انتخاب                                        حامل            نقشه تغییرات                             

 نگاری در حوزه مکان: مراحل نهان(2  -شکل)
Figure 2: The phases of spatial steganography 

اساسنگاری  نهان   -3 ویرایش   بر 

 پوشانه
غیرقابل و  رویکرد  شناساییمحرمانگی  اصلی  نیاز  بودن 

دادهنهان شناسایی  قابلیت  است.  در  نگاری  پنهان  های 

 تحت تأثیر سه عنصر اساسی است: ،ء حامل یک شی

که   • پوشانه  رسانه  جاسازینوع  مشخص    حوزه  را 

 ؛ کند می

مکان • )انتخاب  پوشانه  در  جاسازی  مناسب  بستر های 

 ؛ (1یا کانال انتخاب جاسازی

 پیام.  جاسازی الگوریتم •

نهان  گرانپژوهش حوزه  بهنگاریدر  تمرکز   لطورمعمو، 

   سازند.ها معطوف میخود را بر روی یکی از این جنبه 

ای  توان بر اساس حوزهنگاری را مینهان  :جاسازی  ةحوز

پیام در آن جاسازی   -8[ن  به دو دسته مکا  شودمیکه 

نگاری  بندی نمود. در نهاندسته  ]51-44[و تبدیل    ]43

های تصویر پیکسلطور مستقیم در  ، پیام به2حوزه مکان

نگاری حوزه  که در نهانشود، درحالیپوشانه جاسازی می

)مانند  3تبدیل  خاص  تبدیل  یک  با  تصویر  ابتدا   ،DDT  ،

FFT  ،Wavelet  سپس و  شده  برده  فرکانس  حوزه  به   )

جایگذاری   تبدیل  ضرایب  در  روششودمیپیام  های  . 

مکان   بیشتری    طورمعمولبهحوزه  کیفیت  و  ظرفیت  از 

ها  که به دلیل تغییر مستقیم پیکسلدرحالی  ؛برخوردارند

آن شناسایی  است  هاامکان  بیشتر  این  ازاین  ؛نیز  در  رو، 

های مناسب  بر روی انتخاب مکان  اییژهها تمرکز و روش

 جاسازی با قابلیت تشخیص کمتر وجود دارد.

مکان:  جاسازی  بستر   انتخاب  مناسب    یهابرای 

مقدار  یک  پوشانه  تصویر  از  پیکسل  هر  به  جاسازی، 

می اختصاص  تشخیص(  قابلیت  )معیار  که  عددی  یابد 

را  پیکسل  آن  در  جاسازی  از  حاصل  تغییر  تأثیر 

میاندازه میگیری  نامیده  جاسازی  هزینه  و  شود.  کند 

 

1 Selection channel 
2 Spatial domain 
3 Transforms domain 

بهازاین  جاسازی  بستر  محاسبه  مسئله  یک رو،  صورت 

بهینه  میمسئله  فرموله  به  شو سازی  آن  هدف  که  د 

ا  4اعوجاج  رساندنکمینه  مجموع   ستکل  از  که 

مؤلفههزینه میهای  بدست  شده  ویرایش    آید های 

 . (2)شکل  ]25-43[

 

روش      پیکسل  هااین  انتخاب  برای  بر  مناسب  های 

تأک به    ید جاسازی  را  پیام  جاسازی  و  کدهای  دارند 

کمترین اعوجاج  د که با  سپارنموجود میعملی کارآمد  

 .  کنندپیام را جاسازی می

پیام:       جاسازی  با    های الگوریتم  الگوریتم  جاسازی 

یک   پیام اکدگذا  روشارائه  مناسب،  در   را  ری 

تا    کهی طوربه  ؛کنندهای پوشانه جایگذاری میپیکسل

افزایش    5جاسازی  یحد امکان اعوجاج کاهش و بازده 

ارزش های کمروش جایگزینی بیت ،عنوان مثالبه  یابد.

ترین روش جاسازی پیام در حوزه مکان است که رایج

با در نظر گرفتن هزینه    6و یا روش جاسازی ماتریسی 

پیکسل همه  برای  ثابت  با  جاسازی  پوشانه،  های 

پیام  بهره جاسازی  برای  مناسب  ساختار  یک  از  گیری 

باعث کاهش تعداد تغییرات جاسازی در تصویر پوشانه و 

 .  ]24-8[ شودمیدرنتیجه افزایش بازده جاسازی 

مطالعه      به  مقاله  تطبیقی    نگارینهانهای  روش  این 

انتخاب   بر  جاسازیکه  حوزه  مناسب    بستر    مکان در 

 پردازد. ، میدنتمرکز دار

 

 نگاری نهان سامانههای مؤلفه  -1-3

منبع نهان  سامانه یک  پوشانه،  منبع  یک  از  نگاری 

جاسازی  7پیام  توابع  استخراج  8و  است   9و  شده  تشکیل 

پوشانه3)شکل   ,𝒞} (. منبع  𝑃𝑐}   با مجموعه تمام تصاویر

𝑥 ممکن روی پوشانه ∈ 𝒞  شود.  ها تعریف میو توزیع آن
 

4 Distortion 
5 Embedding efficiency 
6 Matrix Embedding 
7 Message 
8 Embedding 
9 Extraction 
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پیام ,ℳ} منبع  𝑃𝑚}   تمام به مجموعه  با  مشابه  طور 

. توجه داشته  شودمیها بیان  های ممکن و توزیع آنپیام

تابعی از منبع پوشانه است. با در نظر  𝑃𝑚 باشید که توزیع

با  به 𝒮 گرفتن تصاویر حامل ممکن  عنوان مجموعه همه 

:𝐸𝑚𝑏 ، تابع جاسازی𝑃𝑠   توزیع 𝒞 × ℳ × 𝒦 → 𝒮     پیام

مشترک مخفی  کلید  یک  از  استفاده  با  𝑘 را  ∈ 𝒦  در

می جاسازی  حامل  ؛کند پوشانه  تصاویر  𝑦 سپس  =

𝐸𝑚𝑏(𝑥, 𝑘, 𝑚) ∈ 𝒮    کانال یک  طریق  از  شده  تولید 

می منتقل  گیرنده  به  استخراجعمومی  تابع     شود. 

𝐸𝑥𝑡: 𝒮 × 𝒦 → ℳمی مخفی  تواند،  𝑚 پیام  =

𝐸𝑥𝑡(𝑦, 𝑘) صحیح مشترک  کلید  از  استفاده  با   𝑘 را 

پوشانه منبع  داشتن  با  کند.  ,𝒞} استخراج  𝑃𝑐}ء ی، هر ش  

می را  به پوشانه  نظر  توان  در  تصادفی  متغیر  یک  عنوان 

𝐗 گرفت که از توزیع پوشانه ∼ 𝑃𝑐 طور کند. بهپیروی می

 مشابه، حامل نیز یک متغیر تصادفی با تابع توزیع حامل

𝐘 ∼ 𝑃𝑠  شوددر نظر گرفته می. 
 

 
 

 ]7[نگاریهای کانال نهان: مؤلفه(3 -شکل )

Figure 3: Steganography Channel Components [7] 
 

نهان رویکرد  دنبال  در  به  گیرنده  و  فرستنده  نگاری، 

اطلاعات هستن پنهانی  پیام  درحالی  د؛ تبادل  ناظر هر  که 

کند  بررسی می  کردهکه از طریق کانال ارتباطی عبور  را  

ارتباط مخفی منجر به قطع فوری آن   و سوءظن به یک 

ازاین  بهکانال خواهد شد.  باید  انجام گونهرو، جاسازی  ای 

ارتباط مطلع ن این  از وجود  . بر اساس  ودششود که ناظر 

جز کلید مخفی،  شود که ناظر بهفرض می  ،1اصل کرشهف

نهان کانال  مورد  در  چیز  همه  منبع  از  شامل  نگاری 

پوشانه، منبع پیام و همچنین توابع جاسازی و استخراج 

 .آگاه است

تمایز   قابل  آماری  نظر  از  حامل  و  پوشانه  توزیع  اگر 

. خواهد بود  مورد استفاده امننگاری  نهان  سامانه،  دننباش

اندازه برای  مناسب  معیار  دو  یک  این  بین  فاصله  گیری 

کولبک   واگرایی  احتمال،  که    (KL)  2لیبلر –توزیع  است 

 : شودیآنتروپی نسبی نیز نامیده م 

 

1 Kerckhoffs’ principle 
2 Kullback–Leibler(KL) divergence 

𝐷KL(𝑃𝑐 ∥ 𝑃𝑠) = ∑𝑥∈𝒞 𝑃𝑐(𝑥)log
𝑃𝑐(𝑥)

𝑃𝑠(𝑥)
   (1               )

              
𝐷KL(𝑃𝑐اگر   ∥ 𝑃𝑠) = بودن  به معنی یکسان  ،باشد    0

𝑃𝑐 هاستتوزیع  = 𝑃𝑠 نمی صورت  این  در  بین و  توان 

و   شد  قائل  تفاوت  حامل  و  نگاری  نهان  سامانهپوشانه 

  ؛امن خواهد بود. این امر بسیار مطلوب است  طورکاملبه

به واقعیت  در  نمیاما  یافتراحتی  دست  آن  به  ؛  توان 

یک   نامیده  نهان  سامانهبنابراین،  امن  صورتی  در  نگاری 

تا حد  می پوشانه  و  توزیع حامل  بین دو  تفاوت  شود که 

𝐷𝐾𝐿(𝑃𝑐 ممکن ناچیز باشد ∥ 𝑃𝑠) ≤ 𝜖.  

 

 نگاری های نهانرویکرد  -3-2

اصلی در رویکرد  نهان  تاکنون سه  تطبیقی  نگاری  زمینه 

بر  یا   مبتنی  رویکرد  است:  شده  ارائه  محتوا  با  منطبق 

کند،  پوشانه عمل می 3حفظ مدل آماری  یهبر پا مدل که  

به   آن  که هدف  هزینه  بر  مبتنی  رساندن  کمینه رویکرد 

هزینه  4اعوجاج مجموع  از  تغییریافته مؤلفه   حاصل    های 

از محیط رقابتی بین  5پوشانه است و رویکرد تقابلی  که 

نهاننهان و  بهره  نگار  جاسازی  عملکرد  بهبود  برای  کاو 

نهانمی اول  رویکرد  دو  بر  گیرد.  مبتنی  سنتی  نگاری 

بهینه روشدرحالی  ،هستند سازیمفاهیم  های  که 

 .اندطراحی شده 6رویکرد سوم بر اساس یادگیری عمیق 

پوشانه   نخسترویکرد   •      آماری  مدل  حفظ  بر  مبتنی 

نظر  در  پوشانه  برای  مدلی  طراح  آن  در  که  است 

تقریبی  می یا  با هدف حفظ کامل و  گیرد و جاسازی 

می انجام  اساس مدل  بر  که  رویکرد  این  در  شود. 

ارزیابی   آماری  خصوصیات   ،شودمیمشخصات  باید 

باشد یکسان  امکان  حد  تا  حامل  و  پوشانه  و    آماری 

نگاری  . نهانبرسد  کمینهاعوجاج حاصل از جاسازی به  

بود خواهد  ایمن  بسیار  روش  این  مدل    ؛با  یافتن  اما 

است دشوار  به   ؛مناسب  قادر  ساده  مدل  یک  زیرا 

از سوی دیگر مدلپوشش نبوده و  های  دادن جزییات 

رو،  ازاین  ؛پیچیده در حل با مشکل مواجه خواهد شد

می مناسب  مدل  تطبیق  مهاجمعدم  توسط  ان  تواند 

قرار   سوءاستفاده  مورد  پنهان  اطلاعات  کشف  برای 

 گیرد.  

  رساندن اعوجاج کمینه به ح  ،محور اصلی رویکرد دوم •    

های  از مجموع هزینه  کل است. اعوجاج در این رویکرد

ویرایشمؤلفه  اکتشافی پوشانه  های  دست  هبشده 

 

3 Model preservation 
4 Distortion minimization 
5 Adversarial 
6 Deep learning 
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سعی    آید می  روش  این  در   کمینهحامل    شودمیو 

روش    اعوجاج این  باشد.  دارا  پوشانه  به  نسبت  را 

روشمنعطف توسعه  امکان  و  بوده  نهانتر  نگاری  های 

نهانرا   تشخیص  عملکرد  توسط  هدایت  که  کاوی 

می  ، شوندمی امنیتی  ازاین  ؛ کندفراهم  سطح  از  رو، 

عملی رویکردی  و  برخوردار  این  بهتری  است.  تر 

از    برخلاف رویکرد،   بسیاری  در  اکتشافی،  ماهیت 

نهانروش استفاده های  مورد  مناسب  امنیت  با  نگاری 

است گرفته  و    ؛قرار  اعوجاج  بین  رسمی  ارتباط  اما 

 تشخیص آماری وجود ندارد.

نهان •     اخیر  در   توانمندینگاری  کارهای  مناسبی 

مفاهیم شبکه از  نمونهاستفاده  مانند  های  های عصبی 

شبکه 1تقابلی  تقابلی و  مولد  داده 2های  با  نشان  اند. 

شبکه  حساست  به  اغتشاشات توجه  به  عصبی  های 

می سوم  رویکرد  در  تقابلی،  یادگیری کوچک  از  توان 

مفهومی جاسازی  برای  تا  تقابلی  گرفت  بهره  پیام  تر 

با   تا حد ممکن حفظ شود.  پوشانه  آماری  مشخصات 

نهان رقابتی  رابطه  به  نهانتوجه  و  کاوی،  نگاری 

سعی  3عنوان یک حمله تقابلی نگاری بههای نهانروش

کاو را گمراه کنند تا همه تصاویر  کنند شبکه نهانمی

عنوان تصاویر پوشانه تشخیص دهد. پس  ورودی را به

دهنده در  عنوان تمایزکاو بهنگاری، نهاندر مفهوم نهان

می گرفته  نهانشبکهو    شود نظر  نهانهای  و  کاو  نگار 

وزن به متناوب  دانش  طور  به  توجه  با  را  خود  های 

 کنند. روز شده دیگری اصلاح میبه
 

 

  یسازنهی بر کم  یمبتن  ینگارنهان -4

     اعوجاج
نهانالگوریتم  پیام  های  با هدف جاسازی  تطبیقی  نگاری 

کنند تا اعوجاج ناشی  محرمانه در یک پوشانه، تلاش می

. اعوجاج  (1  )نمودار  برسانند  کمینهاز روند جاسازی را به  

سازی اثر نگار برای مدلمعیاری است که توسط یک نهان

می استفاده  پیام  روشجاسازی  این  و  سعی  شود  ها 

بهمی را  پیام  که  گونهکنند  کنند  مخفی  پوشانه  در  ای 

 .شودمشخصات آماری پوشانه تا حد ممکن حفظ 

آماری   تأثیر  ارزیابی  اعوجاج،  تابع  تعریف  هدف 

نهان  از  حاصل  ازآنجاتغییرات  است.  یک    کهیینگاری 

های پیچیده  تصویر دیجیتال دارای ابعاد بالا و همبستگی

 

1 Adversarial examples 
2 Generative adversarial networks 
3 Adversarial attack 

چالش کاری  اعوجاج  تابع  طراحی  است.   یزبرانگاست، 

است:   شده  تعریف  صورت  دو  به  اعوجاج  تاکنون 

غیرجمع  4شونده جمع  اعوجاج  5شوندهو  تابع  در   .

شونده جاسازی اطلاعات در هر پیکسل مستقل از جمع 

 کهدرحالی  ؛شودنظر گرفته میهای مجاور در  پیکسل

پیکسل تغییرات  واقعیت  وابسته  در  یکدیگر  به  ها 

شود  شونده سعی میهستند و در تابع اعوجاج غیرجمع

 . شودها لحاظ اثر متقابل پیکسل

 

 شونده رساندن اعوجاج جمع کمینهبه -1-4

در   خاکستری  تصویر  یک  پوشانه  مقاله،  این  در 

𝑛1ابعاد  × 𝑛2 با 𝑥 است که  = {𝑥1, 𝑥2, . . . , 𝑥𝑛} ∈ 𝑋  ،

𝑛 = 𝑛1 × 𝑛2  شود و عملیات جاسازی، نشان داده می

بیت ویرایش  با  را  پیکسلپیام  برخی  از  در  هایی  ها 

می جایگذاری  پوشانه  تولید  تصویر  به  منجر  که  کند 

حامل 𝑦  تصویر  = {𝑦1, 𝑦2 , . . . , 𝑦𝑛} ∈ 𝑌 شودمی  .

حاملپیکسل و  پوشانه  𝑥𝑖))    های  , 𝑦𝑖), 𝑖 =

1,2, . . . , 𝑛)     محدوده در  صحیح  عدد  مقدار  دارای 

{0. نهانمی  {255. جاسازی  طرح  با  باشند.  نگاری 

جفت به  که  ,𝑌}   نگاشتی  𝜋}    شده داده  اختصاص 

است.   𝑌 مرتبط  ⊂ 𝑋  حاملی تصاویر  تمام    𝑦مجموعه 

 𝑥 تواند با جاسازی پیام در تصاویر پوشانهکه می است

هدف یافتن بستر جاسازی مناسب است که   تولید شود.

تخمین   احتمال  با  بهینهتابع  بدست    𝜋(𝑦)  جاسازی 

تابع می این  پیکسل  احتمال  آید.  بر  تغییر  پوشانه  های 

مخفی میاثر  مشخص  را  پیام  𝜋(𝑦)  کندسازی  =

𝑃(𝑌 = 𝑦)  . 

تطبیقر      اهمیت وش  کمترین  با  (  6LSBM) بیت 

گانه، پیام را در تصویر  عنوان یک الگوریتم جاسازی سهبه

می جاسازی  𝑥𝑖که  طوریبه کندپوشانه  − 𝑦𝑖 ∈ 𝐼 =

{−1,0, درحالی{1+ مقادیر  .  ترتیب   1−و    1+که  به 

دهنده افزایش و کاهش یک واحدی و صفر به معنی  نشان

عدم تغییر مقدار پیکسل است؛ بنابراین، جاسازی به سه  

𝜌𝑖} هزینه ویرایش برای هر پیکسل نیاز دارد
−, 𝜌𝑖

0, 𝜌𝑖
+} 

افزایش   و  تغییر  عدم  بیانگر هزینه کاهش،  ترتیب  به  که 

 نیز    7ظرفیت نسبی جاسازی   دهنده است.پیکسل پوشش

محاسبه   8یافته در پیکسل های تغییربر اساس تعداد بیت

   شود. می

 

4 Additive Distortion 
5 None-Additive Distortion 
6 Least Significant Bit Matching 
7 Relative payload 
8 bits per pixel (bpp) 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
3.

14
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             7 / 42

http://dx.doi.org/10.61186/jsdp.20.3.141
https://jsdp.rcisp.ac.ir/article-1-1302-fa.html


 
 57پیاپی  3شمارة  1402سال 

148 

 

 
 سازی اعوجاج نگاری سنتی مبتنی بر کمینههای نهانبندی روشدسته (1 -نمودار)

Chart 1- Classification of traditional adaptive steganography methods  based on distortion minimization 
 

 رویکرد مبتنی بر هزینه -1-1-4

نهانالگوریتم  پیام محرمانه   ،نگاریهای  با هدف جاسازی 

می تلاش  پوشانه،  یک  روند  در  از  ناشی  تأثیر  کنند 

به   را  برای   کمینهجاسازی  نخست  گام  برسانند. 

یابی به این هدف، معرفی یک معیار اعوجاج مناسب  دست

است. در این راستا، ابتدا یک هزینه به هر پیکسل پوشانه  

می هزینهمنتسب  این  که  قابلیت  منعکس  شود  کننده 

مجموع  است.  ویرایش  صورت  در  پیکسل  هر  تشخیص 

مؤلفه  تغییریافتههزینه  را    ، های  حامل  اعوجاج  میزان 

می اولویت    ،روازاین  ؛کندمشخص  بیانگر  کمتر  هزینه 

به   راستای  برای جاسازی در  رساندن  کمینه بیشتر مؤلفه 

است پوشانه  بر    ؛اعوجاج  پوشانه  در  محرمانه  پیام  سپس 

. فرایند  شودمیآمده جاسازی  دستاساس نقشه هزینه به

مؤلفه ویرایش  شامل  یک  جاسازی  کمک  با  پوشانه  های 

است مناسب  کدگذاری  کمترین طوری به  ؛الگوریتم  که 

 .اعوجاج ممکن در تصویر پوشانه ایجاد شود

نهاناغلب روش را های  پیام محرمانه  تطبیقی  نگاری 

کمینه  اساس  حفظ  بر  هدف  با  اعوجاج  تابع  کردن 

:𝐷 کنندمشخصات پوشانه جاسازی می 𝒞 × 𝒮 → [0, ∞] 

قابلیت   𝐷 که از  تقریبی  و  بوده  کل  اعوجاج  بیانگر 

منعکس   را  پیام  جاسازی  از  ناشی  تغییرات  تشخیص 

به    ؛کند می بهبود  کمینه بنابراین  باعث  باید  آن  رساندن 

 .شودنگاری میامنیت نهان

جاسازی ,𝐷(𝑥 صورتبه اعوجاج  𝑦)   شود  میتعریف

که به هر دو تصویر پوشانه و حامل وابسته است. با فرض  

میثابت پوشانه،  به بودن  را  اعوجاج   صورت توان 

𝐷(𝑥, 𝑦) = 𝐷(𝑦) جمع اعوجاج  در  کرد.  شونده،  ساده 

پیکسل  میتغییرات  فرض  مستقل  پوشانه    ؛ شودهای 

های  بنابراین هزینه تغییر هر پیکسل به تغییرات پیکسل 

پس   ندارد.  بستگی  کل دیگر  هزینه   اعوجاج  مجموع   از 

 آید:  های ویرایش شده به دست میپیکسل

𝐷(𝑦) = ∑𝑛
𝑖=1 𝜌𝑖[𝑥𝑖 ≠ 𝑦𝑖]                                       (2 )  

𝜌𝑖 که  = 𝜌(𝑦𝑖) ∈ ℝ  توابع غیر منفی و محدودی هستند

هزینه پوشانه𝑖 جایگزینی  که  پیکسل  𝑦𝑖 با 𝑥𝑖 امین  را  

نهانتعیین می روند  بهینهکنند.  یک مسئله  سازی سازی 

اعوجاج کل با شرط   رساندنکمینه است که هدف آن به  

این   اما  است؛  جاسازی مشخص  دلیل مسظرفیت  به  ئله 

محاسباتی مشخص  نظر  از  تغییرات،  مکان  نبودن 

است بهازاین  .غیرممکن  میانگین  رو،  کل،  اعوجاج  جای 

بیت  𝐻(𝜋) در این روش  بنابراین  ؛شودمیاعوجاج کمینه  

اعوجاج میانگین  با  پیام  در    𝜋(𝑦) بااحتمال 𝐸𝜋(𝐷) از 

 شود:  اسازی میجتصویر پوشانه 

𝐸𝜋(𝐷) = ∑𝑛
𝑖=1 𝜌𝑖𝜋𝑖 (3                                      )

                  
𝐻(𝜋) = − ∑𝑛

𝑖=1 𝜋𝑖log𝜋𝑖 (4       )                          

 

و  بوده  آنتروپی  بیشینه  انتظار  مورد  جاسازی       ظرفیت 

𝐻𝑘(𝜋1, 𝜋2, . . . 𝜋𝑘)به  برای آنتروپی   صورت تابع 
∑𝑘

𝑖=1 𝜋𝑖 = می 1 ظرفیت   طورمعمول بهشود.  تعریف 

کردن میانگین  جاسازی محدود فرض شده و هدف کمینه

طول به  پیام  یک  جاسازی  برای  که   𝐿 اعوجاج  است 

بهمی بهینه تواند  مسئله  یک  فرموله صورت  زیر  سازی 

 شود: 

min
𝜋

𝐸𝜋(𝐷)

𝑠. 𝑡: 𝐻(𝜋) = 𝐿
               (5 )                                   

نهان نگاری مبتنی بر اعوجاج

جاسازی نامتقارن

استفاده از اطلاعات جانبی

SI-MiPOD

SI-HILL

اعوجاج غیر جمع شونده

CMD

Synch

DeJoin

AsymMF

جاسازی متقارن

اعوجاج غیر جمع شونده

GMRF

SymMF

اعوجاج جمع شونده

مبتنی بر مدل

MVG

MiPOD

مبتنی بر هزینه

HUGO

WOW

S-UNIWARD

HILL
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مشخص،     ظرفیت  یک  می  کمینهبرای  با  اعوجاج  تواند 

گیبز توزیع  از  جاسازی  تغییرات  آید.   1پیروی  دست  به 

به  𝜋 ، احتمال جاسازی بهینه2طبق اصل آنتروپی بیشینه 

 شود:  فرم توزیع گیبز بیان می

𝜋𝜆(𝑦) =
1

𝑍(𝜆)
exp(−𝜆𝐷(𝑦)) (6                           )

         
 که: طوری بهست ی اسازفاکتور نرمال 𝑍(𝜆) که 

𝑍(𝜆) = ∑𝑦∈𝑌 exp(−𝜆𝐷(𝑦))              (7  )  

دست   به  پوشانه  عنصر  هر  برای  تغییر  احتمال 

تغییرات  بنابراین،  ؛ آیدمی تواند  می 𝜋𝜆(𝑦) احتمال 

های  ای تغییرات پیکسلصورت ضرب احتمالات حاشیه به

 فردی فرموله شود: 

𝜋𝜆(𝑦) = ∏𝑛
𝑖=1 𝜋(𝑦𝑖)  (8                                   )

                    

𝜋(𝑦𝑖) =
exp(−𝜆𝜌𝑖)

∑𝑦𝑖∈𝐼𝑖
exp(−𝜆𝜌𝑖)  (9                                   )

                 
𝜆 پارامتر عددی  > کند  شرط آنتروپی را ارضا می 0

پیام مشخص4) برای طول  با جستجوی  ، می𝐿 ( و  تواند 

تغییرات   طبق  شود.  محاسبه  𝜆 دودویی  ∈ (0, ∞)  ،

توان یک رابطه بین حداکثر آنتروپی و حداقل اعوجاج  می

از جاسازی فرض کرد که محدوده نرخ اعوجاج  3حاصل 

می شبیه نامیده  برای  و  جاسازی  شود  طرح  یک  سازی 

 .بهینه مفید است

دست  به  پیکسلبرای  تغییرات  هزینه  برای آوردن  ها 

 𝜆 ( را با انتخاب دلخواه9توان معادله )جاسازی عملی، می

کرد؛   سه بمعکوس  جاسازی  برای  هزینهنابراین،  ها  گانه، 

 شوند:  صورت زیر محاسبه میبه

 𝜌𝑖 = ln(1/𝜋𝑖 − 2)                       (10                     )
               

 رویکرد مبتنی بر مدل -2-1-4

های اکتشافی از یک  جای تعریف هزینه این رویکرد بهدر  

می استفاده  آماری  فرضمدل  با  𝑝𝑖 شود. 
(𝑐)

(𝑥)  عنوان به

مؤلفه  در  پوشانه  مدل  احتمال  از  𝑖 توزیع  استفاده  و  ام 

جاسازی میLSBM  الگوریتم  را  ،  حامل  توزیع  توان 

 د:  کرسازی صورت زیر مدلبه

𝑝𝑖
(𝑠)(𝑥) = (1 − 2𝜋𝑖)𝑝𝑖

(𝑐)(𝑥) +  𝜋𝑖𝑝𝑖
(𝑐)

(𝑥 + 1)                        
              +𝜋𝑖𝑝𝑖

(𝑐)
(𝑥 − 1)   (11)                           

     
واگراییهانرخ برای        تغییر کوچک،  با  خوببه KL ی  ی 

 : شودعبارت درجه دوم تقریب زده می

∑𝑛
𝑖=1 𝐷𝐾𝐿(𝑝𝑖

(𝑐)
, 𝑝𝑖

(𝑠)
) ≈  ∑𝑛

𝑖=1 𝐼𝑖𝜋𝑖
2 (12                 )

                                           
 

1 Gibbs distribution 
2 Principle of maximum entropy 
3 Rate–distortion bound 

  :است 4نگاریاطلاعات فیشر نهان 𝐼𝑖 کهدرحالی 

𝐼𝑖 = ∫
ℝ

1

𝑝
𝑖
(𝑐)

(𝑥)
(

𝜕𝑝𝑖
(𝑠)

(𝑥)

𝜕𝜋𝑖
|

𝜋𝑖=0

)

2

(13                   )

                 
هدف   محدود،  جاسازی  ظرفیت  فرض  با 

پیام  کمینه  یک  جاسازی  برای  اعوجاج  میانگین  کردن 

طول می 𝐿 به  که  بهاست  مسئله تواند  یک  صورت 

 سازی فرموله شود: بهینه 

min ∑𝑛
𝑖=1 𝐼𝑖𝜋𝑖

2

𝑠. 𝑡: 𝐻(𝜋) = 𝐿 (14                                         )  

پیکسل  برای هر  باید  صورت عددی حل شود.  به  𝑖 که 

 که رابطهاست  𝑥 معادل یافتن  𝜋𝑖 حل این معادله برای

𝜆𝐼𝑖(0)/2 = 𝑥ln(𝑥 − درحالی   (2 کند،  ارضا  که  را 

𝑥 = 𝜋𝑖
−1 ≥ 𝑥  برای   𝐻(𝑥) زیرا   3 =  بیشینه به   1/3

بهمی معادله  این  سریع  حل  برای  همه  رسد.  ازای 

تابع معکوسپیکسل 𝑦 ها،  = 𝑥ln(𝑥 − 𝑦 برای   (2 ≤

راهبندیجدول 103 یک  و  مجانبی  شده  تکراری  حل 

𝑦 برای > بودنشودمیاجرا     103 کمینه  برای   . 𝜋𝑖 

به  محاسبه نسبت  هدف  تابع  مشتق  دومین    𝜋𝑖شده، 

معنی   به  که  باشد  مثبت  𝜆باید  > ضریب   0 است. 

) 𝜆 لاگرانژ ظرفیت  شرط  محاسبه  4از  از   و(  پس 

 هرجاسازی    هزینه،  𝜋𝑖محاسبه احتمالات تغییر بهینه  

 .شودمی( محاسبه 10رابطه ) ازپیکسل 
 

 شونده جمع غیر اعوجاج   -2-4

نگاری بسیار حائز اهمیت تابع اعوجاج برای امنیت نهان

احتمالات روش   بیشتراست.   اعوجاج،  بر  مبتنی  های 

پیکسل میتغییر  فرض  مستقل  را  پوشانه  و  های  کنند 

شود؛ اما  تعامل بین تغییرات جاسازی در نظر گرفته نمی

پیکسل تغییرات  واقعیت،  تصاویر  در  در  مجاور  های 

نکردن این رو، لحاظازاین  هستند؛طبیعی بر یکدیگر مؤثر  

می بهینگی  کاهش  به  منجر  درعمل  این  وابستگی  شود. 

غیر اعوجاج  طرح  یک  اصلی  ایده  شونده  جمع واقعیت، 

لحاظ با  که  از  کراست  محلی،  تغییرات  متقابل  اثر  دن 

قابل الگوهای  نهانتولید  توسط  جلوگیری شناسایی  کاو 

 بخشند.  کرده و محرمانگی را بهبود می

توان با تابعی مدل کرد که فاصله  تأثیر جاسازی را می

بین تصویر پوشانه و تصویر حامل را در فضای ویژگی یا  

 𝐷 گیری کند. پس تابع اعوجاجفضای توصیف دیگر اندازه

 د:  کرصورت زیر تعریف توان بهرا می

𝐷(𝑥, 𝑦) =∥ 𝑓(𝑥) − 𝑓(𝑦) ∥ (15                          )
                  

 

4 Steganographic fisher information 
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ترتیب ویژگی 𝑓(𝑦) و 𝑓(𝑥) که   پوشانه و به  بردار  های 

کنند که با کمک فیلترهای محلی و  حامل را توصیف می

پیکسل محاسبه می مقادیر  رخداد  اساس  بر  شوند.  اغلب 

بیانازاین  اعوجاج  تابع  معادله  رو،  این  در  شده 

استغیرجمع  مسئله   ؛شونده  پیچیدگی  دلیل  به  اما 

غیرجمع کمینه  اعوجاج  وجود  سازی  عدم  و  شونده 

برایروش مناسب  عملی  جاسازی  ها،  روشاین    های 

به    طورمعمولبه  گرانپژوهش تقریب  رویکرد  دو  از 

جمع محدود بزرگ  یا  1شوندهاعوجاج  اعوجاج  با   2نمایی 

   .کننداستفاده می

رویکرد      یک    ، تقریب  در  تغییر  تأثیر  عدم  فرض  با 

پیکسل شناسایی  قابلیت  بر  تابع  پیکسل  همسایه،  های 

غیر جمع 𝐷 شوندهجمع اعوجاج  اعوجاج  یک  شونده با 

می زده  بهتقریب  از  طوری شود  ناشی  تغییر  اثر  که 

  شودمیصورت مجزا ارزیابی  برای هر پیکسل به جاسازی

𝐷̂(𝑦) = ∑𝑛
𝑖=1 𝐷(𝑦𝑖𝑋∼𝑖) [29ازآنجایی .]  ،که در واقعیت

پیکسل بین  تعامل  وجود  دلیل  به  کل  با  اعوجاج  ها 

پیکسل اعوجاج  تقریب  مجموع  پس  نیست  برابر  ها 

بهجمع  ظرفیت،  رفتن  دست  از  باعث  برای  شونده  ویژه 

میظرفیت بالا  جمع های  تقریب  بنابراین،  شونده  شود؛ 

د و  کنتواند فعل و انفعالات تغییرات مجاور را لحاظ  نمی

می محرمانگی  کاهش  مشکل،  باعث  این  حل  برای  شود. 

محلی   ساده  زیرمسائل  به  اصلی  مسئله  دوم،  رویکرد  در 

   .شودتر است، تقسیم میها نسبتاً آسانکه حل آن

رویکرد        محدود  در  برای  اعوجاج  زیر  فرض  دو  از 

ها در تابع اعوجاج تغییرات پیکسل دن همبستگیکرلحاظ

 :دشومی بهره گرفته

 .ها ضرورتی نداردزمان هزینهاختصاص هم -

یکسانی    - هزینه  لزوماً  پیکسل  مقدار  کاهش  و  افزایش 

 .ندارند

[ تابع  25در  با  کلی  چارچوب  یک  نویسندگان   ]

غیرجمع پیشنهاد  اعوجاج  گیبز  ساختار  بر  مبتنی  شونده 

بهکرده کل  اعوجاج  روش  این  در  مجموع  اند.  صورت 

گروهک  هاییلپتانس روی  بر  از    3محلی  کوچکی  )گروه 

𝐷(𝑦) ها(پیکسل = ∑𝑐∈𝐶 𝑉𝑐(𝑦)   می که تعریف  شود 

می نامیده  درحالیاعوجاج محدود  هر شود،  مؤلفه  دو  که 

بررسی  با  اعوجاج  تابع  این  در  هستند.  گروهک همسایه 

پیکسل  همگامتغییرات  مجاور،  تغییرات های  شدن 

 

1 Approximation to additive distortion 
2 Majorization by bounding distortion 
3 Clique 

میپیکسل تشویق  را  گروهک  هر  زیرا    کندهای 

ویرایشهمگام جهت  و  مکان  ازسازی  ناشی   های 

یک نواحی  ایجاد پارچهجاسازی،  را  تغییرات  از  تری 

پیکسل؛  کند می فقط  صورت  این  بر  در  مرزی  های 

گذارند که  آمده تأثیر میدستخصوصیات آماری تصویر به

می امنیت  و  محرمانگی  بهبود  روش  باعث  این  در  شود. 

گروه با  پوشانه  پیکسلتصویر  زیرتصویر بندی  چند  به  ها 

پیکسلطوری به  ود؛ شتقسیم می تصویر  زیر  هر  در  ها  که 

هستند یکدیگر  از  قسمت  ؛مستقل  به  پیام  های  سپس 

می تقسیم  یک  کوچکی  در  باید  قسمت  هر  که  شود 

به  طوری زیرتصویر جاسازی شود به را  اعوجاج   کمینه که 

می صورت،  این  در  کدگذاری  برساند.  طرح  یک  توان 

اعمال   تصویر  زیر  هر  در  پیام  جاسازی  برای  د.  کرعملی 

ویژگی نهانازآنجاکه  میهای  را  بهکاوی  عنوان توان 

ویژگی داد، یک حد  مجموع  نشان  تصویر  های محلی در 

ویژگی این  برای  میبالا  محلی  اعوجاج  های  در  تواند 

 محدود تعریف شود.  

 
 

 اولویت جاسازی  -3-4

نهان  پوشانه،  ازآنجاکه  ویرایش  اساس  بر  نگاری 

پیام تغییر  خصوصیات آماری پوشانه را در حین جاسازی  

بنابراین با توجه به تأثیر جاسازی بر محرمانگی،    ؛ دهدمی

لازم است مناطق امن پوشانه انتخاب شوند تا در صورت 

قابل تأثیر  پوشانه  تغییر،  کلی  مشخصات  روی  بر  توجهی 

  برای  نداشته باشند. در این راستا تاکنون قوانین مختلفی

ویرایش اولویت  هزینه  تعیین  انتساب  پیکسل و  های  به 

[ است  شده  ارائه  اختصار 26تصویر  به  اینجا  در  که   ]

 :کنیمبرخی از قوانین مؤثر را بیان می

انتساب    اولویتیک   4پیچیدگی .1 برای  اساسی 

نهان  5هزینه نواحی  نگاریدر  بدین معنی که  است، 

بالاتری نسبت به مناطق   پیچیده تصویر باید اولویت

باشند داشته  جاسازی  برای  مدل  ؛ هموار  سازی  زیرا 

بوده و  بافت نویزی دشوار  نواحی  غیرمتناوب و  های 

در   جزئی  اعوجاج  به  منجر  نواحی  این  در  تغییرات 

نهان ویژگی  احتمال  فضای  کاهش  درنتیجه  و  کاو 

  بیشتر شناسایی آن خواهد شد. تخصیص هزینه در  

نهانروش پیروی  های  پیچیدگی  اولویت  از  نگاری 

-HUGO [27]،WOW [28]، S کندمی

UNIWARD [29] ،MVG [30]  وMiPOD [31]. 
 

4 Complexity 
5 Cost assignment 
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: با توجه به این قانون، هزینه تغییر  1انتشار هزینه  .2 

داشته  هم  با  زیادی  اختلاف  نباید  مجاور  مؤلفه  دو 

بالا   اولویت تغییر  با  بیان دیگر، هر مؤلفه  به  باشند. 

به  را  خود  رتبه  باید  پایین(  تغییر  )اولویت 

خود  پیکسل مجاور  این  های  اعمال  با  دهد.  نشر 

هزینه هموار قانون،  محلی  همسایگی  مناطق  در  ها 

پیچیدگی    ؛ندشومی اولویت  پیکسل  دو  اگر  پس 

پیکسل   قانون  این  اساس  بر  باشند  داشته  یکسانی 

پیچیده بافت  با  ناحیه  در  گرفته  به قرار  نسبت  تر 

تری به دست خواهد آورد.  پیکسل دیگر هزینه پایین

آنتروپی است  ممکن  قانون  در   2این  را  جاسازی 

مناطق با بافت غنی افزایش و از سوی دیگر قابلیت  

بار نخستینتشخیص را کاهش دهد. این قانون برای  

با موفقیت مورد استفاده قرار     HILL [33] در روش

 .گرفت

می  :3بندیخوشه  .3 ادعا  قانون  این  بهتر در  که  شود 

ای و در کنار  صورت خوشه است تغییرات جاسازی به 

خوشه  تغییرات  شوند.  انجام  به  هم  نسبت  ای 

فضای  در  کمتری  اعوجاج  باعث  پراکنده  تغییرات 

نهان میویژگی  که  کاو  است  معنا  بدان  این  شود، 

پیکسلخوشه  در  جاسازی  تغییرات  های  بندی 

  ی را نسبت به زمان  یکمتر  4مجاور، مقادیر باقیمانده 

دهند، به  های پراکنده رخ میکه تغییرات در پیکسل

می از  وجود  پس  پیکسل  چند  اگر  بنابراین  آورد؛ 

مشابه   هزینه  دارای  هنوز  قبل  قانون  دو  اعمال 

هایی است که در یک  باشند، اولویت تغییر با پیکسل

 .خوشه قرار دارند

تغییراتهمگام .4 جهت  بیان  5سازی  قانون  این   :

برای  می یکسان  جهت  در  تغییرات  که  کند 

مجاور  پیکسل و  های  پوشانه  کمتر  اعوجاج  موجب 

می حامل  کمتر  شناسایی  قابلیت  شود؛  درنتیجه 

پیکسل  تغییر  اگر  هماهنگ  بنابراین  مجاور  های 

پیکسل فقط  باقیمانده  باشند،  تصویر  بر  مرزی  های 

تأثیر می قابلیت تشخیص  استخراج شده  گذارند که 

[ و دنمارک و  34دهد. لی و همکاران ]را کاهش می

[ به35همکاران  برای [  قانون  این  از  مستقل  طور 

گرفتند بهره  اعوجاج  تابع  و    ؛ تعریف  ژانگ  سپس 

[ ارائه  36همکاران  راستا  این  در  جدید  چارچوبی   ]

 

1 Cost spreading rule 
2 Entropy 
3 Clustering rule 
4 Residual 
5 Synchronizing modification directions rule 

در  بهدادند.   مناسبی    [39-37]تازگی  راهکارهای 

 با الهام از میدان تصادفی مارکوف ارائه شده است.

جانبی  .5 اطلاعات  از  قانون در   :6استفاده    این 

که قبل از جاسازی   7فرستنده از یک پوشانه اولیه

می قرار  پردازش  نوعی  تحت  برای پیام  گیرد، 

کمک هزینه  تعدیل جاسازی  تغییرات  های 

چنین نمونه.  ]43-30[  گیردمی از  هایی 

 سازیهایی عبارتند از تغییر اندازه، فشردهپردازش 

 JPEG  و خاکستری  مقیاس  به  رنگ  از  تبدیل   ،

 .  غیره

احتمال مساوی برای تغییر مثبت   نخستدر دو قانون  

سه جاسازی  در  منفی  و    دآی می  دستهبگانه  و 

همین    و   شودمیانجام    متقارن  صورتبهجاسازی   به 

وجود، د.  شومی  حاصلآنتروپی    بیشینهدلیل   این    با 

یک   در  جاسازی  تغییرات  بین  تعاملات  درنظرگرفتن 

محلی و چهارم(  همسایگی  از   )قانون سوم  استفاده  و 

جانب پنجم(اطلاعات  )قانون  اصلاح نتوامی  ی  در  ند 

های جاسازی مفید واقع و باعث بهبود امنیت و  هزینه

اما  شوندمحرمانگی   روش؛  این  در  ها  جاسازی 

احتمالات مثبت و   شود وصورت نامتقارن انجام میبه

پیکسل به دست می برای هر  این    ید. آمنفی متفاوت 

بهروش نمیها  شرطی  آنتروپی  از  پیروی  توانند  دلیل 

را جاسازی کنند  بیشینه به  ؛ پیام  ناچیزبودن اما  دلیل 

می ظرفیت،  افت  قابلیت  این  برابر  در  را  آن  توان 

 .تشخیص کمتر و امنیت بیشتر نادیده گرفت

توان تعاملات بین تغییرات حاصل از جاسازی را می     

که    دکرشونده لحاظ  با استفاده از توابع اعوجاج غیر جمع

به پتانسیلاعوجاج  مجموع  تعریف  صورت  محلی  های 

خوشه   شودمی تغییرات   جهتسازی  همگامو    بندیو 

   .کندرا تشویق می مجاور
 

 جاسازی پیام  -4-4

پنهانساده برای  راه  در  ترین  تصویر  یک  در  پیام  کردن 

در   جزئی  تغییرات  اعمال  فرض  با  خاکستری،  مقیاس 

کم جایگزینی  به 8بیت   ترینیتاهمتصویر،    اختصار یا 

LSBR   بیت جایگزینی  شامل  که  کماست   یتاهمهای 

(LSB)   شده بر اساس نقشه هزینه  های انتخاباز پیکسل

پیام موردنظر میبا بیت این روش هر  های  پیکسل  شود. 

می تغییر  بیت  یک  حداکثر  برای را  که  تغییری  دهد، 
 

6 side-information 
7 precover 
8 Least Significant Bit Replacement 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
3.

14
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                            11 / 42

http://dx.doi.org/10.61186/jsdp.20.3.141
https://jsdp.rcisp.ac.ir/article-1-1302-fa.html


 
 57پیاپی  3شمارة  1402سال 

152 

نیست مشاهده  قابل  انسان  بینایی    سامانهزیرا    ؛چشم 

،  حالینتواند تغییرات کم را تشخیص دهد. بااانسان نمی

به توجه  از با  کوچکی  قسمت  حتی  تغییر  روش،  سادگی 

بهپیکسل قابلها  تغییر طور  را  آن  آماری  توزیع  توجهی 

میمی ساده  را  شناسایی  و  تطبیق دهد  روش  کند. 

روش قبل را توسعه داده    LSBMیا  1ترین بیتاهمیتکم

اساس   بر  را  پیام  برای جاسازی  پیکسل منتخب  و مقدار 

طور تصادفی  مقدار بیت پیام، بدون تغییر گذاشته و یا به

می کاهش  یا  افزایش  واحد  چند  یا     LSBRدهد.  یک 

 LSBM کهدرحالی؛  دهدها را تغییر میمیانگین پیکسل

دهد.  اما واریانس را افزایش می  ،کندمیانگین را حفظ می

LSBM  الگوریتمبه پایه  اغلب  عنوان  در  جاسازی  های 

 .گیردنگاری تصویر مورد استفاده قرار میهای نهانروش

امنیت  در  جاسازی  فرایند  اهمیت  به  توجه  با 

]نهان همکاران  و  فیلر  الگوریتم 52نگاری،  یک   ]

را پیشنهاد دادند که در نزدیکی   STC)2 (کدگذاری عملی

ظرفیت انجام می 3اعوجاج -محدوده  را  در  جاسازی  دهد. 

الگوریتمهای مبتنی بر اعوجاج جمع روش  STC شونده، 

تواند برای جاسازی در نزدیکی محدوده اعوجاج نظری  می

خوبی در برابر    به نسبترو، از امنیت  ازاین  ؛ استفاده شود

 گران پژوهشکاوی برخوردار است؛ بنابراین  ابزارهای نهان

و توجه خود کرده  واگذار    STCفرایند جاسازی پیام را به  

 .سازندرا به بهبود امنیت تابع اعوجاج معطوف می
 

 جاسازی عملی  -1-4-4

کدگذاری   STC درواقع روش  کدهای  یک  با  موازی 

کانولوشنی خطای  رمزگشایی    تصحیح  الگوریتم  و  است 

الگوریتم داربست  (viterbi)الگوریتم   آن اساس  عمل  4بر 

 منظور یافتن بردار حامل با کمترین اعوجاج،  کند. بهمی

STC می استفاده  گراف  یک  رئوس از  شامل  که  کند 

احتمالی مقادیر  به  درحالی   𝑣𝑠 مربوطه  لبهاست،  ها  که 

مشخصهزینه نشان های  را  هزینه  نقشه  در  شده 

𝑠 صورتبه  𝑠 دهند. سندرممی = 𝐻. 𝑣𝑠 = 𝑚     در هنگام

از یک تعریف می 𝑚 دریافت پیام شود. برای این منظور، 

برابری بررسی  می 𝐻 5ماتریس  پر  استفاده  با  که  شود 

ماتریس تکرار  با  پراکنده  ماتریس  یک  قطر  با    𝐻  کردن 

𝑤 ابعاد × ℎ همانبه دست می در شکل  آید.  که   4طور 
 

1 Least Significant Bit Matching 
2 Syndrome-trellis codes 
3 Payload-distortion bound 
4 Trellis 
5 Check-parity matrix 

ها یکی در  نسخه از زیر ماتریس   𝑛نشان داده شده است،  

منتقل   پایین  به  خط  یک  و  گرفته  قرار  دیگری  کنار 

شود. بقیه ماتریس با صفر پر شده است. سپس گراف  می

.𝐻 عنوان بردار حامل کهبه 𝑣𝑠 با هدف یافتن بردار 𝑣𝑠 =

𝑚   هر بردارشودمیرا برآورده کند، پیمایش . 𝑣𝑠 عنوان  به

به راست گراف می از سمت چپ  رود، نشان  مسیری که 

می با  داده  مسیرها  هزینهشود.  به  در توجه  موجود  های 

حل  شوند. راهیابند و یا متوقف مینقشه هزینه، ادامه می

)کوتاه هزینه  کمترین  اساس  بر  ارائه بهینه  مسیر(  ترین 

شود. در حال حاضر، رویکرد داربست مؤثرترین روش  می

ترین روش به  عملی جاسازی از نظر کارایی بوده و نزدیک

شبیه  طریق  از  که  است  نظری  دست محدوده  به  ساز 

روشمی اغلب  در  دلیل  همین  به  نهانآید.  نگاری  های 

راحتی به کدگذاری به   STCگیرند.مورد استفاده قرار می

می گسترش  دودویی  ]غیر  در  بیشتر  جزئیات  [ 52یابد. 

 .بیان شده است

  

 سازی جاسازی بهینه شبیه   -4-4-2

مانند کدگذاری  روش  یک  از  به  STC استفاده  منجر 

می 6زیربهینگی جاسازی  در  میجزئی  که  با  شود  توان 

کرد.  شبیه  مدیریت  را  امر  این  بهینه  جاسازی  سازی 

از   کمینه ثابت،  ظرفیت  یک  برای  انتظار  مورد  اعوجاج 

min  رابطه ∑n
i=0 ρiπi دست می   𝜋𝑖 کهدرحالی  ،آید به 

پیکسلبیان هر  تغییر  احتمال  که    𝑖 گر  است 

مقدار  طورمستقیمبه )   𝜌𝑖 با  رابطه  از  و  است  (  9مرتبط 

 .شودمحاسبه می

توانند  می  گرانپژوهشسازی جاسازی بهینه،  با شبیه

به   اتکا  بدون  را  خود  پیشنهادی  اعوجاج  توابع 

کنند.  الگوریتم  آزمایش  و  طراحی  کدگذاری  عملی  های 

از شبیه علاوه بر این، می عنوان حد بالا برای ساز بهتوان 

در این  های کدگذاری استفاده نمود.  مقایسه کارایی طرح

طول روش   در  سوگیری  هرگونه  از  جلوگیری  برای 

بهشبیه  جاسازی،  فرآیند  پیامسازی  واقعی،  پیام    جای 

های تصادفی غیرهمبسته فرض ای از بیت محرمانه دنباله

پیام  می مورد  در  نیاز  مورد  دانش  تنها  بنابراین،  شوند؛ 

برای بررسی تابع اعوجاج، طول پیام است. پس از نهایی  

می اصلی  پیام  جاسازی  برای  اعوجاج،  تابع  از شدن  توان 

 .کرد. استفاده STC روش کدگذاری عملی مانند

 

 

6 Sub-optimality 
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 STC  [52] روش کدگذاری :4شکل 

Figure 4: STC coding method [52] 
 

 

 نتی              نگاری س نهانهای مرور روش   -5

روش  -1-5 اعوجاج  مرور  بر  مبتنی  های 

 شونده جمع 

نهانروش طراحی  های  برای  مختلف  اصل  دو  از  نگاری 

به  پیروی می و    اعوجاج.  رساندنکمینه کنند: حفظ مدل 

پوشانه روش به  آماری  مدل  یک  مدل،  بر  مبتنی  های 

می میاختصاص  سعی  و  به  دهند  با  را  مدل  کنند 

حامل،   KL واگرایی  رساندنکمینه  و  پوشانه  تصاویر  بین 

رویکرد مدل    نخستینحفظ کنند. فریدریش و همکاران  

چندمتغیره  توزیع  از  آن  در  که  دادند  ارائه  را  محور 

 یافتهیمیا توزیع چند متغیره تعم   (MVG) [30]  1گاوسی 

مدل (MVGG) [32]2گاوسی  باقیمانده  برای    نوفهسازی 

بهپیکسل دنبالهها،  تصادفی  عنوان  متغیرهای  از  ای 

های مختلف، استفاده شده  گاوسی چندمتغیره با واریانس

[ همکاران  و  صدیقی  پیشرفته 31است.  رویکرد  یک   ]

به   اساس  بر  را  مدل  بر  قدرت   رساندنکمینه مبتنی 

ارائه دادند که به امنیت بهتری   (MiPOD)3ردیاب بهینه

نگاری مبتنی بر مدل دست  های نهاندر برابر سایر روش

دشوار  کارآمد  مدل  یک  اتخاذ  ازآنجاکه  اما  است؛  یافته 

است و عدم تطابق مدل باعث افزایش قابلیت تشخیص و  

می امنیت  روشکاهش  اغلب  نهانشود،  به  های  نگاری 

 د. شونسازی تابع اعوجاج هدایت میسمت کمینه 

ازآنجاکه طراحی توابع اعوجاج به اصول اکتشافی متکی     

قابلیت   و  اعوجاج  بین  مستقیمی  ارتباط  هیچ  است، 

ندارد وجود  آماری  می  ؛ تشخیص  فرستنده  این  اما  تواند 

خطای   قالب  در  اعوجاج  تابع  تعریف  با  را  ارتباط 

 .کاوی ایجاد کند گیری نهانتصمیم

قو  نخستین حامل  روش  اعوجاج،  بر  مبتنی    یاً روش 

است که در این روش   4HUGO  [27]  یصغیرقابل تشخ

به بردارهای  اعوجاج  بین  اختلافات  وزنی  مجموع  عنوان 

 

1 Multivariate Gaussian  
2 Multivariate Generalized Gaussian 
3 Minimizing the Power of Optimal Detector 
4 Highly Undetectable steGO 

شده از تصاویر پوشانه و حامل در یک  ویژگی استخراج

می محاسبه  بالا  ابعاد  با  ویژگی  این  فضای  در  شود. 

های ماتریس  روش هزینه پیکسل با تغییر دامنه ویژگی

تفریق پیکسل  به     [53] (SPAM)5کننده همسایگی 

می ازایندست  باعث  آید،  کمتر  هزینه  با  پیکسل  رو، 

می ویژگی  بردارهای  در  اعوجاج  و  افزایش  شود 

جاسازی تغییرات  بافت  بیشترین  با  مناطق  در  شده 

می رخ  هر  پیچیده  در  پیکسل  اگر  بتواند  دهد.  جهتی 

مدلبه دقیق  بهطور  باید  شود،  نقطه سازی  یک  عنوان 

آن   به  را  بیشتری  هزینه  و  شود  گرفته  نظر  در  هموار 

از همبستگی بین    SPAM هایاختصاص دهد. ویژگی

پ  دست پیکسل  شدهبینییشبقایای  به  همسایه  های 

هایی با ابعاد  کاو با ویژگیبا یک نهان  HUGOآیند.  می

مکانی  غنی  مدل  مانند  قابل    [54] (SRM)  6بالاتر 

ویژگی است.  بقایای   SRM هایتشخیص  از 

می  شدهبینییشپ  محاسبه  مختلف  جهات    ؛شونددر 

تواند بیشتر مورد  ها میبنابراین همبستگی بین پیکسل

بهبود  راستای  در  و  بینش  این  با  گیرد.  قرار  استفاده 

روش ویژگی HUGO امنیت  مقابل  ،  SRMهای  در 

وزن  موجکروش  که      [28] (WOW)7های  گردید  ارائه 

پیکسل روش  این  از  در  بانک  یک  توسط  که  هایی 

جهت پیشفیلترهای  قابل  هزینه  هستندبینی  دار   ،

می دست  به  اعوجاج بالاتری  الگوریتم  سپس،  آورند. 

جهانی موجک  برای  8UNIWARD)-(S  [29]  مرجع 

تابع هزینه را ساده WOW توسعه  آن  تا  تر  پیشنهاد شد 

تعمیم دهد. در  کر مناسب  دامنه  برای جاسازی در  و  ده 

را برای    9HILL  [33]، لی و همکاران روش 2014سال  

های قبلی معرفی کردند که با انتشار  بهبود عملکرد روش

پایینهزینه شود  گذر باعث میها با استفاده از یک فیلتر 

پیچیدهتغییرات جاسازی  نواحی  در  اعمال  شده  تصویر  تر 

 .شود

 

5 Subtractive Pixel Adjacency Model 
6 Spatial Rich Model 
7 Wavelet Obtained Weights 
8 Spatial UNIversal WAvelet Relative Distortion 
9 HIgh Low Low 
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قابل   -1-1-5 بسیار  حامل   یی شناساالگوریتم 

(HUGO) 
و در   ]27[پیشنهاد شد    2010در سال   HUGO الگوریتم

 BOSS عنوان الگوریتم جاسازی شده برایهمان سال به

به  شد استفاده   به  که  در    رساندنکمینه منظور  اعوجاج 

چهار   اختلاف  از  که  بالا  ابعاد  با  مشخصه  فضای  یک 

به همسایه  نقشه  دستپیکسل  گردید.  طراحی  آمده، 

الگوریتم است که  گونه به HUGO هزینه  تعریف شده  ای 

 آید:  هزینه ویرایش پیکسل از رابطه زیر به دست می
𝐷(x, y) =∥ 𝑓(x) − 𝑓(y) ∥= ∑𝑑

𝑗=1 𝑤𝑗|𝑓𝑗(x) − 𝑓𝑗(y)|      
   (16)                                                                                     

هم 𝑓 که  ماتریس  از  که  است  ویژگی  بردار    1ی زمانیک 

میSPAMهای  )ویژگی تولید  و(  بردار   𝑓(x) شود  به 

تصویر 𝑑 ویژگی دارد.   𝑥 بعدی  تعداد   𝑛اشاره  بیانگر 

رو، هر سطر از ازاین  ؛است   هایژگیتعداد و    𝑑 ها وپیکسل

سه وقایع  تعداد  شامل  ماتریس  مقادیراین   گانه 

(𝑑1, 𝑑2, 𝑑3)     فیلتر با  که  است  باقیمانده  تصویر  در 

هسته   با  تصویر  آن   [1,1−]کردن  دنبال  به  و 

,𝑇−] در فاصله 2سازیکوتاه . . . , 𝑇]   آید. به دست می𝑤𝑗  

با سه ,𝑑1) گانهوزنی است که  𝑑2, 𝑑3) ∈ [−𝑇, . . . , 𝑇] 

  :رومرتبط است. ازاین 

(17) 

𝐷(x, y) =                               
∑𝑇

𝑑1,𝑑2,𝑑3=−𝑇 𝑤𝑑1,𝑑2,𝑑3
|𝑓𝑑1,𝑑2,𝑑3

(x) − 𝑓𝑑1,𝑑2,𝑑3
(y)|  

 

𝑓𝑑1,𝑑2,𝑑3 که 
,𝑑1) تفاوت  𝑑2, 𝑑3)  پیکسل های بین 

صورت زیر خواهد شونده بههمسایگی است. تخمین جمع 

 بود:  

𝐷′(x, y) = ∑𝑛
𝑖=1 𝐷(x, 𝑦𝑖x  ~𝑖)|𝑥𝑖 − 𝑦𝑖| (18             )

             
   (WOW)  الگوریتم موجک   -2-1-5

یک طرح منطبق با محتوا با استفاده از   WOW الگوریتم

ارزیابی  بانک برای  موجک  فیلتر  جاسازی های  اعوجاج 

می ارائه  ]شده  برخلاف  28دهد  که   ] HUGOبه طور ، 

ایجاد تغییرات جاسازی  از  برای جلوگیری  شده در  خاص 

مدل قابل  الگوریتممحتوای  است.  شده  طراحی   سازی 

WOW   بالاگذر فیلترهای  بانک  یک  از  استفاده  با 

باقیماندهجهت  میجهت  دار،  دست  به  را  که  دار  آورد 

مختلف   چندین جهت  در  را  پیکسل  هر  اطراف  محتوای 

اندازه  WOWکند.  ارزیابی می بر  با  جاسازی  تأثیر  گیری 

باقیمانده جهت هر  بهروی  را  اعوجاج  تعریف گونهدار،  ای 

 

1 Co-occurrence matrix 
2 Truncation 

)مناطق  می جهت  یک  در  حداقل  آن  محتوای  که  کند 

لبه و  پیشصاف  قابل  تمیز(  الگوریتم  های  باشد.  بینی 

نهان برابر  در  از مدلحاصل  که  ]کاوهایی  غنی  [  32های 

م استفاده  ویژگی  استخراج  به  ،کنند یبرای   نسبت 

HUGO تر استمقاوم. 

 اختصار:بهپس 

جاسازی در مناطقی با لبه در جهت افقی، عمودی و   -1

 .شودمورب انجام می

جهت -2 فیلتر  هسته  سه  با  K(𝑘), 𝑘 با   8×    8دار  ∈

{ℎ, 𝑣, 𝑑}   سه استخراج  جهت برای   دارباقیمانده 

R(𝑘) = K(𝑘) ⋆ X  شوداستفاده می. 

بودن -3 رابطه  مناسب  از  استفاده  با  𝜉(𝑘) جاسازی  =

|R(𝑘)| ⋆ |K(𝑘)| آیندبه دست می. 

 reciprocal Hölder هزینه جاسازی با استفاده از نرم  -4

می دست  𝜌𝑖𝑗 آیدبه 
(𝑘)

= (∑3
𝑘=1 |𝜉𝑖𝑗

(𝑘)
|

𝑝
)

−𝑝

  

𝑝  کهدرحالی = −1  . 

 

در  الگوریتم      -3-1-5  موجک  نسبی  اعوجاج 

 (S-UNIWARD) حوزه مکان 

S-UNIWARD    مکان حوزه  در  جاسازی  الگوریتم  یک 

شده  تعریف  موجک  حوزه  در  آن  اعوجاج  تابع  که  است 

[ ارائه29است  اعوجاج  تابع  مشابه[.  روش  این  در      شده 

WOW   تر و  اما برای جاسازی در یک دامنه دلخواه ساده

نسبی تر  مناسب تغییرات  مجموع  از  اعوجاج  این  است. 

به  موجک  حوزه  در  پوشانه  و  حامل  تصاویر  بین  ضرایب 

می جهتدست  تغییرات آید.  ایجاد  باعث  داربودن 

قسمت  در  بافتجاسازی  مانند  پوشانه  از  یا  هایی  ها 

نو مدل  شودمیی  افهمناطق  آنکه  چند  سازی  در  ها 

یا   صاف  نواحی  در  جاسازی  از  و  است  دشوار  جهت 

 .کندهای تمیز جلوگیری میلبه 

 اختصار:بهپس 

اعوجاج هزینه  -1 تابع  یک  از  پیکسل  جاسازی  های 

ضرایب  به بین  نسبی  مطلق  اختلاف  مجموع  عنوان 

 .آیدموجک تصاویر پوشانه و حامل به دست می

فرض -2 ,𝑢 با  𝑣 موجک ضریب  𝑘 در 𝐗 امین  ∈

{ℎ, 𝑣, 𝑑} باند 𝑊𝑢𝑣 زیر 
(𝑘)

(𝐗) صورتبه 𝐖(𝑘) =

𝐊(𝑘) ⋆ 𝐗 شودتعریف می. 

3- S-UNIWARD های تشکیل شده از  از همان هسته

استفاده   WOW مانند tap Daubechies-8های موجک 

 .کندمی
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غیر  -4  پوشانهجمعاعوجاج  بین  حامل 𝑋 شونده   𝑌 و 

 شود:  صورت زیر تعریف میبه

𝐷(𝐗, 𝐘) = ∑𝑘∈{ℎ,𝑣,𝑑} ∑𝑢,𝑣

|𝑊𝑢𝑣
(𝑘)

(𝐗)−𝑊𝑢𝑣
(𝑘)

(𝐘)|

𝜎+|𝑊𝑢𝑣
(𝑘)

(𝐗)|
(19      )

                 
5- 𝜎 =  .کننده استثابت تثبیت 1
 

بالاگذر  -4-1-5 فیلتر  -گذرپایین-الگوریتم 

   (HILL)  گذرپایین

HILL های جاسازی در حوزه مکان  یکی دیگر از الگوریتم

سال   در  که  یافتهبه   2014است  ارتقا  نسخه   عنوان 

WOW [ گاهی در مناطق بافت برخی  33پیشنهاد شد .]

میپیکسل دیده  بالا  هزینه  با  قابل  ها  دلیل  به  که  شود 

آنبینیپیش باابودن  است.  جهات  از  یکی  در  ،  حالینها 

برای یک پیکسل در یک منطقه بافت، حتی اگر در یکی  

بینی باشد، باید مقدار هزینه کمتری از جهات قابل پیش

برای  شود.  داده  اختصاص  هموار  مناطق  به  نسبت 

های مناطق  اطمینان از تخصیص هزینه پایین به پیکسل

روش در  جهت  HILL بافت،  هسته  فیلتر  سه  یک  با  دار 

گذر دنبال  ییندار که توسط دو فیلتر پاجهت یربالا گذر غ 

جایگزین  می برای شودمیشود،  بالاگذر  فیلتر  از   .

تصویر  مکان در  کمتر  تشخیص  قابلیت  با  نواحی  یابی 

می درحالیاستفاده  پایینشود،  فیلتر  دو  از  برای که  گذر 

 .شوداستفاده می ینههزبندی مقادیر کمخوشه 

 اختصار:پس به

 .سرچشمه گرفته است WOW از الگوریتم -1

دار بالا  جهت   یرغ  H دار با یک هستهسه هسته جهت  -2

3گذر × 𝐑شوند:  جایگزین می  3 = 𝐗 ⋆ 𝐇 

سپس هزینه پیکسل با استفاده از فرمول زیر محاسبه   -3

 شود: می

 𝜌 =
1

|𝐑|⋆𝐋1
⋆ 𝐋2                 (20                                              ) 

4- 𝐿1   و   3×    3یک فیلتر میانگین 𝐿2   یک فیلتر میانگین

 .است 15×   15دیگر با ابعاد 

 

گوسیالگوریتم    -5-1-5 چندمتغیره   توزیع 

(MVG) 

عنوان یک کمیت تلاش برای طراحی اعوجاج به  نخستین

سال   در  آماری  تشخیص  قابلیت  به  [  30]  2013مربوط 

 صورت گرفت. نویسندگان پیشنهاد کردند که از واگرایی

KL  های آماری تصاویر پوشانه و حامل، هنگام  بین توزیع

پیکسلمدل بهسازی  پوشانه  دنبالههای  از  عنوان  ای 

های نابرابر  متغیرهای تصادفی گاوسی مستقل با واریانس

با   روش،  این  در  شود.  استفاده  متغیره(  چند  )گاوسی 

تحمیل یک مدل بر روی پوشانه و تخمین پارامترهای  

محاسبه  پیکسل  هر  برای  محلی  واریانس  ابتدا  مدل، 

هزینه  ؛شودمی پیکسل سپس،  هر  ویرایش  های 

محاسبه  به برآوردشده  مدل  از  تحلیلی    شود میصورت 

واگراییطوری به حامل   KL که  و  پوشانه  توزیع  بین 

پیکسل  کمینه اینکه  فرض  با  دنبالهبرسد.  از ها  ای 

توزیع لزوماً  نه  اما  مستقل  تصادفی  شده  متغیرهای 

دهند، نرخ تغییرات با استفاده از  یکسان را تشکیل می

 .های لاگرانژ قابل محاسبه استکنندهروش ضرب 

به  -1 دنبالهپوشانه  تصادفی   𝑛 از  یاعنوان  متغیر 

م مدل  𝑋 شودیمستقل  = (𝑋1, … , 𝑋𝑛)    با که 

می کوانتیزه  صفر  میانگین  با  گاوسی   شوندتوزیع 

𝑄△(𝑁(0, 𝑣𝑖))  با 𝑝(𝑖) = (𝑝𝑗
(𝑖)

), 𝑗 ∈ ℳ. 

طور مستقل فرایند جاسازی پیام، هر پیکسل را به -2

احتمال می 𝜋𝑖 با  به  ویرایش  را  پوشانه  و  سازد 

از  دنباله مستقلای  تصادفی  𝑌 متغیرهای  =

(𝑌1,, … , 𝑌𝑛)  توزیعبه با  حامل  𝑞(𝑖)(𝜋𝑖) عنوان  =

(𝑞𝑗
(𝑖)

), 𝑗 ∈ ℳ می افزایش  تغییر  با  ، 𝜋𝑖 دهد. 

می   KL واگرایی افزایش  حامل  و  پوشانه  یابد.  بین 

با    یخوببه  KL های تغییر کوچک، واگراییبرای نرخ 

 شود:  عبارت درجه دوم اصلی آن تقریب زده می

∑𝑛
𝑖=1 𝐷KL(𝑝(𝑖) ∥ 𝑞(𝑖)) ≈ ∑𝑛

𝑖=1
1

2
𝜋𝑖

2𝐼𝑖(0) (21       )
            

  :نگاری استاطلاع فیشر نهان 𝐼𝑖(0) که

𝐼𝑖(0) = ∑𝑗
1

𝑝
𝑗
(𝑖) (

d𝑞𝑗
(𝑖)

(𝜋𝑖)

d𝜋𝑖
|

𝜋𝑖=0

)

2

(22                  )

                 
3- 𝜋𝑛   واگرایی  رساندنکمینهبا به KL   با محدودیت

 .شوداستفاده از روش ضریب لاگرانژ تعیین میظرفیت با 

با جایگزینی مدل با گاوسی   MVG [، رویکرد32در ]

واریانس  یافتهیمتعم محاسبه  الگوریتم  یک  از  استفاده   ،

بهره و  پنجبهتر  جاسازی  عملیات  از  گسترش گیری  گانه 

 .(MVGG)  یافت

 

با  الگوریتم    -6-1-5 محتوا  با  به هدف  منطبق 

آماری  رساندنکمینه تشخیص   قابلیت 

(MiPOD) 

MiPOD  سال در  به2016،  امن ،  از  یکی  ترین عنوان 

[.  31]  های جاسازی در حوزه مکان پیشنهاد شدالگوریتم 

MiPOD  نهان روش  است که  یک  بر مدل  مبتنی  نگاری 

تواند در  ترین آشکارساز را که یک مهاجم میقدرت قوی
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باقیهنگام مدل بهسازی  تصویر  در یک  نویز  عنوان مانده 

میانگین   با  گاوسی  تصادفی  متغیرهای  از  تعریف مستقل 

واریانس و  𝜎𝑖 صفر 
به  2 بسازد،  پوشانه  مؤلفه  هر  برای 

 .رساندحداقل می

 اختصار:پس به

1- 𝑟𝑛 ∼ 𝒩(0, 𝜎𝑛
2) = (𝑝𝜎𝑛

(𝑘))
𝑘∈ℤ

  مستقل با 

𝑝𝜎𝑛
(𝑘) = ℙ(𝑟𝑛 = 𝑘) ∝ (2𝜋𝜎𝑛

2)−1/2exp(−𝑘2/(2𝜎𝑛
2))  

                                                                 

(23    ) 

 

مواجه  -2 ساده  دودویی  فرضیه  آزمون  یک  با  مهاجم 

  :است
ℋ0: 𝑥𝑛 ∼ 𝒫𝜎𝑛

ℋ1: 𝑥𝑛 ∼ 𝒬𝜎𝑛,𝛾𝑛

⟹ 𝜚 =
√2 ∑𝑁

𝑛=1 𝜋𝑛𝛾𝑛𝜎𝑛
−4

√∑𝑁
𝑛=1 𝛾𝑛

2𝜎𝑛
−4

  (24)    

        
3- 𝜋𝑛   به محدودیت   𝜚 اعوجاج  رساندنکمینهبا  با 

تعیین   لاگرانژ  ضریب  روش  از  استفاده  با  ظرفیت 

 .شودمی

 DCT واریانس با استفاده از اتصالات محلی با فیلتر -4

درجه   با  کشویی    8دوبعدی  پنجره  یک    9×    9در 

 .شودتخمین زده می

میانگین   -5 فیلتر  با  فیشر  فیلتر شده    7×    7اطلاعات 

 .است

 

روش  -2-5 اعوجاج  مرور  بر  مبتنی  های 

 شونده جمعغیر 

[ و همکاران  یک   نخستین[  25فیلر  ارائه  برای  را  تلاش 

غیر  روش  جمع چارچوب  سپس  و  دادند  ارائه  شونده 

عنوان را به  1HUGO  BD)-(HUGOکنندهاعوجاج محدود

از  که  کردند  معرفی  چارچوب  این  از  عملی  اجرای  یک 

حامل   و  پوشانه  ویژگی  بردارهای  بین  تفاوت  بالای  حد 

میبه استفاده  اعوجاج  تابع  سال    ؛کندعنوان  در  سپس 

همگام2015 تغییرات،  جهت  عنوان به   (SMD)سازی 

. لی و همکاران شد نگاری معرفی  زمینه نهان   پیشرفت در

[34[ همکاران  و  دنمارک  همچنین  و  به 35[  طور [ 

اعوجاج  تعیین  برای  کارآمد  رویکردهایی  مستقل 

بهجمع غیر با  هزینه شونده  بر  روزرسانی  جاسازی  های 

ها  های مجاور پیشنهاد کردند. آناساس تغییرات پیکسل

غیرهم زیرتصاویر  به  را  پوشانه  تقسیم  تصویر  پوشان 

پیکسلمی ازآنجاکه  از کنند.  مستقل  زیرتصویر  هر  های 

توان از تخصیص هزینه و جاسازی با  یکدیگر هستند، می

جمع  استفاده  روش  زیرتصویر  هر  در  این  کرشونده  د. 
 

1 HUGO Bounding Distortion 

]تقسیم در  استقلال 35بندی  از  اطمینان  هدف  با   ]

انجام   زیرتصویر  هر  در  جاسازی  و    شودمیتغییرات 

که در  کند، درحالیمی  جریمه تغییرات مجاور ناهمگام را  

تغییرات  [ هدف خوشه34] و  تغییرات است  بندی جهت 

به در  جاسازی  غالب  جهت  سمت  به  محلی  صورت 

جهت میهمسایگی  ]گیری  همکاران  و  ژانگ  [  36شوند. 

غیر  داده جمعیک چارچوب  ارائه  متفاوت  با  شونده  اند که 

جاسازی   احتمال  دو  به  توأم  جاسازی  احتمال  تجزیه 

دو  حاشیه  در  را  پیام  جاسازی  عملیات  مشروط،  و  ای 

رساند. برای این منظور، تصویر پوشانه مرحله به انجام می

پوشان تجزیه شده و اعوجاج توأم در  های غیرهمبه بلوک

ها بر اساس قاعده زنجیره، به اعوجاج بر روی  داخل بلوک

[  37شود. سو و همکاران ]های جداگانه تجزیه میپیکسل

کنند  ل معرفی مینگاری مبتنی بر مدیک چارچوب نهان 

مارکوف تصادفی گاوسی  میدان  از  برای     (GMRF)2که 

مدل   یک  قالب  در  متقارن  جاسازی  تغییرات  تعریف 

میجمع غیر بهره  چارچوب   [39]در    .گیرندشونده  یک 

که با استفاده    شودمی  شونده معرفی غیر جمعنگاری  نهان

همبستگی    از مارکوف  تصادفی  تعاملات  میدان  بین  و 

می  هاپیکسل   تغییرات مدل  ازرا  سپس،  استنتاج   کند. 

  بهترین تقریب برای این مدلجهت یافتن  میدان متوسط  

اثر   عنوانبه  را  تعاملات همسایگی  گیرد کهبهره می یک 

   .کندبرآورده می میانگین

 

  HUGO کنندهاعوجاج محدود روش -1-2-5

اعوجاج 25]در   تابع  بر  مبتنی  کلی  چارچوب  یک   ]

شونده معرفی شده است. در این چارچوب، ابتدا غیرجمع 

می تجزیه  زیرتصویر  چندین  به  پوشانه  شود، تصویر 

پیکسلبه که  فاصله  صورتی  با  زیرتصویر  هر  داخل  های 

جدا   هم  از  پتانسیل  تابع  پشتیبانی  عرض  از  بیشتر 

اساس  می این  بر  بود.  خواهند  مستقل  هم  از  لذا  شوند 

تقسیم   بخش  چندین  به  نیز  تخصیص شودمیپیام   .

هر   در  و  ترتیب  به  زیرتصاویر  در  پیام  جاسازی  و  هزینه 

جمع روش  با  زیرتصاویر  زیرتصویر  به  توجه  با  و  شونده 

شود. اولین بخش از پیام در  جاسازی شده قبلی انجام می

شونده مخفی  زیرتصویر اول با استفاده از یک روش جمع 

هزینهشودمی سپس،  با  پیکسل  .  بعدی  زیرتصاویر  های 

پیکسل  به  ویرایشتوجه  بههای  میشده،  شوند.  روز 

های باقیمانده پیام به همین ترتیب در زیرتصاویر با  بخش

بههزینه میهای  جاسازی  بهروزشده  ترتیب،  اینشوند. 

روش می از  نهانتوان  جمع های  در  نگاری  موجود  شونده 
 

2 Gaussian Markov Random Field 
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داده  استفاده  جاسازی  زیرتصویر  هر  برای  و  کرها  د 

نیز در نظر گرفت. در   را  تغییرات جاسازی  تعاملات بین 

هزینه  تخمین  دلیل  به  روش،  برای این  متفاوت  های 

و   افزایش  احتمال  بین  تعادل  منفی،  و  مثبت  تغییرات 

 رود.  کاهش مقدار پیکسل از بین می

با کمک  با تکرار چندین بار رفت و برگشت جاسازی 

نمونه  میالگوریتم  امید  گیبز،  الگوی برداری  که  رود 

شده به یک نمونه از جاسازی بهینه تبدیل شود.  جاسازی

به چارچوب  این  برای  عملی  اجرای  -HUGO عنوانیک 

BD محدود است.   ( HUGOکننده )اعوجاج  شده  معرفی 

است که در     HUGO این روش یک ویرایش از الگوریتم

شونده با استفاده از همسایگی محلی  جمع آن اعوجاج غیر

می روشمحاسبه  این  در  از   HUGO شود.  استفاده  با 

محدود اعوجاج  با  گیبز  جاسازی  ساختار  برای  کننده 

پیادهسه  میگانه  الگوریتمسازی  در  اعوجاج  معیار   شود. 

HUGO-BD   وزن به نرم  یک  فضای عنوان  در  دار 

میپیاده   SPAMویژگی روشسازی  عملکرد   شود. 

HUGO-BD   پیامبه برای  از خصوص  بهتر  بزرگ  های 

جمع خود،  همتای  نمی  HUGOشونده  اما  از  است  تواند 

 [.  33, 29, 28های دیگر پیشی بگیرد ]روش
 

انتخاب همگام  روش  -5-2-2  کانال   1سازی 

(Synch ) 

شونده است که  نگاری جمع یک روش نهان 𝐴 فرض کنید

دهد. در این  تغییر می  1±هر پیکسل را با حداکثر مقدار  

پوشانه35]  روش پیکسل  هر  ویرایش  هزینه   ،] 𝑥𝑖𝑗  به 

𝑦𝑖𝑗 = 𝑥𝑖𝑗 + 𝑦𝑖𝑗 یا   1 = 𝑥𝑖𝑗 − 𝜌𝑖𝑗 یکسان و برابر با 1  

بنابراین،  است پیکسل؛  هر  𝑥𝑖𝑗 برای  − 𝑦𝑖𝑗 ∈

{−1,0, با   {1+ گرفتن.  نظر  مجموعه به 𝐶 در  عنوان 

پیکسلگروهک شامل  که  پیکسلی  دو  دوتایی  های  های 

شونده  جمع مجاور عمودی و افقی است، تابع اعوجاج غیر

 :  شودمیبه شکل زیر تعریف 

𝐷(𝑥, 𝑦) = ∑((𝑖𝑗),(𝑘𝑙))∈𝐶 𝑆𝑐(𝑥𝑖𝑗 − 𝑦𝑖𝑗 , 𝑥𝑘𝑙 − 𝑦𝑘𝑙) (25 )
  

𝑆𝑐 =

 1 0 −1
1
0

−1

0 𝐴𝐶 𝑣𝐴𝐶

𝐴𝐶 0 𝐴𝐶

𝑣𝐴𝐶 𝐴𝐶 0

                        (26)  

  

 𝑆𝑐   به میانگین هزینه    3×    3یک ماتریس است که 

𝐴𝐶 گروهک = (𝜌𝑖𝑗 + 𝜌𝑘𝑖)/2  و است  𝑣 وابسته  ≥ 0 

کنترل  است.  پارامتر  ناهمگام  تغییرات  زیان  میزان  کننده 

ماتریس  قطر  در  صفر  که   𝑆𝑐 مقدار  است  معنی  بدین 

گونه تأثیری بر  ( هیچ-1+ )یا  1ها به  تغییر همگام پیکسل
 

1 Synchronizing the selection channel 

ندارد تشخیص  قابلیت  هنگامی  ،روی  یک  زیرا  که 

ها یا یک مقدار یکسان تغییر کنند، مجموعه از پیکسل 

پیکسل به تنها  مرزی  اعوجاج  های  در  مستقیم  طور 

جمع  تخمین  داشت.  خواهند  تابع  شرکت  شونده 

 شود:  صورت زیر بیان می( به25اعوجاج )

𝐷𝐴(𝐱, 𝑦) = ∑𝑥𝑖𝑗≠𝑦𝑖𝑗
𝐷(𝐱, 𝑦𝑖𝑗𝐱∼𝑖𝑗) (27               )

                 
,𝐷(𝐱 که  𝑦𝑖𝑗𝐱∼𝑖𝑗)  اعوجاج بین 𝐱 و 𝑦𝑖𝑗𝐱∼𝑖𝑗 است.  

𝑦𝑖𝑗𝐱∼𝑖𝑗 گر تصویربیان 𝐱 است که فقط 𝑖امین پیکسل 

𝑥𝑖𝑗 𝑦𝑖𝑗 به  در    است.  کرده  روش تغییر  با  مقایسه 

پیکسلجمع  هزینه  که  تغییر  شونده  بدون  که  هایی 

میماندهباقی لحاظ  صفر  روش  اند  در  شود، 

به  ،شوندهغیرجمع  است  پیکسلممکن  تأثیر  های  دلیل 

ها به دست آید. هزینه  صفر برای آن   یرمجاور هزینه غ 

عدم علاوه ییرتغمثبت  در  ،  جاسازی  ظرفیت  افزایش  بر 

تغییرات  تعداد  )آنتروپی(،  مشخص  پیکسل  یک 

افزایش می دهد. میزان اهمیت ظرفیت جاسازی را نیز 

به  افزوده بستگی  تغییرات  نرخ  افزایش  به  نسبت  شده 

غیر اعوجاج  که  دارد  میزان جمعاین  چه  تا  شونده 

 .قابلیت تشخیص آماری را بهبود بخشد
 

تغییراخوشه  روش  -3-2-5   تبندی جهت 

) 2(CMD 
[ روش  این  به  [34در  پیام  و  پوشانه  𝐿1 تصویر  ×

𝐿2(𝐿1, 𝐿2 ≥ می   (1 تقسیم  سپس   ؛شوندزیربخش 

این زیر بخش برای جاسازی در  ترتیب  انتخاب  یک  ها 

به  می حامل  و  پوشانه  تصویر  تفاوت  از  اعوجاج  شود. 

می 𝐷 آیددست  = 𝑌 − 𝑋 = (𝑑𝑖𝑗)
𝑛1×𝑚2

ابتدا   در   .

پوشانهح با  برابر  𝑌 امل  = 𝑋 می گرفته  نظر  شود.  در 

پیکسل هزینه اولیه  پوشانههای  تصویر  𝐶 های  =

(𝑐𝑖𝑗)
𝑛×𝑛2

روش  از  یکی  طریق  جمعاز  شونده  های 

)مانند به  WOW  ،S-UNIWARD  ،HILL  متداول   )

پیکسل در مکاندست می ,𝑖) آید. هزینه هر  𝑗)  یک سه

𝜌𝑖𝑗 تایی = (𝜌𝑖𝑗
+ , 𝜌𝑖𝑗

0 , 𝜌𝑖𝑗
که (− 𝜌𝑖𝑗 است 

+ افزودن    هزینه 

پیکسل،   به  واحد  𝜌𝑖𝑗یک 
از     − واحد  یک  کاهش  هزینه 

و 𝜌𝑖𝑗 پیکسل 
0 برای   است.  پیکسل  تغییر  عدم  هزینه 

اول 𝜌𝑖𝑗 زیربخش 
+ = 𝜌𝑖𝑗

− = 𝑐𝑖𝑗 می  گرفته  نظر  شود.  در 

بخش زیر  اعوجاجبرای  اساس  بر  هزینه  دیگر   𝐷 های 

 شوند.  می ویرایش
 

𝜌𝑖𝑗
+ = {

𝑐𝑖𝑗/𝛼, if ∑(𝑖,𝑗)∈𝑁𝑖𝑗
𝛿(𝑑𝑖′𝑗′ − 1) > ∑(𝑖,𝑗)∈𝑁𝑖𝑗

𝛿(𝑑𝑖′𝑗′ + 1)

𝑐𝑖𝑗 , otherwise

(28                                                                 )
                   

 

2 Clustering Modifcation Directions 
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𝜌𝑖𝑗
− = {

𝑐𝑖𝑗/𝛼, if ∑(𝑖,𝑗)∈𝑁𝑖𝑗
𝛿(𝑑𝑖′𝑗′ − 1) < ∑(𝑖′,𝑗)∈𝑁𝑖𝑗

𝛿(𝑑𝑖′𝑗′ + 1)

𝑐𝑖𝑗 , otherwise

(29    )                                                                               

مقیاس 𝛼 که  چهارگانه     𝑁𝑖𝑗گذاری،  عامل  همسایگی 

,𝑖) پیکسل 𝑗) و 𝛿𝑧 نشان تابع  به یک  که  است  صورت  گر 

 شود:  زیر تعریف می

𝛿(𝑧) = (
1, 𝑧 = 0
0, 𝑧 ≠ 0

(30                                     )
                  

پس از تعیین هزینه هر پیکسل، جاسازی در هر یک  

ساز جاسازی بهینه و یا یک  ها با کمک شبیهاز زیربخش 

 .شودانجام می STC روش جاسازی عملی مانند

 

   (DeJoin)1تجزیه اعوجاج توأم  روش -5-2-4

جای پیکسل بر روی بلاک  [، اعوجاج به36]  در این روش

تعریف  پیکسل تصویر شودمیها  ابتدا  منظور  این  برای   .

شود.  تقسیم می  بلاک مستقل 𝑁 پیکسل به 𝑛 پوشانه با

شود و با  تعریف می برای هر بلاک یک تابع اعوجاج توأم

ها، پیام در  مجموع اعوجاج بلاک  رساندنکمینههدف به  

می جاسازی  بین  پوشانه  اعوجاج  مدل،  این  در  شود. 

استها هنوز جمع بلاک تعداد    ؛شونده  اینکه  دلیل  به  اما 

الگوهای تغییر در هر بلاک زیاد است و موجب پیچیدگی  

می زیادی  نمیمحاسباتی  بهشود،  ازتوان  مستقیم   طور 

STC   فرایند پیچیدگی  کاهش  برای  کرد.  استفاده 

روی   اعوجاج  به  بلاک  هر  مشترک  اعوجاج  جاسازی، 

تواند  می STC شود و سپسهای مجزا تجزیه میپیکسل

قرار به استفاده  مورد  پیام  جاسازی  جهت  مناسبی  طور 

 .گیرد

بلاک   هر  ابعاد  روش  این  گرفته   2×1در  نظر  در 

تغییر می الگوی  سه  پیکسل  هر  اینکه  به  توجه  با  شود. 

(−1,0, شامل    (1+ بلاک  هر  تغییر   9دارد،  الگوی 

فرایند جاسازی، یک   پیچیدگی  برای کاهش  بود.  خواهد 

احتمال  پیشنهاد می  یاروش جاسازی دومرحله شود که 

حاشیه 𝜋𝑖 مشترک احتمال  دو  تجزیه به  شرطی  و  ای 

حاشیهمی احتمال  ابتدا  هر  شود.  اول  پیکسل  برای  ای 

، سپس احتمال شرطی برای بیان شودمیبلاک محاسبه  

به دوم  پیکسل  تغییر  پیکسل  احتمال  یافتن  تغییر  شرط 

می تعریف  مشخصاول  پیام  طول  برای  در  𝐿 شود.   ،

اول 𝐿1 مرحله  = ∑𝑁
𝑖=1 𝐻3(𝜋1

𝑖 در  ( پیام  از  بیت 

دومپیکسل مرحله  در  و  بلاک  هر  اول  𝐿2 های  =

∑𝑁
𝑖=1 ∑𝑙∈𝐼 𝜋1

𝑖 (𝑙)𝐻3(𝜋2𝑙
𝑖 پیکسل   ( در  دوم  بیت  های 

 1 Decompose the Joint distortion 

می بهجاسازی  𝐿1 کهطوریشود  + 𝐿2 =

∑𝑁
𝑖=1 𝐻9(𝜋𝑖) = 𝐿   . 

بلاک روی  بر  مشترک  تواند  می  2×1های  اعوجاج 

های افقی را منعکس کند.  تأثیر متقابل تغییرات در جهت 

جهت در  متقابل  تأثیر  گنجاندن  عمودی،  برای  های 

عنوان یک زیرتصویر و های فرد تصویر پوشانه را بهردیف

عنوان زیرتصویر دیگر در نظر گرفته های زوج را به ردیف

پیکسل در زیرتصویر دوم می اعوجاج بلاک  شوند. سپس 

.  شودمیروز  های بالا و پایین بهبا توجه به تغییرات بلاک 

بلاک در  اعوجاج  تعریف  بزرگهمچنین،  مانند  های  تر 

باعث افزایش مقاومت و بهبود محرمانگی    2×2های  بلاک

 .شودمی

 

بر   -5-2-5 مبتنی  مارکوف   روش  تصادفی  میدان 

 (GMRF)یگاوس

با    [، یک مدل تصادفی گاوسی مارکوف37]  در این روش

همسایگی متقابل چهارگانه برای توصیف فعل و انفعالات 

پیکسل پیشنهاد میبین  پوشانه  شود؛  های محلی تصاویر 

نهان از  بنابراین مسئله  استفاده  با  استقلال  نگاری  مزایای 

 KL واگرایی  رساندنکمینهبا هدف به     GMRF مشروط

کم   ابعاد  با  گروهک  ساختارهای  سری  یک  لحاظ  از 

با می GMRF مرتبط  پیشنهادی  فرموله  روش  در  شود. 

تکراری متناوب برای جاسازی مؤثر   سازیینهیک طرح به

اعمال   مشخص  طول  با  پیام  که  طوری به  شودمییک 

به   KL واگرایی را  حامل  و  پوشانه  تا    کمینهبین  برساند 

 .امنیت و محرمانگی را بهبود ببخشد

پوشانه دودویی  گروهک  X برای  = [𝑋1, 𝑋2]𝑇 

احتمالات با  را  پیکسل  دو  𝜋 جاسازی  = [𝜋1, 𝜋2]𝑇 

حامل گروهک  به  و  کرده  Y ویرایش  = [𝑌1, 𝑌2]𝑇  تغییر

بین   KL واگرایی 𝜋 دهد. برای احتمالات تغییر کوچکمی

بهگروهک حامل  و  پوشانه  با    تواندیم  یخوبهای 

 های درجه دوم آن تقریب زده شود:  مؤلفه 

𝐷(𝜋) = 𝐷𝐾𝐿(𝐹𝑃 ∥ 𝐹𝑄
𝜋) ≈

1

2
𝜋𝑇 ⋅ ∇2𝐷(0) ⋅ 𝜋 (31    )

          
𝐹𝑄 و 𝐹𝑃 که 

𝜋 های دودویی پوشانه  به ترتیب بیانگر گروهک

به   𝐷 مرتبه دوم  یمشتق جزئ   2𝐷(0)∇و حامل هستند.  

𝜋 شرط = همچنین   0 ماتریس     2𝐷(𝜋)∇است.  با 

𝜋 در I2(𝜋) اطلاعات فیشر =  متناسب است.  0

∇2𝐷(𝜋)|𝜋=0 = I2(𝜋)|𝜋=0/ln2 (32                      )
                 

  نگار دودویی است:ماتریس اطلاعات فیشر نهان I2(𝜋) که 
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I2(0) = [
𝐼2(0)1,1 𝐼2(0)1,2

𝐼2(0)2,1 𝐼2(0)2,2
] (33                        )

                
𝐼2(𝟎)𝑘,𝑙 = 𝐸 [(

𝜕ln𝐹𝑄
𝝅(𝐗)

𝜕𝜋𝑘
⋅

𝜕ln𝐹𝑄
𝝅(𝐗)

𝜕𝜋𝑙
)|

𝝅=0
] , 𝑘 ∈ {1,2}, 𝑙 ∈ {1,2} (34  )  

                                                                               

واگرایی  دودویی   KL پس  گروهک  جفت  یک  بین 

 شود:  صورت زیر بازنویسی میپوشانه و حامل به

𝐷𝐾𝐿(𝐹𝑃 ∥ 𝐹𝑄
𝝅) =

(𝐼2(𝟎)1,1𝜋1
2+2𝐼2(𝟎)1,2𝜋1𝜋2+𝐼2(𝟎)2,2𝜋2

2)

2ln2

(35)                                                                
         

عنوان یک معیار مؤثر به 𝜋 در این روش از نرخ تغییر 

گروهک پویای  تخصیص  فرآیند  برای  یک  در  مدل  های 

میبهینه  بهره  جاسازی سازی  توزیع  باعث  امر  این  گیرد. 

مدلمتراکم به  نسبت  مانندتری  مستقل  گاوسی   های 

MiPOD شودمی. 

زیرتصویر  دو  به  را  پوشانه  تصویر  پیشنهادی  روش 

می 𝒜 کندتقسیم  ∪ ℬ   تغییرات دامنه   𝝅ℬ احتمال  در 

 شود. سپسدهی میمقدار [0,0.001]

𝑘 الف( برای  با تخصیص گروهک    GMRF) 4تا   1 =

 :پویا(

1- 𝝅ℬ بدون تغییر نگه داشته و 𝝅𝒜  شودمیبهینه  : 

𝝅𝒜 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝜋𝑿𝑠

𝒜
{∑𝑇𝑠

𝐷𝐾𝐿
𝒜,𝑇𝑠 − 𝜆[∑𝑋𝑠

ℎ(𝜋𝑋𝑠

𝒜) − 𝐿/2]}

𝜆𝒜(𝑘) = 𝜆.

     

(36                                                                )
              

2- 𝝅𝒜 بدون تغییر نگه داشته و 𝝅ℬ  شودمیبهینه  : 

πB = argmin
πXs

B
{∑

Ts

DKL
B,Ts − λ [∑

Xs

h(πXs

B ) − L/2]}

λB(k) = λ.

 

  
(37                      )   

𝑘 برای -3 ≥ 2 : 

𝑟𝒜 = 𝜆𝒜(𝑘)/𝜆𝒜(𝑘 − 1), 𝑟ℬ = 𝜆ℬ(𝑘)/𝜆ℬ(𝑘 − 1)
  

 (38                                                                           ) 

𝑟𝒜) اگر > 0.98&&𝑟ℬ >  .، پس پایان(0.98

پیکسل جاسازی  هزینه  اساسب(  بر  از   𝝅ℬ و 𝝅𝒜 ها  و 

رابطه 𝑑 طربق  = ln(1/𝜋 − و     (2 شده  محاسبه 

 شودجایگذاری می STC پیام با استفاده از الگوریتم
. 

 روش مبتنی بر میدان متوسط -5-2-6

روش این  پیکسلوابستگی  ،در  بین  متقابل  های  های 

  مدل   1جفتی   میدان تصادفی مارکوف  با استفاده از  مجاور

بهسپس،  .  شودمی هزینه  دستبرای  هر آوردن  تغییر 

استنتاج میدان متوسط  پیکسل،   شود گرفته میبهره    2از 

 

1 Pairwise Markov Random Field 
2 Mean Field 

حاشیه  ضرب  با  را  اصلی  توزیع  تقریب  که  فردی  های 

در  زندمی متوسط.  میدان  در    تعاملات  ،استنتاج 

می  فردی های  حاشیه   هزینه   بنابراین  ؛ شوندگنجانده 

د که با  آیمی  دستبه  جداگانه  صورتبه  هاپیکسل  تغییر

مانند روش عملی  جاسازی    طورکامل به  STC  های 

 سازگار است.  

برای    راهکار یک    MRFاز  استفاده   مناسب 

تصویر  مدل بافت  بین  تکه    استسازی  متقابل  عاملات 

مدل  هاپیکسل را  محلی  همسایگی  یک  سازی  در 

نهانرو،  ازاین  ؛کند می می  نگاریدر  مدل  نیز  از  توان 

MRF    تغییرات   لحاظ برای بین  وابستگی  نمودن 

گرفت؛ ها  پیکسل روش   بنابراین  بهره  این  تابع    در 

 :شودصورت زیر تعریف میاعوجاج به

𝐷(𝑦) = 𝑤1 ∑𝑛
𝑖=1 𝜌𝑖 + 𝑤2 ∑𝑛

𝑖=1 ∑𝑗∈𝑁𝑖
𝜌𝑖𝑗         

                                                                       (39 )  

همسایگی    𝑁𝑖ها و  های گروهکوزن  𝑤2و    𝑤1که  

پیکس می  𝑖  لمحلی  بیان  همچنین،  را  برای کنند. 

𝜌𝑖سادگی   = 𝜌(𝑦𝑖)  شوددر نظر گرفته می  . 

پیکسل بین  وابستگی  نمودن  لحاظ  مجاور،  با  های 

نمی به دیگر  را  جاسازی  احتمال  ضرب  توان  عنوان 

بهاحتمالات حاشیه  زیر  ای فردی فرموله کرد و  صورت 

 : شودمی بیان

𝑃(𝑦) = ∏𝑛
𝑖=1 𝑝𝑖 ∏𝑗∈𝑁𝑖

𝑝𝑖𝑗

𝑝𝑖𝑝𝑗
      (40                  )   

𝑝𝑖 که  ≈ exp(−𝜌𝑖) و 𝑝𝑖𝑗 ≈ exp(−𝜌𝑖𝑗)  . 

سازی است که برای میدان متوسط یک روش بهینه 

مدل حاشیه MRF  هایحل  چگالی  را  3ای،  متغیر  هر 

می دقیق   یجابه  بنابراین  ؛زندتخمین  توزیع   محاسبه 

𝑃(𝑦)احتمال توزیع   ، MRF   فاکتوربندی توزیع  یک  با 

می  𝑄(𝑦)شده   زده  میتخمین  که   صورت بهتواند  شود 

حاشیه  مستقلضرب  𝑄(𝑦) ای  = ∏𝑛
𝑖=1 ∏∀𝑢∈𝐼 𝑞𝑖

𝑢  

𝑞𝑖بیان شود. احتمال تغییر  
𝑢   احتمال اختصاص برچسب 

𝑢 ∈ 𝐼 = {−1,0, دهد. این  را نشان می 𝑖 به پیکسل   {1+

و   𝑃(𝑦) بین KL با هدف کمینه کردن واگرایی  ،احتمال

𝑄(𝑦)  ،دست تکراری به   روزرسانیصورت یک معادله به به

 : [19]ید  آمی

𝑞𝑖
𝑢 ∝ exp{−𝜆(𝑤1𝜌𝑖

𝑢 + 𝑤2 ∑∀𝑗∈𝑁𝑖
∑𝑣 𝜌𝑖𝑗

𝑢𝑣𝑞𝑗
𝑣)}   (41)   

   

عبارت 𝜆 پارامترکه    −   از  ∑𝑦 𝑄(𝑦)ln𝑄(𝑦) = 𝐿  

 .  دشومی محاسبه

استفاده  هزینه با  اولیه  روشهای  محاسبه   HILL از 

𝜌𝑖شوند می
+ = 𝜌𝑖

− = 𝜌𝑖   و 𝜌𝑖
0 = 0 . 

 

3 Marginal density 
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همسپس،   پیکسلسازی  اهنگبرای  بین    هاتعاملات 
متشکلهمسایگی    یک پیکسل   چهاتایی  مجاور  از  های 

,𝑖) عمودی و افقی پیکسل 𝑗)  شود:تعریف می 

((𝑖, 𝑗)(𝑖 − 1, 𝑗)), ((𝑖, 𝑗)(𝑖 + 1, 𝑗)), ((𝑖, 𝑗)(𝑖, 𝑗 −

1)), ((𝑖, 𝑗)(𝑖, 𝑗 + 1)).  

دو    این روش جاسازیبرای  و    [38]متقارن    رویکرد 
 مورد بررسی قرار گرفته است.  [39] نامتقارن
فرض  پس ,𝑢  با  𝑣 ∈ 𝐼 = {−1,0, رویکرد  ،  {1+ در 
تعریف    (SymMF)متقارن   زیر  به شکل  گروهک دوتایی 

 : شودمی

𝜌𝑖𝑗
𝑢𝑣 = 𝛼(𝑢, 𝑣) ∗ 𝜌̃𝑖𝑗      (42)                                   

  
 ه:کحالیدر 

𝜌̃𝑖𝑗 = (𝜌𝑖 + 𝜌𝑗)/2      (43)                                      
  

𝛼(𝑢, 𝑣) = {

0 𝑢 = 𝑣
5 |𝑢| + |𝑣| = 1
2 𝑢 ≠ 𝑣    𝑎𝑛𝑑    |𝑢| + |𝑣| = 2

     (44 )   

  
این   بهروشدر  پیکسل  هر  ویرایش  احتمال  طور ، 

به میمستقل  بهروز  هر  طوری شود  برای  احتمال  این  که 
برای  شده  محاسبه  احتمالات  با  متناسب  پیکسل 

تغییرات  پیکسل برای  و  بود  خواهد  آن  همسایه  های 
 آید.  دست میمثبت و منفی احتمالات مساوی به

هر  ازآنجایی در  جاسازی  از  تغییر حاصل  احتمال  که 
پیکسل تغییرات  به  در  پیکسل  است،  وابسته  مجاور  های 

پیام برای  احتمال  این  نامتقارن،  مختلف جاسازی  های 
متفاوت خواهد بود. محاسبه احتمال تغییرات مشروط به  

بهبود می را  امنیت حامل  و  پایداری  این  پیام،  به  بخشد. 

می ثابت  مقادیر  متغیرها  از  برخی  و  ترتیب،  گیرند 
مقادیر   به  مشروط  باقیمانده  متغیرهای  برای  زیرمسئله 

، از میدان متوسط  روششود. در این  ثابت تقریب زده می
است  1ساختاریافته شده  به    استفده  مسئله  تجزیه  با  تا 

ساده بهزیرمسائل  انواع تر،  از  برخی  کارآمد  طور 
این  شودها کنترل  وابستگی در  به  راستا.  پوشانه  تصویر   ،

غیر  زیرتصویر  میهم  تعدادی  تقسیم  پیام  پوشان  شوند. 
بخش به  کوچکنیز  در  های  بخش  هر  و  شده  تقسیم  تر 

می جاسازی  زیرتصویر  بهیک  مقدار  گونهشود  که  ای 
برساند.   حداقل  به  را  نامتقارن اعوجاج  رویکرد  در 

(AsymMF)    تعریف زیر  شکل  به  دوتایی  گروهک 
 : شودمی

𝜌𝑖𝑗
𝑢𝑣 = 𝛼(𝑢, 𝑣) ∗ 𝛽𝑗 ∗ 𝜌̃𝑖𝑗

𝑢𝑣      (45)                             
              

 ه:کحالیدر 
 

1 structural MF 

𝛽𝑗 = {
0 |𝑑𝑗 − 𝑢| = 0
1

|𝑑𝑗−𝑢|
|𝑑𝑗 − 𝑢| ≠ 0

     (46)                         

        
پیکسل:   هر  𝑑𝑗برای  = 𝑥𝑗 − 𝑦𝑗 ∈ {−1,0, +1} 

های ثابت بر اساس که احتمال منتسب به پیکسلدرحالی

ها، صفر یا یک در نظر گرفته شده  تغییر یا عدم تغییر آن
 است.

روش   -3-5 بر مرور  مبتنی  اطلاعات    های 

 جانبی 

نهان  نخستینر  د اطلاعات جانبی روش  بر  مبتنی    نگاری 
با برهم]40[ ها  سازی رنگزدن روند کمی، پیام محرمانه 

به   با رنگ واقعی  تبدیل یک تصویر  و تغییر رنگ هنگام 
جاسازی   پالت،  در  شودمیقالب  ، هآشفت  سازیکمی. 

شود تا اطلاعات  دوباره فشرده می JPEG پوشانه با فرمت
ضرایب   اصلاح  با  جاسازی  اولویت  آید.  دست  به  جانبی 

DCT   فشرده طول  در  که  به است  نزدیک  دوم  سازی 
بین میوسط  قرار  کوانتیزاسیون  که  ازآنجاییگیرند.  های 

کمی  طورمعمولبه پردازش  مرحله  است،    2سازیآخرین 
و   دارد  دسترسی  کردن  گرد  خطاهای  به  فرستنده 

آن  طورمعمولبه هزاز  تنظیم  برای  استفاده    ها نهیها 
   .کند یم

در رویکرد    اطلاعات جانبی استفاده از    -1-3-5

 مبتنی بر هزینه 
نهان،   [40]در   اینکه  فرض  اولیه   نگاربا  پوشانه  یک  به 

( دسترسی دارد، فرستنده خطای  𝑥𝑖𝑗 )پوشانه غیرکوانتیزه
رابطه   از  را  𝑒𝑖𝑗 گردکردن  = 𝑥𝑖𝑗 − [𝑥𝑖𝑗], −1/2 ≤

𝑒𝑖𝑗 ≤ می   1/2 آنمحاسبه  در  که  عملیات   [𝑥] کند 
نزدیک به  محدوده  گردکردن  در  صحیح  عدد  ترین 

می نشان  را  پوشانه  عدم  دینامیکی  صورت  در  دهد. 
نهان بهجاسازی،  ارسال نگار  را  پوشانه  تصویر  سادگی 

𝑐𝑖𝑗 کند  می = [𝑥𝑖𝑗]  های هر  گانه، هزینه سه  جاسازی. در
تعدیل    جهتدو   گردکردن  خطای  اساس  بر  تغییر 
 .شودمی
 

𝜌
𝑖𝑗
(sign(𝑒𝑖𝑗)) = (1 − 2|𝑒𝑖𝑗|)𝜌

𝑖𝑗
            (47 )           

         

𝜌𝑖𝑗 (−sign (𝑒𝑖𝑗)) = 𝜌𝑖𝑗     (48)                                 
              

𝜌𝑖𝑗 که هزینههزینه  است.  شده  تعدیل  با  های  1ها  −

2|𝑒𝑖𝑗|   زیرا وقتی گردند؛ میمتناسب |𝑒𝑖𝑗| ≈ باشد،   1/2

 

2 quantization 
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𝑥𝑖𝑗 یک اغتشاش کوچک  𝑥𝑖𝑗 تواند باعث گرد شدنمی  به  
حالت   در  دیگر،  سوی  از  شود.  دیگر  𝑒𝑖𝑗جهت  ≈ 0  

اولو برای  ندارد   دهییتاطلاعاتی  وجود  جهت  یک  به 
 مانند.  ها بدون تغییر میبنابراین هزینه

 

از    -2-3-5 جانبی استفاده  در    اطلاعات 

 رویکرد مبتنی بر مدل 
بهبرای طرح  را  قابلیت تشخیص  که  به  هایی  جای هزینه 

نویسندگان  رسانندمی  کمینه   دهندمینشان    ]41[در  ، 
کند. در  را جبران می  انهکه پوشانه اولیه کمبود مدل پوش

روش فیشر    این  اساس    نگارینهاناطلاعات  بر  باید 

(1 − 2|𝑒𝑖𝑗|)
2

شود   بر     نسخه  در  .تنظیم  مبتنی 

جانبی مدلروشبرای     اطلاعات  بر  مبتنی  ابتدا  ،  های 
متقارن   جاسازی  تغییر  اساس    𝜋𝑖𝑗احتمالات  بر 

بین پوشانه و حامل محاسبه     KL واگرایی   سازیینه کم
معادله   .شودمی معکوس  از  استفاده  با  فرستنده  سپس 

هز9) به  را  احتمالات  تبدیل    های ینه(   جاسازی  تغییر 
را   هاینهو در نهایت با ترکیب اطلاعات جانبی، هز  کندیم

   .دکنیتعدیل م

 

جانبی   ترکیب  -3-3-5 تعاملات    اطلاعات  و 

 هابین پیکسل
بخش،   این  رویکرد  در  دو  اطلاعات بهرهترکیب  از  گیری 

خوشه [42]جانبی   تغییرات  و  جهت  مورد    [ 34]بندی 

می قرار  نتایج      .گیردبررسی  که  داشت  توجه  باید 
شده توسط اطلاعات جانبی و تغییرات مجاور گاهی  ارائه 

ممکن است در تضاد باشند و جهت تغییرات همسایه به 
این   در  کند.  اشاره  جانبی  اطلاعات  از  متفاوت  جهتی 

هز   [43]در    ،راستا تمام  اساس  هاینهابتدا  اطلاعات   بر 
های  . عملیات جاسازی در زیربخششودمیجانبی تعدیل  

  هایینه شود و در همین حین هزپوشان انجام میغیر هم
تغییرات در جهات مختلف توسط یک عامل ضربی تنظیم  

به  شودمی تغییرات که  محلی  میانگین  به  غیرخطی  طور 

 .ها بستگی داردوابسته به خطاهای گرد کردن آن
هز     اساس  بر  جاسازی  زیربخش،  اولین    هایینه در 
جانبیدستبه اطلاعات  از  𝜌آمده 

𝑖𝑗
(SI)(±1)     انجام

ابتدا  شودیم پیکسل،  هر  برای  دوم،  زیربخش  در   .
𝜈𝑘𝑙 تغییرات جاسازی   دارمیانگین وزن ∈ در  {1,0,1−}

  :شودمییک همسایگی متقاطع محاسبه 

𝜇
𝑖𝑗
(w) =  

1

4
∑  (𝑘,𝑙)∈𝒞𝑖𝑗

𝑤𝑘𝑙𝜈𝑘𝑙        (49)                     
         

 : آیندیها از رابطه زیر به دست م که وزن

𝑤𝑘𝑙 =

{1 − 2|𝑒𝑘𝑙|     when sign (𝑒𝑘𝑙𝜈𝑘𝑙) > 0

1     otherwise 
(50)       

به       دهی  در    تعیینوزن  پیکسل  هر  تغییر  میزان 
م کمک  متقابل  بهکندیهمسایگی  خاص،  .  طور 

پ  تغییرات  |𝑒𝑘𝑙| با  ها یکسل جاسازی  ≈   دارای  1/2
𝑤𝑘𝑙 ≈ 𝑤𝑘𝑙 کهیاست درحال  0 =  هنگامی است که   1

جانبی بخواه اطلاعات  هریک  واقعی  جاسازی  د نو 
 .پیکسل را در جهت مخالف تغییر دهند

𝜇𝑖𝑗   عبارت  وقتی     
(w)

= است  0 تغییرات برقرار   ،

بر هزینه تعدهمسایه   اطلاعات جانبی   با  شده یلهای 

𝜌
𝑖𝑗
(SI)(±1)  نمی زمانیگذاردتأثیری  اما  𝜇𝑖𝑗 که  ؛ 

(w)
≠

 : شوندیتعدیل م  جاسازی هایینههز باشد، 0

𝜌
𝑖𝑗
(nmSI)(sign(𝜇

𝑖𝑗
(w))) = 𝜌

𝑖𝑗
(SI)(sign(𝜇

𝑖𝑗
(w)))

×

 ((1 − 𝛼)(1 − |𝜇
𝑖𝑗

(w)|)
𝑝

+ 𝛼) (51)                  

                     

𝜌𝑖𝑗
(nmSI)

(−sign (𝜇𝑖𝑗
(w)

)) =  𝜌𝑖𝑗
(SI)

(−sign (𝜇𝑖𝑗
(w)

))  (52)  

0 یک عدد صحیح مثبت است و   𝑝 آنکه در   ≤ 𝛼 ≤

مبه 1 تعیین  تجربی  در  شودیصورت  جاسازی   .
باقیماندهزیربخش دوم های  زیربخش  مراحل  را   همان 
 شود ینامیده م nmSI"1 ". این روشکندیدنبال م 

 

یادگیری  نهان  -6 بر  مبتنی  نگاری 

  تقابلی

 محیطکاوی یک  نگاری و نهانپایان بین نهاننبرد بی
کند که برای هر دو زمینه مفید است.  رقابتی ایجاد می

روش نهانتکامل  جامعه های  بیشتر  تمرکز  باعث  کاوی 
روش  پژوهشی روی  نهانبر  است  های جدید  نگاری شده 

کاو جدید مقاومت کنند.  های نهانتا بتوانند در برابر مدل

پیچیده اعوجاج  توابع  محققان  منظور،  این  را  برای  تری 
دهند.  آوردن نقشه هزینه جاسازی ارائه میبرای به دست

نگاری را  ها حتی فراتر رفته و برداشت جدیدی از نهانآن 
 .دهندبر اساس یادگیری عمیق ارائه می

نگاری، فرستنده و گیرنده قصد دارند پیامی  در نهان     
کاو، با  که نهانحالیدر  ؛ صورت محرمانه مبادله کنند را به

آن بین  تبادلات  مهاجم،  مشاهده  عنوان  را  و  کرها  ده 
شده طبیعی بوده  های مبادلهکند که آیا رسانهبررسی می

پیام مخفی هستند. مفهوم بازی بین فرستنده،   یا حامل 

گیرنده و مهاجم با تئوری بازی مطابقت دارد. هر بازیکن  
می احتمال  سعی  که  کند  دنبال  را  استراتژی  کند 

 

1 Neighborhood Modulated Side-Informed 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
3.

14
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                            21 / 42

http://dx.doi.org/10.61186/jsdp.20.3.141
https://jsdp.rcisp.ac.ir/article-1-1302-fa.html


 
 57پیاپی  3شمارة  1402سال 

162 

به  برنده را  خود  تغییر    بیشینهشدن  هرگونه  و  برساند 
طرف   از  حمله  ضد  یک  باعث  بازیکن،  یک  استراتژی 

تواند منجر به افزایش سود که می  شودمیبازیکنان دیگر  
ازاینآن  شود.  بهها  بازی  این  مسئله رو،  یک  عنوان 

می   min-max سازیبهینه  در  بیان  بهینه،  پاسخ  شود. 
 شود.  نامیده می 1صورت وجود، پاسخ در تعادل نش 

سال   ]2014در  همکارانش  و  گودفیلو  از 55،   ]
سازی یک بازی استفاده  مفاهیم شبکه عصبی برای شبیه 

   GANنامیده شد.    (GAN)کردند که شبکه مولد تقابلی
نظارت بدون  عمیق  یادگیری  شبکه  یک   2یک  که  است 

مولد  تمایز  3شبکه  شبکه  یک  بازی  4دهندهو  یک  در   را 

minimax   می آموزش  عامله  رویکرددو  در   GAN دهد. 
نتیجه روش نگاری مینهان بهبود  برای  های سنتی  توانند 

نگاری مورد  موجود و یا ارائه یک مدل یکپارچه برای نهان

نهان رویکرد  در  گیرد.  قرار  تمایزاستفاده  دهنده  نگاری، 
نهان شبکه  مییک  گرفته  نظر  در  یک  کاو  مولد  و  شود 

نهان میشبکه  سعی  که  بود  خواهد  را  نگار  پیام  کند 
که تصویر تولیدشده تا حد امکان    کندای جاسازی  گونه به

نهان از تصاویر اصلی را واقعی بوده و  کاو امکان تمیز آن 
شبکه  سناریو،  این  در  نباشد.  نهاننداشته  و  های  نگار 

طور مکرر دانش خود را در مورد شبکه کاو بهشبکه نهان
 .کنندروز میرقیب به

 

 شبکه مولد تقابلی   -1-6

عنوان یک مدل مولد  به  [55] (GAN)شبکه مولد تقابلی 
 D دهندهو تمایز G قدرتمند حاوی دو شبکه عصبی مولد

بازی یک  در  که  یکدیگر   minimax است  با  عامله  دو 
می مدل  رقابت  در  تولید  GANکنند.  مولد  هدف   ،

تصاویر   مشابه  احتمال  توزیع  با  است.  تصاویری  واقعی 
شبکه مولد از نتایج ارزیابی شبکه رقیب بر اساس مقایسه 

به واقعی،  تصاویر  با  )جعلی(  شده  تولید  منظور تصاویر 
 .کندبهبود کیفیت تصاویر تولیدی استفاده می

,G(z مولد 𝜃) یک شبکه عصبی با پارامترهای 𝜃  است
تمایز  کردن  گمراه  برای  میکه  آموزش  بیند.  دهنده 

,G(z خروجی مولد یک نمونه توزیع از فضای داده 𝜃) ∼

pg   به متغیر ورودی با توجه  ، pz(𝑧) از توزیع   𝑧 است. 
بیند تا تصاویری تولید کند که  آموزش می pg شبکه مولد

داده توزیع  به  ممکن  حد  باشند،  تا  نزدیک  آموزش  های 

تمایزدرحالی نمونه که  تشخیص  برای  تولید  دهنده  های 
داده از  آموزش میشده  واقعی  آموزش  های  از  بیند. پس 

 

1 Nash equilibrium 
2 Unsupervised 
3 Generator 
4 Discriminator 

ازشبکه، می استفاده  با  امکان  نمونه pg توان  تا حد  را  ها 
مدل هدف  تابع  کرد.  تولید  زیر به GAN واقعی  صورت 

 شود:  بیان می

min
𝐺

max
D

V(D, G) = Ex∼pdata(x)[logD(x)]                   

             + Ez∼pz(z) [log (1 − D(G(z)))]             
(53) 

,𝐷) شدن در این بازی، دو بازیکنبرندهبرای    𝐺)   باید
ظرفیت  به تا  کنند  بهینه  را  خود  پارامترهای  مداوم  طور 

توقف   معیار  بهینه،  حالت  در  دهند.  افزایش  را  تولید 
سازی دستیابی به تعادل نش بین دو بازیکن  فرآیند بهینه

های خود را از بازیکنان نتوانند وزن   یکیچاست. وقتی ه

دهند،   کاهش  دیگر  بازیکن  پارامترهای  در  تغییر  بدون 
شود. در این حالت، توزیع آموخته تعادل نش حاصل می

pg گراییهم   بیشینهشده و توزیع اصلی   ≅ pdata     خود
 .آورندرا به دست می

 

 های تقابلی نمونه  -2-6

کارایی   Szegedy 2013در سال   با وجود  اعلام کرد که 
ها نسبت به های عصبی عمیق و مقاومت آنبالای شبکه

شبکهآشفتگی این  تصادفی،  حملات های  به  نسبت  ها 
آسیب ]تقابلی  هستند  نمونه56پذیر  از  [.  تقابلی  های 

های ورودی،  جزئی در داده  ی تصادف  یرطریق اغتشاشات غ 
بیشینه هدف  طبقهبا  خطای  وجود  کردن  به  بندی 

میمی را  اغتشاشات  این  معکوس آیند.  اساس  بر  توان 
نمونه آورد.  دست  به  هدف  شبکه  گرادیان  های  جهت 

می گمراه  را  شبکه  بالایی  تقابلی  اطمینان  با  تا  کنند 

بنابراین اعمال آشفتگی   ؛های نادرست تولید کندخروجی
طبقه نمونه  فریب  برای  تقابلی  تقابلی  های  حمله  بند، 

می برخلاف  نامیده  رویکرد  این  اما  یک    GANشود؛  که 
دهنده برای فرآیند بازی تکراری و پویا بین مولد و تمایز

پویا   فرآیند  یک  است،  نش  تعادل  به  در  نیسترسیدن   .
کاو تشکیل نگار و نهاناین رویکرد، مدل از دو شبکه نهان

کاو از قبل آموزش دیده و در این  شود که شبکه نهانمی
نگار در این  کند. شبکه نهانعنوان منتقد عمل میمدل به

نمونه  قالب  در  را  حامل  تصویر  به  مدل  ای گونهتقابلی 

می نهانتولید  که  اشتباه کند  نتیجه  سمت  به  را  کاو 
نمونههدایت   ماهیت مشترک مدلکند.  تقابلی  های  های 

می  قرار  تأثیر  تحت  را  ازاینمختلف  مهاجمدهد.    انرو، 
توانند بدون اطلاع از ساختار داخلی مدل هدف، مدل  می

می بنابراین  دهند؛  قرار  حمله  مورد  مدل  را  یک  از  توان 
عنوان مولد حملات تقابلی استفاده  شبکه آموزش دیده به

 .دکر
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این  وجود  نمونهبا  تقابلی  که   طورمعمول بههای 
شبکه به عیب  میعنوان  شناخته  عصبی  اما    ،شوندهای 

افزوده  گاهی معناداری  اغتشاشات  اطلاعات  حاوی  شده 
می  هستند؛ دلیل  همین  رویکردبه  این  از   برای  توان 

عملکرد راستا.  دکراستفاده  نگاری  نهان  بهبود  این  ،  در 
های سنتی موجود،  آمده از روشدستهای تغییر بههزینه

نهان شبکه  گرادیان  اساس  میبر  اصلاح   ندشوکاوی 
 [57-61 .] 

 

یادگیری   -3-6 اساس  بر  پوشانه  ویرایش 

 تقابلی 

روش  بررسی  به  ادامه  پوشانه  در  ویرایش  بر  مبتنی  های 
پرداخته میبراساس   تقابلی  به    شود یادگیری  تاکنون  که 

 :چند روش انجام گرفته است

 ماتریس احتمال ویرایش پوشانه تخمین  •

 های تقابلی  نمونه براساس نگارینهان •
 عامله  بازی تقابلی سهبراساس  نگارینهان •

 

 ماتریس احتمال تخمین  -1-3-6

روش   این  احتمال GAN از    استفادهبا  در  ماتریس   ،
به   با هدف  پوشانه  اعوجاج   رساندنکمینه ویرایش تصویر 

می دست  روشبه  از  استفاده  با  سپس  و  های  آید 
 . شودمیکدگذاری مناسب، پیام در پوشانه جاسازی 

 

 های تقابلی  نمونه براساس  نگارینهان  -2-3-6
از نمونه استفاده  نهانایده  در  تقابلی  بههای  تازگی  نگاری 

این حوزه را به خود جلب کرده    گرانپژوهشتوجه برخی  
می قرار  خانواده  این  در  که  رویکردهایی    ، گیرنداست. 

از مفهوم شبیه  دو عامل )فرستنده و  با  سازی بازی  اغلب 
ند  کنکنند تا نقشه هزینه را محاسبه  مهاجم( استفاده می

روش به  را  پیام  استخراج  و  جاسازی  عملیات  های  و 
 .سپارندمی STC کدگذاری مانند

براساسنهان   -3-3-6 تقابلی   نگاری  بازی 

 عاملهسه
اعوجاج  روش تابع  توسعه  بر  اعوجاج،  بر  مبتنی  های 

برنامه به  را  پیام  جاسازی  وظیفه  و  هستند  های  متمرکز 
می عملی  به  کدگذاری  توجه  با  فرآیند  سپارند.  تأثیر 

نهان چارچوب  تصویر،  کیفیت  بر  نگاری جاسازی 
مدلیک از  الهام  با  ارائه پارچه  عمیق  یادگیری  های 
رمزنگارمی مدل  یک  شامل  که  برای -شود  رمزگشا 

های محرمانه  زمان جاسازی و استخراج پیامیادگیری هم

این چارچوب در شبیه از سه  است.  تقابلی  بازی  سازی 
می استفاده  نهانعامل  )شبکه  فرستنده  نگار(،  کند: 

استخراج  )شبکه  )شبکه گیرنده  مهاجم  و  کننده( 
 کاو(.  نهان

 

روش  –7 نگاری  نهانهای  مرور 

  تقابلیمبتنی بر یادگیری 

اتریس  های مبتنی بر تخمین مروش   -1-7

 احتمال  
رویکرد   احتمالتخمین  در  شبکه    ،ماتریس  هدف 

در   احتمال )نهان  GANمولد  نقشه  محاسبه  نگار( 
تمایزدهنده   شبکه  که  حالی  در  است،  بهینه  جاسازی 

کاو( عمدتاً برای تشخیص تصویر پوشانه از تصویر )نهان

ارائه   روش  چند  ادامه  در  است.  آن  با  متناظر  حامل 
 .شود میشده با این رویکرد معرفی 

 

نهان-1-1-7 اعوجاج  نگاری یادگیری 

 خودکار صورت به

[ همکاران  و  تانگ  راستا،  این  چارچوب 62در   ]
نهان اعوجاج  بهیادگیری  خودکارنگاری   صورت 

(ASDL-GAN) های مناسب  را پیشنهاد دادند تا مکان
احتمال  نقشه  یادگیری  کمک  با  را  جاسازی  برای 

شبیه  کند.  نیز  شناسایی  پیام  جاسازی  برای  ساز 
فعالبه تابع  یک  بهصورت  طراحی سازی  زیر  صورت 

𝑝𝑖𝑗 شود کهمی یک عدد تصادفی   𝑛𝑖𝑗 احتمال تغییر و    
 دهند.  [ را نشان می0,1از توزیع یکنواخت در بازه ]

𝑚𝑖𝑗
′ = {

−1 𝑛𝑖𝑗 < 𝑝𝑖𝑗/2

1 𝑛𝑖𝑗 > 1 − 𝑝𝑖𝑗/2 

0 otherwise

        (54               )  

   

)شکل   UT-GAN [63] سپس، یانگ و همکاران مدل
معرفی کردند که    ASDL-GAN   بهبود مدل( را برای  5

برای   انتشار،  باز  طول  در  گرادیان  انتقال  عدم  دلیل  به 
فعالشبیه  تابع  از  پیام  جاسازی  بهره  Tanh سازیسازی 

برخوردار  می بالاتری  دقت  و  سرعت  از  بنابراین  و  گیرد 

 .است

𝑚𝑖𝑗
′ = −0.5 × tanh (𝜆(𝑝𝑖𝑗 − 2 × 𝑛𝑖𝑗)) 

      +0.5 × tanh (𝜆 (𝑝𝑖𝑗 − 2 × (1 − 𝑛𝑖𝑗))) (55)  

 tanh(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
(56                                     )

                   
 فاکتور مقیاس است.  𝜆 که 
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 UT-GAN   [63]معماری قالب  :5شکل 

Figure 5: UT-GAN architecture [63] 
 

راهکار  نهان  -2-1-7 از  استفاده  با  نگاری 

 1بازخورد متقابل 
های  اغلب از شبکه GAN نگاری مبتنی برهای نهانروش

کانولوشنال   می  (CNN)عصبی  استفاده  کنند.  خطی 

ارتباط های  لایه  بین  خطی  گسترش  2ارتباط  باعث    3و 

به  شودمی ارتباط  لایه  اطلاعات  لایه  که  به  کامل  طور 

دلیل آموزش گسترش برگشت داده نشوند و در نتیجه به

نهان  امنیت  و  محرمانگی  شبکه،  کاهش  ناکافی  نگار 

در  می راستا،  این  در  نهان  [  64]یابد.  مدل  گاری  یک 

بر می   GAN مبتنی  کانال  ارائه  چند  ایجاد  با  که  شود 

نهان شبکه  در  متقابل  میبازخورد  اجازه  دهد  نگار، 

کانال  طورمستقیمبهاطلاعات   این  طریق  بازخورد از  های 

از آنجایی که در این روش    .به لایه گسترش ارسال شود

توان به طور موثر با  های عمیق را میاطلاعات دقیق لایه

نگار  مراجعه به اطلاعات تصویر پوشانه دریافت کرد، نهان

می برای درنهایت  مناسب  احتمال  نقشه  یک  تواند 

 (. 6)جاسازی با امنیت بالا بیاموزد شکل 

 شود:صورت زیر تعریف میبهکاو نهانتابع زیان  

𝐿𝒟 = −∑𝑖=1
2  𝑦𝑖

′log (𝑦𝑖)   (57)                               

𝑦𝑖 و    softmaxخروجی لایه    𝑦𝑖که         
برچسب واقعی     ′

 است.

آنجایی نهاناز  شبکه  احتمال که خروجی  نقشه  نگار، 

زیان   تابع  است،  مشخص  ظرفیت  یک  براساس  جاسازی 

 

1 cross feedback 
2 contraction 
3 expansion 

علاوه را  جاسازی  واقعی  ظرفیت  تقابلی  باید  آموزش  بر 

بگیرد. نظر  در  مولد  و  تمایزدهنده  ت  بین  ابع  درنتیجه، 

تقابلی زیان  بخش  دو  از  مولد  برای  𝐺𝐿𝒢 زیان 
1 زیان   و 

𝐺𝐿𝒢 آنتروپی
2 می  تقابلی  تشکیل  زیان  آن  در  که  شود 

تواند  کند و مینگاری را دشوارتر میتشخیص تصاویر نهان

نهان زیان  معکوس  عنوان  شود،  به  گرفته  نظر  در  کاو 

آنتروپی درحالی زیان  تصویر    که  که  کند  می  تضمین 

تقریبی نرخ  با  است.   Q حامل  شده  این   جاسازی  بر 

 اساس

𝐺𝐿𝒢
1 = −𝐿𝒟  (58)                                              

       

𝐺𝐿𝒢
2 = (𝐶 − 𝐻 × 𝑊 × 𝑄)2   (59 )                         

        

𝐻که  × 𝑊   ابعاد تصویر و𝐶 ظرفیت واقعی جاسازی را 

 کنند. مشخص می

کل   زیان  تابع  تابع   𝐿𝒢 نگار نهاندرنهایت،  ترکیب  با 

تقابلی 𝐺𝐿𝒢 زیان 
1 ازدست  آنتروپیو  𝐺𝐿𝒢 دادن 

2 تعریف  

 .شودمی

 

𝐿𝒢 = 𝛼 × 𝐺𝐿𝒢
1 + 𝛽 × 𝐺𝐿𝒢

2    (60)                          

        

آن در  شده    𝛽 و 𝛼 که  تنظیم  پارامتر  که  دو  هستند 

بهمی تجربیتوانند  مقدار  𝛼 عنوان  = 𝛽 و 1 = 10−7  

 تنظیم شوند. 
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 CF-GAN  [64]معماری قالب  :(6 -شکل)

Figure 6: CF-GAN architecture [64] 
 

 تقابلیهای نمونه  های مبتنی برروش -7-2

نگاری یک  های تقابلی در نهاناز نظر تاریخی، ایده نمونه

با تقابلی  تکراری  رویکردهای  اولین  نیست.  جدید   ایده 

MOD [65] و ASO [66]   رویکردها این  اما  ارائه شدند؛ 

نمی استفاده  تقابلی  یادگیری  از  و  نبوده  یک  پویا  کنند. 

تقابلی، کنترل   پ کاربرد نمونه  است که    هایکسلتغییرات 

همگام ایده  تأثیر مشابه  آن  در  که  است  تغییرات  سازی 

پیکسل در  جاسازی  قرار متقابل  موردتوجه  مجاور  های 

پیکسلمی هزینه  فرض  این  با  و  بهگیرد  روزرسانی  ها 

همگاممی در  تغییر  شوند.  هزینه  تغییرات،  سازی 

اصلاح  پیکسل ثابت  عدد  یک  در  تقسیم  یا  ضرب  با  ها 

روش؛  شوندمی در  جهت   اما  و  مقدار  از  تقابلی  نمونه 

هزینه رسانی  بروز  برای  استفاده  گرادیان  در    .شودمیها 

چند راستا،  نهان  این  نمونهروش  بر  مبتنی  های  نگاری 

ارائه   استتقابلی  به  شده  ادامه  در  یک که  هر  اختصار 

 .شوندمعرفی می
 

 نگاری  نهان جاسازی تقابلی برای -1-2-7

  ADV-EMB (Adversarial Embedding) [58] در روش

نهان زیان  تابع  به گرادیان  کاو دسترسی دارد و فرستنده 

هزینه  بازگشتی  نقشه  گرادیان  به  توجه  با  را  ها 

نهاندستبه از  بهآمده  میکاو  جهت  روز  بنابراین،  کند؛ 

گرادیان   جهت  معکوس  اساس  بر  هزینه  مقدار  تغییر 

با   نقشه هزینه  بازی،  از شروع  قبل  مشخص خواهد شد. 

شود. در این روش، کمک یک روش سنتی مقداردهی می

بهپیکسل پوشانه  تصویر  به دو گروه  های  تصادفی  صورت 

شوند. جاسازی پیام نیز  مشترک و قابل تنظیم تقسیم می

می انجام  مرحله  دو  به  در  روش  این  هدف  شود. 

پیکسل  رساندنکمینه  تنظیمتعداد  قابل  برای  𝛽 های 

طور که در  کاو است. برای این منظور همان فریب نهان

نشان داده شده است، پس از مقداردهی اولیه (7)شکل  

 𝛽 بخشی از پیام محرمانه با استفاده   نخست، در مرحله

نهان روش  یک  در  از  سنتی  محتوای  با  سازگار  نگاری 

می جایگذاری  مشترک  تصویرگروه  تا  به    𝑍𝐶 شود 

سپس در مرحله    ؛تصویر پوشانه است( C دست آید )

در   تقابلی  جاسازی  طرح  کمک  با  پیام  باقیمانده  دوم، 

 𝑍 شود، بنابراین تصویرگروه قابل تنظیم جاسازی می

 شود.  تولید می

کاو  های قابل تنظیم در راستای فریب نهانپیکسل

کاو بر اساس  ای که نهانگونهشوند بههدف ویرایش می

تنظیمهزینه قابل  عناصر  جاسازی  ,𝑞+) های  −𝑞) 

به  بهدستتصویر حامل  را  پوشانه تشخیص  آمده  عنوان 

کاو را با موفقیت گمراه  نهان  𝑍 دهد. اگر تصویر حاصل

عنوان تصویر نهایی در نظر گرفته و بنابراین تکرار کند، به

می پیکسلمتوقف  تعداد  صورت،  این  غیر  در  های  شود. 

𝛽 قابل تنظیم = 𝛽 + Δ𝛽     افزایش داده و مراحل بالا  را

می نهانتکرار  از  کار  این  برای  بر  شود.  مبتنی  کاو 

بهره گرفته شده و از مقادیر گرادیان تابع   یادگیری عمیق

پیکسل  تغییرات  هدایت  برای  آن  قابل  زیان  گروه  های 

کاو  منظور تطبیق بهتر با نهانشود. بهتنظیم استفاده می

کاوها،  هدف و بهبود عملکرد امنیتی در مقابل دیگر نهان

می پیکسلتلاش  تعداد  به  شود  تنظیم  قابل   کمینه های 

 برسد.  

 های تقابلیبراساس نمونهنگاری نهان -2-2-7

تواند  شبکه عصبی در اصل یک تابع نگاشت است که می

سازی های مختلف هر تابعی را شبیهها و معماریبا مؤلفه

در     AENAdversarial ENhancing [59]روش  کند. 
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به نگاشت  :𝐹 صورت تابع  𝑅𝑚×𝑛 ⟶ {0,1}𝑘   معرفی

کانولوشنمی ورودی شبکه عصبی  ، یک   (CNN)1ی شود. 

𝑚 تصویر × 𝑛 بردار دسته با  ”one-hot” و خروجی یک 

ابعاد نهان 𝑘 تعداد  مسئله  در  سناریوی  است.  کاوی 

𝑘بندی دودویی است  دسته  = بنابراین خروجی شبکه     2

نهان پوشانهعصبی  احتمال  حاملکاو  و  است بودن  بودن 

با ترتیب  به  می 𝑝2 و 𝑝1  که  داده  شوند.  نشان 

 softmax لایه آخر یک شبکه عصبی لایه  طورمعمولبه

𝑝1 بنابراین ؛است = 1 − 𝑝2   . 

عنوان ورودی، تابع نگاشت شبکه  به 𝑋 با درنظرگرفتن

می بهعصبی  اندیس     𝐹1(𝑋) صورتتواند  که  شود  بیان 

بیان بنابراینیک  است؛  یک  دسته  احتمال  𝑝1 گر  =

𝐹1(𝑋)  ،𝑝2 = 1 − 𝐹1(𝑋)  در مرحله آموزش مدل شبکه .

,𝐽(𝑋 سازی تابع زیانعصبی، هدف بهینه 𝑦, 𝜃)     است که

اصلی  نشان برچسب  و  مدل  خروجی  بین  خطای  دهنده 

ورودی شکل   داده  است.  انتظار(  مورد    (8))خروجی 

دهد که در انتشار  انتشار را نشان میفرایند انتشار و پس

,𝐽(𝑋 جلوروبه 𝑦, 𝜃) پس در  ,𝑋𝐽(𝑋∇ انتشارو  𝑦, 𝜃)  

 شود.  محاسبه می

   
 ADV-EMB  [58] مدل  :(7 -شکل)

Figure 7: ADV-EMB model[58] 

 
 

1 Convolutional Neural Network 

 
نگاری مکانی تطبیقی بر اساس نهان  :(8 -شکل)

 [59]های تقابلی نمونه

Figure 8: Adaptive spatial steganography based on 

adversarial samples [59] 

 

 بندی اشتباه  برای فریب شبکه و دریافت پاسخ دسته 

𝑦̅تابع زیان ، 𝐽(𝑋, 𝑦̅, 𝜃)  فاصله ورودی تا 𝑦̅ گیری را اندازه

ازآنجاییمی مؤلفهکند.  تمام  خروجی که  در  ورودی  های 

 از مشتق تابع زیان  آمده مشارکت دارند، آشفتگیدستبه

∇𝑋𝐽(𝑋, 𝑦̅, 𝜃)    اینکه به  توجه  با  آمد.  خواهد  دست  به 

از علامت این    طورمعمولبه  ، استبسیار کوچک   𝑦̅ مقدار

 شود:  تابع برای تعیین آشفتگی استفاده می

𝜂 = 𝑠𝑖𝑔𝑛(∇𝑋𝐽(𝑋, 𝑦̅, 𝜃) (61                                )
                  

به  نگاشت  تابع  جایگزینی  زیان،  با  تابع  هزینه جای 

 :      شودمیها به صورت زیر ویرایش تغییر پیکسل

{
(𝜌𝑖𝑗

∗ )′ = 𝐴(𝐺𝑖𝑗) × 𝜌𝑖𝑗
∗ if ∗= 𝑠𝑖𝑔𝑛(𝐺𝑖𝑗)

(𝜌𝑖𝑗
∗ )′ = 𝜌𝑖𝑗

∗ if ∗≠ 𝑠𝑖𝑔𝑛(𝐺𝑖𝑗)
    (62 )     

        
∋∗ که    {+, −}  ،𝐺 = ∇𝑋𝐹1(𝑋)   و 𝐴(𝐺𝑖𝑗)  پارامتر یک 

اساس  مقیاس بر  که  است  0گذاری  < ‖𝐺𝑖𝑗‖ < به     1

 آید. دست می
 

و  نگاری  نهان  -3-2-7 تولید  براساس  تقابلی 

 انتخاب حامل

گیری  نگاری با بهرهیک روش جدید نهان  [ 60] در روش

نمونه ایده  ارائه  از  تقابلی  چارچوب .  شودمیهای 

پیش است:  مرحله  سه  شامل  شبکهپیشنهادی     آموزش 

کاو، تولید حامل و انتخاب حامل نهایی. هدف اغلب  نهان

نهانروش که  است  حامل  یک  تولید  موجود  کاو  های 

دهد.   فریب  را  روش  هدف  حامل،  تنوع  بهبود  برای 

کند و از بین  پیشنهادی ابتدا چند حامل کاندید ایجاد می

 (. 9)شکل  کندها حامل بهینه را انتخاب میآن 
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 [60]مدل تولید و انتخاب حامل   :(9  -شکل)

Figure 9: The Generation & Selection method [60] 
 

 

 
 ]68[یدرودج -مدل بازی سه عامله: (10 -شکل)

Figure 10: Three-player game model-Yedroudj [68] 

 

مرحله          مجموعه نخستدر  برای  پوشانه    ،   تصاویر 

𝒞𝑇  نگاری موجودیک روش نهان، با استفاده از   F  (HILL 

هزینه  ( UNIWARDو    متناظر   مجموعه،  𝜌0های  و 

 شود.  تولید می 𝑆𝑇تصاویر حامل  

𝑠0 = ℎ𝑒𝑚𝑏(𝑐, 𝑚, 𝜌0
+, 𝜌0

−) (63)                        

       

𝜌0که 
+ = 𝜌0

− = 𝜌0  .  سپس مجموعه تصاویر𝒞𝑇  و𝑆𝑇  

و   شده  تقسیم  اعتبارسنجی  و  آموزشی  مجموعه  دو  به 

 شود. آموزش داده می 𝑁𝑇کاو  نهان

𝑐برای هر تصویر پوشانه  در مرحله دوم،          ∈ 𝒞𝐴    که

𝒞𝐴 ∩ 𝒞𝑇 = اصلی  ،  ∅ هزینه  تابع  روش   𝜌0ابتدا  با 

 𝐺𝑐 سپس نقشه گرادیان   ؛ آید دست میه  ب  Fنگاری  نهان

یک   از  استفاده  زیر با  شرح  به  برگشتی  انتشار  الگوریتم 

 :شودمحاسبه می
 

   𝐺𝑐 = ∇𝑐𝐿(𝑐, 𝑡; 𝑁𝑇)  (64)                                    

       
 

𝐿(𝑐, 𝑡; 𝑁𝑇)  = −𝑡log (𝑁𝑇(𝑐)) − (1 − 𝑡)log (1 − 𝑁𝑇(𝑐))
 

(65)    
بیانگر حامل یا پوشانه بودن تصویر و    t که در آن پارامتر

 Lباینری متقاطع  آنتروپی  زیان  سپس،    1تابع  است. 
 ند: شونهای جاسازی به صورت زیر  اصلاح میهزینه

 

1 binary cross entropy  
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𝜌𝑘
+(𝑖, 𝑗) = {

𝜌0
+(𝑖, 𝑗) ∗ 𝛼,  if 𝐺𝑐(𝑖, 𝑗) > 0,

𝜌0
+(𝑖, 𝑗),  otherwise ,

    (66)              

𝜌𝑘
−(𝑖, 𝑗) = {

𝜌0
−(𝑖, 𝑗) ∗ 𝛼,  if 𝐺𝑐(𝑖, 𝑗) < 0,

𝜌0
−(𝑖, 𝑗),  otherwise ,

 (67)            

آن در  است α که  تقابلی  دامنه  دهنده  .  (α > 1)نشان 
از استفاده  با  کاندید  حامل  تصاویر  ساز شبیه  درنهایت، 

STC شوندتولید می: 
𝑠𝑘 = ℎ𝑒𝑚𝑏(𝑐, 𝑚, 𝜌𝑘

+, 𝜌𝑘
−), 0 ≤ 𝑘 ≤ 𝑁   (68)             

         
در مرحله آخر، حامل نهایی از بین کاندیدها انتخاب         

ها براساس  . در این راستا، ابتدا یک سری از حاملشودمی
فریب در  توانایی  انتخاب   𝑁𝑇کاو  نهان دادنمیزان 

 شوند. می
𝑍 = {𝑧 ∣ 𝑧 ∈ {𝑠0, 𝑠1, … , 𝑠𝑁}&𝑁𝑇(𝑧) < 0.5}   (69)     
        

هایی  برای انتخاب حامل بهینه از بین حاملسپس،        
توانسته  نهانکه  فاصله اند  دهند،  فریب  را  هدف  کاو 

,𝑟𝑖ها  حاملباقیمانده بین   𝑖 = 1,2, … , 𝑀   و پوشانه𝑟𝑐 
مجموعه از  استفاده  بالاگذر   با  تطبیقی   𝐻𝑐فیلترهای 

تفاوت  شودمیمحاسبه   باشد،  کمتر  فاصله  این  چه  هر   .
بیشتر  امنیت حامل  بنابراین  نیز کمتر و  آنها  آماری بین 

  خواهد بود. 

𝑠 = 𝑧𝑗 , 𝑗 = arg min𝑖=1,2,…,𝑀  ∥∥𝑟𝑖 − 𝑟𝑐∥∥1
  (70)         

 
  هعاملبازی سه های مبتنی بر روش  -7-3

شبکه  بین  آموزش  رقابتی،  بازی  این  نهاندر  نگار/ های 
 طرف یکگرایی بازیابی پیام ازکننده با هدف هماستخراج 
شبکه نهانو  نهانهای  تصویر  نگار/  یک  ایجاد  برای  کاو 

غیرقابل و  امن  بهحامل  دیگر  طرف  از  صورت  شناسایی 
گیرد. در ابتدای آموزش، مدل هنوز یاد  متناوب انجام می

پیام، تغییری مناسب در   برای جاسازی  نگرفته است که 
بنابراین تصاویر پوشانه و حامل    د؛کنتصویر پوشانه ایجاد  

نهان  شبکه  و  بود  خواهند  یکدیگر  نمیمشابه  تواند  کاو 
کننده  استخراج   . تصویر پوشانه و حامل را از هم تمیز دهد

زند. با ادامه آموزش، طور تصادفی پیام را حدس میبهنیز  
می سعی  نامحسوس مدل  حامل  تصویر  ایجاد  بین  کند 

نهان تعادل  برای فریب  پیام مخفی  استخراج دقیق  کاو و 
نیازمند   رویکرد  این  که  است  ذکر  به  لازم  کند.  برقرار 

   .تعداد تکرارهای زیادی برای رسیدن به تعادل است
 

با استفاده از بازی سه نگاری نهان -1-3-7

 بازیکنه 

راستا،   این  ]در  همکاران  و  ارائه   [68یدرودج  معماری 
نمودنکه    کردند لحاظ  بر  نویز    علاوه  با    حامل،قدرت 

شبکه بین  بهتر  استخراج، تعامل  و  جاسازی  های 

می بهبود  را  به  10)شکل   بخشدمحرمانگی  زیان  تابع   .)
 شود:صورت زیر محاسبه می

ℒ = 𝜆𝐴 ⋅ (𝑑𝑖𝑠𝑡(𝑥, 𝑦) − 𝛽) + 𝜆𝐵 ⋅ ℒ𝐵 − 𝜆𝐸 ⋅ ℒ𝐸  
 (71) 

𝑑𝑖𝑠𝑡(𝑥, 𝑦) = (∑𝑤
𝑖=1 ∑ℎ

𝑗=1 (|𝑛𝑖𝑗|)) /𝑤 ⋅ ℎ (72        )
                

,𝜆𝐴 که  𝜆𝐵, 𝜆𝐸 ∈ سازی به معنی گسسته  𝛽. پارمتر   [0,1]
که را  هایی از تصویر پوشانه  شبکه جاسازی، تعداد پیکسل

آن تغییر  به  مجاز  میفرستنده  کنترل  کند.  هاست 
𝑑𝑖𝑠𝑡(𝑥, 𝑦)   خطا مربع  میانگین  بین  (MSE) فاصله 

بازیابی  یرتصاو و  اصلی  میانگین     ℒ𝐵شده،  پوشانه  فاصله 
خطا بازیابی   (MSE) مربع  و  اصلی  پیام  و  بین  شده 

بین برچسب ورودی     cross-entropy فاصله ℒ𝐸 همچنین
 کند.  کاو را محاسبه میبینی نهانو پیش

 
 

مولد  نگاری  نهان  -2-3-7 از شبکه  استفاده  با 

 1سازگار با چرخهتقابلی 

باقیمانده    HCGAN[69]   مدل مولد  و شبکه    2از شبکه 
هره گرفته و بدین ترتیب موفق  سازگار با چرخه ب  تقابلی 

تصاویری تولید   شده  بیشتر  و محرمانگی  بهتر  کیفیت  با 
با  𝐶 یک تصویر پوشانه  سامانهدر این روش ورودی   .دکن

ℎ ابعاد × 𝑤 × 𝑐   (𝑐   )است کانال  پیام    شماره  یک  و 
ابعاد    𝑀 محرمانه 1   با  × 𝑙  ابعاد  است اندازه  به  پیام   .

تکرار اضافه    تصویر  پوشانه  تصویر  انتهای  به  شود،  میو 
بردار حاصل ℎ اندازه  × 𝑤 × (𝑐 + 𝑙) سپس   ؛خواهد بود

به بردار  نهاناین  شبکه  به  ورودی  داده  عنوان  نگار 
شبکه  می این  خروجی  با  شود.  که  است  تغییرات  نقشه 

پوشانه  اضافه به  حاملشدن  می   ′𝐶 تصویر  تولید    کند را 
کاو داده  های گیرنده و نهانعنوان ورودی به شبکه که به

تفاوت بین(11  ) شکل  شودمی  . C و C′ با کمک فاصله 

𝐿2 شود. گیرنده پیام مخفیمحاسبه می 𝑀′   را استخراج
استفاده  ′𝑀 و 𝑀 برای محاسبه تفاوت 𝐿2 کند. فاصلهمی
نهان  𝐿𝐼  و   (𝐿𝐻)شودمی است.  شبکه  معکوس  نگار 

ورودی نهان تصویر  برای  را  یا حامل  پوشانه  برچسب  کاو 
می زیان  مشخص  برای    Sigmoid cross entropyکند. 

 (.  𝐿𝐷1شود )استفاده می خطای این شبکه

𝐿𝐼(𝜃𝑠, 𝜃𝑖; 𝐶, 𝐶′) = 𝜆𝑑(𝐶, 𝐼(𝜃𝑖; 𝐶′)) + (1 −

𝜆)𝐿𝐷2
(𝜃𝑑2; 𝐶′′)    = 𝜆𝑑(𝐶, 𝐼(𝜃𝑖; 𝐶′)) − (1 −

𝜆)log (1 − 𝐷2(𝜃𝑑2; 𝐼(𝜃𝑖; 𝐶′)))                       (73 )     

           

(74)    

𝐿𝑆(𝜃𝑠; 𝐶, 𝑀) = 𝜆𝑠𝑑(𝐶, 𝐶′) + 𝜆ℎ𝐿𝐻 + 𝜆𝑖𝐿𝐼 +
                            𝜆𝑑1𝐿𝐷1

(𝜃𝑑1; 𝐶′)                                 

 

1 CycleGAN 
2 residual 
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,𝑑(𝐶 که در آن   𝐶′)   فاصله اقلیدسی بین تصاویر پوشانه
حام ,𝜃𝑠ل، و  𝜃𝑖 , 𝜃ℎ, 𝜃𝑑1   و 𝜃𝑑2  شبکهمولفه  و  های 

𝜆𝑠, 𝜆ℎ, 𝜆𝑖 , 𝜆𝑑1     داده نسبت  مؤلفه  هر  به  که  را  وزنی 
 کنند.  شود تعریف میمی
 

 
 HCGAN [69]: مدل (11 -شکل)

Figure 11: The HCGAN model [69 ] 
 

                           بحث و بررسی -8

روش  بررسی  به  بخش  معرفیاین  میهای  .  دپردازشده 

مجموعه  هایشآزما روی   BOSSbase ver1.01 دادهبر 

بیتی با ابعاد  هشتتصویر خاکستری    10000شامل   [70]

است.    512×    512 گرفته  شکل  انجام  چند    (12)در 

 شود.نمونه از این تصاویر مشاهده می

 
 نمونه تصاویر مجموعه داده   :(12 -شکل)

 BOSSbase ver1.01 [70] 

Figure 12: The samples of BOSSbase ver1.01 [70] 
 

 سنتی نگاری های نهانروش   -1-8
فرض و در  های مورد آزمایش با تنظیمات پیشهمه روش

کاوها با استفاده  اند. نهانسازی شدهمحدوده نظری شبیه

طبقه  فیشر و    1ECبند از  خطی  دو   (FLD)2تمایز  برای 

ویژگی که   maxSRMd2 [71]   و SRM [54] مجموعه 

انتخاب کانال  از  آگاه  و    SRMمجموعه  3نسخه  است 

وزنویژگی تخمینی  جاسازی  احتمالات  با  را  دهی  ها 

میکند می آموزش  ازاین،  امنیتی  بینند.  عملکرد  رو، 

 

1 Ensemble classifier 
2 Fisher Linear Discriminant 
3 Selection channel aware 

نهانروش خطای  های  حداقل  با    بندی طبقهنگاری 

 شود:  ارزیابی می

𝑃𝐸 = min (
𝑃𝐹𝐴+𝑃𝑀𝐷

2
) (75                                )

                    
آن  در  𝑃𝑀𝐷 و 𝑃𝐹𝐴 که  هشدار    احتمال  ترتیب  به 

نرخ   هستند.  نادرست  تشخیص  احتمال  و  کاذب 

نهان  میانگینتشخیص  خطای  نرخ  با  𝑃𝐸 کاوی  روی   

 شود وها ارزیابی مییک دسته تصادفی از مجموعه داده

𝑃𝐸 نهانبزرگ   روش  بیشتر  امنیت  معنای  به  نگاری  تر 

 .است
 

 شوندهنگاری جمعنهان  -1-1-8

خطای  1جدول   کل  احتمال  𝑃𝐸 میانگین  انحراف   و 

روش  برای  را  آن  نهاناستاندارد  تطبیقی  های  نگاری 

بخش  جمع  در  شده  معرفی  می  5شونده  دهد.  نشان 

نهان فعلی  ادبیات  نشان  بررسی  مکان  حوزه  در  کاوی 

روشمی که  نهاندهد  اخیر  هزینه های  بر  مبتنی  نگاری 

  MiPOD [31] و مبتنی بر مدل مانند   HILL [33]مانند

هر دو به سطح مشابهی از قابلیت تشخیص تجربی دست  

بامی آنحالینا  یابند.  عملکرد  است،  متفاوت   و  ها 

طریق  به  طورمعمولبه  هاینههز از  اکتشافی  صورت 

نهان توسط  شده  ارائه  دست  بازخورد  به  تجربی  کاو 

به    ؛ آیندمی با  تغییرات  بر مدل، نرخ  اما در روش مبتنی 

توزیع   KLواگرایی    رساندنکمینه  و  بین  پوشانه  های 

می محاسبه  دیگر،    شود.حامل  طرف  روشاز  های  در 

هزینه،   بر  نهانمبتنی  انحراف  نرخ  کاو  ضریب  اساس  بر 

ا خطی  روش  کهیدرحال  ست؛تغییر  بر  در  مبتنی  های 

 ضریب انحراف بر اساس نرخ تغییر درجه دوم است. مدل، 
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 ]31[شونده های مبتنی بر اعوجاج جمعروش 𝑷𝑬خطای تشخیص    :(1 -جدول)

Table 1: Detection error 𝑷𝑬  of methods based on additive distortion [31] 
 

Steganalyzer Method 
Payload (bpp) 

0.05 0.1 0.2 0.3 0.4 0.5 

SRM 

WOW .4572±.0026 .4026±.0028 .3210±.0038 .2553±.0028 .2060±.0022 .1683±.0023 

S -UNIWARD .4533±.0026 .4024±.0019 .3199±.0027 .2571±.0016 .2037±.0032 .1640±.0024 

HUGO -BD .4255±.0016 .3716±.0013 .2871±.0016 .2255±.0015 .1796±.0014 .1450±.0010 

HILL .4691±.0017 .4364±.0034 .3611±.0024 .2996±.0022 .2482±.0030 .2055±.0024 

MiPOD .4513±.0021 .4065±.0043 .3300±.0036 .2698±.0018 .2210±.0022 .1833±.0028 

MVG .3689±.0019 .2953±.0026 .2146±.0028 .1658±.0024 .1357±.0030 .1119±.0029 

maxSRMd2 

WOW .3539±.0024 .2997±.0023 .2339±.0041 .1886±.0036 .1543±.0036 .1306±.0021 

S –UNIWARD .4180±.0025 .3660±.0040 .2886±.0025 .2360±.0022 .1908±.0025 .1551±.0019 

HUGO –BD .3652±.0023 .3130±.0025 .2431±.0018 .2020±.0015 .1635±.0014 .1326±.0007 

HILL .4232±.0029 .3771±.0019 .3091±.0018 .2573±.0033 .2184±.0037 .1814±.0030 

MiPOD .4300±.0028 .3747±.0014 .3030±.0019 .2481±.0027 .2038±.0039 .1678±.0038 

MVG .2315±.0027 .1653±.0019 .1161±.0016 .0936±.0015 .0813±.0018 .0715±.0018 

 

 کاو  ضریب انحراف نهان -

می نهانفرض  که  تغییر شود  نرخ  از  γ  کاو  =

(γ1, … , γn) می بااستفاده  است  ممکن  که  π  کند  =

(π1, … , πn)   تحلیل تصویر منطبق باشد. هنگام تجزیه و
نهان هدف  بهینهپوشانه،  معیارهای کاو  از  برخی  سازی 

تصمیم جهت  خود  فرضیه  فرضیه  آزمون  دو  بین  گیری 
 :ساده زیر خواهد بود

-  ℋ0ء مورد بررسی یک پوشانه است: شی. 

-  ℋ1ء مورد بررسی یک حامل است: شی. 

نهان نگاشت  هدف  یک  شناسایی  :δ  کاو  Zn →

{H0, H1}گیری از ، با بهترین عملکرد ممکن است. با بهره
بهینه نیمنمعیار  هشدار -سازی  احتمال  برای  پیرسون، 

𝛼0مشخص  1کاذب  =  ℙ(𝛿(𝐱) = ℋ0|ℋ1)        به دنبال
احتمال  و  بهینه کرده  را  زیر  توان  تابع  است که  آزمونی 

 .تشخیص صحیح را به دست آورد
 ℙ(𝛿(𝐱) = ℋ1|ℋ1)                                        (76  )
       

نیمن درستنمایی  2پیرسون-لم  نسبت  را    3آزمون 
قوی به را عنوان  عملکرد  توان  حداکثر  که  آزمون  ترین 

می دست  به  کاذب  هشدار  احتمال  معرفی  برای  آورد 
درستمی نسبت  آزمون  روشکند.  از  یکی  های  نمایی 

و  فرضیه  یک  درستی  بین  که  است  آماری  فرض  آزمون 
می تصمیم  آن  آماری متمم  استقلال  فرض  با  گیرد. 

 ها: پیکسل
 

1 False-alarm probability 
2 Neyman-pearson lemma 
3 Likelihood Ratio Test (LRT) 

Λ(x) = ∑n
i=1 Λi = ∑n

i=1 log (
qγi

(xi)

p(xi)
) ≷

H1

H0

τ    (77)    
       

  درنتیجه  

 ϱ =
∑n

i=1 (EH1
[Λi]-EH0

[Λi])

√∑n
i=1 VarH0

[Λi]
=

√2 ∑n
i=1 ciπiγi

√∑n
i=1 ciγi

2 (78         )  

نهان   𝜚که   هدف  و  است  انحراف  ضریب  به  بیانگر  کاو  
درحالی است  انحراف  رساندن  نهانحداکثر  در  نگاری  که 

با در نظر گرفتن  انحراف به حداقل برسد.     شودمیتلاش  
  نگار نهانبین    4عنوان یک بازی مجموع صفر نگاری بهنهان
نرخکاونهانو   باید  فرستنده  تعادل،  حالت  در  های  ، 

را انتخاب کند که قابلیت تشخیص آماری را  πi تغییری  
به که  برساند  حداقل  انحراف به  ضریب  با  مستقیم  طور 

در    ، اجرای چنین آزمونیلازم به ذکر استمرتبط است.  
 هاییع از توز  دقیقیتخمین  اغلب  زیرا    ؛عمل آسان نیست

p(xi)   و q(xi)   نیست دسترس  نمایش    در  ابعاد  یا 
نظر   از  را  مسئله  این  که  است  بزرگ  خیلی  تصویر 

 .  کندیغیرممکن مدشوار یا محاسباتی  

کاوی به دو دسته آگاه و ناآگاه تقسیم  های نهانروش
نگار کاملاً  کاو ناآگاه نسبت به اقدامات نهانشوند. نهانمی

همه   اطلاعیب برای  را  تغییر  نرخ  درنتیجه  و  است 
میپیکسل نظر  در  ثابت  𝛾𝑖 گیردها  = 𝛾  که درحالی

نهاننهان از نرخ تغییرات مورد استفاده   πi نگارکاو آگاه 

𝛾𝑖برد مطلع است و از آن برای هدف خود بهره می = 𝜋𝑖 

نگاری  کاو آگاه بدترین سناریو را برای طراحی نهان . نهان
 .دهدمینشان 

 

4 zero-sum game 
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نهان  بهبرای  اعوجاج  تعریف  ناآگاه،  زیر  کاو  صورت 
 :  شودیساده م

ϱ =
√2 ∑n

i=1 ciπi

√∑n
i=1 ci

(97)                                     

این   به  توجه  میبا  است  ثابت  مخرج  را  که  آن  توان 
احتمالات   با  انحراف  ضریب  آن  در  که  گرفت  نادیده 

 صورت خطی در ارتباط است. جاسازی به

 ϱ ∝ ∑n
i=1 ciπi (80                                            )

                  
میهمان  مشاهده  که  با  طور  معادل  رابطه  این  شود 

است؛  هزینه  بر  مبتنی  رویکرد  در  اعوجاج  میانگین 
در رویکرد مبتنی بر هزینه فرض بر ناآگاه بودن   ،بنابراین

 .کاو استنهان

نهان برای  دیگر،  طرف  محتوای  از  از  که  آگاه  کاو 
بر   انحراف  ضریب  دارد،  اطلاع  تغییرات  نرخ  و  پوشانه 

 :شودمیاساس مربع احتمالات جاسازی تعریف 

 ϱ =
√2 ∑n

i=1 ciπi
2

√∑n
i=1 ciπi

2
= √2 ∑n

i=1 ciπi
2

(81                    )

                        
 ϱ2 ∝ ∑n

i=1 ciπi
2 (82                                          )

                   

مدل    بر  مبتنی  رویکرد  در  انحراف  ضریب  با  معادل  که 
نهاناست؛ بنابراین در این رویکرد فرض می کاو  شود که 
 .نگار آگاه استاز نرخ تغییرات استفاده شده توسط نهان

[ در  که  تجربی  نتایج  است،  72طبق  شده  بیان   ]
های مبتنی بر مدل انطباق کمتری با محتوا داشته روش

ایجاد تغییرات   به  را  بالا  با هزینه  و حتی گاهی تغییرات 
می  ینههزکم بیشتری  ترجیح  احتمال  با  درنتیجه  دهند 

روش  به  مناطق نسبت  در  را  پیام  هزینه،  بر  مبتنی  های 
می جاسازی  را هموار  تشخیص  قابلیت  بنابراین  کنند، 

نهانبه برابر  در  میویژه  افزایش  ناآگاه  دهد.  کاوهای 
های مهمی دارند زیرا  های مبتنی بر مدل محدودیتروش

قابل هزینهدانش  ازجمله  دقیق  توجهی  اعوجاج  های 
مدل   و  پوشانه(  نبودن  دسترس  در  باوجود  )حتی 

گیرند. اگر شرایطی  کاو در نظر میپوشانه را برای نهان
نهان اختیار  وجود داشته باشد که  را در  این دانش  کاو 

بر    ،داشته باشد تابع هدف رویکرد مبتنی  ممکن است 
( نکند5هزینه  حاصل  بهینه  نتیجه  معیار  زیرا    ؛( 

توزیعارزیابی ویژگی  و  ،  است  حامل  و  پوشانه  های 
کمینه نمی از  منفرد  تواند  تصاویر  در  اعوجاج  سازی 

شود صورت،حاصل  این  در  مدل    .  بر  مبتنی  رویکرد 
بود خواهد  در    ؛ مفید  دانش  این  اینکه  به  توجه  با  اما 

نهانعمل   بنابراینبرای  نیست،  در دسترس  برای   ،کاو 
نگاری مبتنی بر هزینه  های نهانکاربردهای عملی روش

 .شوندترجیح داده می
 

  سازی تغییرات جاسازیهمگام  -2-1-8

جدول   روش  (2)در  بر  عملکرد  مبتنی  های 
و   CMD  ،Synch، DeJoinسازی تغییرات مانند  همگام

AsymMF   ظرفیت مقایسه  برای  هم  با  مختلف  های 
منصفانه،  می مقایسه  یک  به  دستیابی  برای  گردند. 

HILL  روشبه همه  برای  اولیه  اعوجاج  ها  عنوان 
 استفاده شده است.  
این به  توجه  نهانبا  میکه  تنها  نرخ   نندتواکاوها 

جمع روش  یک  از  حاصل  دست تغییرات  به  را  شونده 
روش در  بنابراین  همگامآورند،  بر  مبتنی  سازی،  های 

ها  که هزینه  نخستتغییرات انجام گرفته در زیرتصویر  
روش توسط  آن  است   HILL در  شده    ، محاسبه 

پیکسلقابل تغییر  احتمال  و  هستند  در  شناسایی  ها 
تغییرات   به  وابستگی  دلیل  به  زیرتصاویر  سایر 
زیرتصاویر دیگر، ممکن است در فرآیند جاسازی بسیار  

 متفاوت باشد.  

 ]39[شونده با جاسازی نامتقارن های مبتنی بر اعوجاج غیرجمعروش  𝑷𝑬خطای تشخیص    :2جدول  

Table 2: Detection error 𝑷𝑬  based on non-additive distortion with asymmetric embedding [39] 

Steganalyzer Method 
Payload (bpp) 

0.1  0.2  0.3  0.4  0.5  

 
 

SRM 

 
 

Synch 0.4482 0.3825 0.3267 0.2846 0.2374 

DeJoin2 0.4508 0.3841 0.3358 0.2885 0.2496 

CMD 0.4572 0.3945 0.3483 0.2963 0.2577 

DeJoin4 0.4524 0.3875 0.3492 0.2987 0.2623 

AsymMF4 0.4685 0.4112 0.3646 0.3279 0.2847 

 

 

maxSRMd2 
 

 

Synch 0.3867 0.3313 0.2894 0.2546 0.2237 

DeJoin2 0.393 0.3392 0.2957 0.2576 0.2258 

CMD 0.4012 0.3473 0.3048 0.2672 0.2354 

DeJoin4 0.3943 0.3407 0.3073 0.2713 0.2381 

AsymMF4 0.4136 0.3581 0.3175 0.2844 0.2517 
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 Synch هایدر روش  هایکسلکه پ رو، با توجه به اینازاین 

ز DeJoin2 و دو  در  یرمجموعهبه  و   CMD ، DeJoin4و 

AsymMF4  ز چهار  م  یرمجموعهبه  ،  شوندیتقسیم 

نهان میبنابراین  از کاو  نیمی  تغییر  احتمال  تواند 

برایپیکسل را  تنها   DeJoin2 و Synch ها    چهارمیکو 

برایپیکسل را  بزند.  DeJoin4 و CMD ها  تخمین 

روشازاین  مشابهی   CMD و DeJoin4 هایرو،  عملکرد 

نتایج   و  روشداشته  دیگر  به  نسبت  دست  بهتری  به  ها 

روش    .آورندمی تابع  AsymMF4برای  تعریف  دلیل  به   ،

غیر جمع تصویر  اعوجاج  برای کل  تغییر  احتمال  شونده، 

این   نتایج  بهبود  باعث  امر  این  و  است  قابل تخمین  غیر 

 ها گردیده است. روش نسبت به بقیه روش 

همگام راستای  بر  در  جاسازی  تغییرات  اساس  سازی 

[ بر اساس  37] GMRF ها، مدلتعاملات متقابل پیکسل

طراحی   در  است.  شده  معرفی  مدل  بر  مبتنی  رویکرد 

نهانروش غیرجمع های  الگوریتم  نگاری  پیشین،  شونده 

متفاوت   تغییر  نرخ  که  دارد  نامتقارن  ماهیت  جاسازی 

پیکسل تغییراتبرای  در  می  1−/1+  ها  کند.  محاسبه 

گرفته   GMRF در  کهیدرحال نظر  در  متقارن  جاسازی 

ازاین  است.  بهمی   GMRF،روشده  اعوجاج تواند  عنوان 

 Synch و   CMD شونده مانندهای غیرجمعاولیه در روش

آن  عملکرد  بهبود  باعث  که  گیرد  قرار  استفاده  مورد 

 .خواهد شد

شود  مشخص می  (3)شده در جدول  طبق نتایج بیان

تواند توزیع آماری تصاویر حامل را  می   GMRF که مدل

برای  کند.  حفظ  قبولی  قابل  حد  تا  جاسازی  از  پس 

ویژگی برای   maxSRMd2  ،GMRF مجموعه 

کمظرفیت 𝛼) های  ≤ 0.2bpp)    نسبت بهتری  عملکرد 

های متوسط اما برای ظرفیت   ؛دهدنشان می MiPOD به

𝛼) تر استضعیف GMRF و بزرگ عملکرد ≥ 0.3bpp) .

 MiPOD نسبت به روش مستقل  GMRF بهبود عملکرد

 .شودعمدتاً در مناطق با بافت متوسط و کم دیده می

سازی تغییرات به دو دلیل باعث بهبود امنیت  همگام

اغلب  نخست.  شودمینگاری  نهان اینکه  به  توجه  با   ،

استخراج  کنندهبینیپیش برای  استفاده  مورد  های 

 کاوها، مانند مدل غنی فضاییدر نهان  فههای نوباقیمانده

(SRM)؛ کنند، از فیلترهایی با علائم متناوب استفاده می  

کمتر دچار اختلال  در جهات یکسان  رو، با تغییرات  ازاین 

ازآنجاییمی دوم،  جهتشوند.  به که  جاسازی  های 

انتخاب   کانال  دارد،  بستگی  جاسازی  دقیق  تغییرات 

نهاننقشه  ) دسترس  در  تغییر(  کهاحتمالات  نیست    کاو 

امر نهان  این  کارایی  کاهش  کانال    های کاوباعث  از  آگاه 

 .شودمی  maxSRMd2 مانند مجموعه ویژگی
 

  های جاسازیهزینه یهموارساز -3-1-8

]انجام  هایپژوهشطبق   در  هموارساز33شده    ی [، 

پایینهزینه فیلتر  یک  از  استفاده  با  جاسازی  گذر  های 

روش محرمانگی  بهبود  نهانباعث  میهای  شود.  نگاری 

اصل   عملیات    بیشینهطبق  اطلاعات،  تئوری  در  آنتروپی 

یکنواخت هزینه   یهموارساز به  منجر  تغییرترها   ات شدن 

در مناطق محلی و درنتیجه افزایش آنتروپی در مناطق با  

غنی   به.  شودمیبافت  امر  در  دلیل  این  تغییر  کاهش 

پوشان آماری  ارتقا  محرمانگی    ه، مشخصات  را  امنیت  و 

 بخشد.  می

 

 سازی تغییراتثیر همگامأو بررسی ت GMRFو  MiPODهای روش  𝑷𝑬خطای تشخیص    :(3 -جدول)

 ]37[های مبتنی بر مدل در روش 

Table 3: Detection error 𝐏𝐄 of  MiPOD and GMRF methods and evaluation of the effect of synchronizing 
 the embedding changes in model based methods [37] 

 

Steganalyzer Method 

Payload (bpp) 

0.05 0.1 0.2 0.3 0.4 0.5 

SRM 

MiPOD 0.4511±0.0030 0.4051±0.0041 0.3274±0.0026 0.2723±0.0041 0.2218±0.0019 0.1821±0.0023 

GMRF 0.4558±0.0024 0.4143±0.0036 0.3428±0.0038 0.2860±0.0043 0.2350±0.0035 0.1925±0.0028 

maxSRMd2 

MiPOD 0.4294±0.0037 0.3772±0.0028 0.3037±0.0028 0.2498±0.0034 0.2053±0.0028 0.1683±0.0037 

GMRF 0.4361±0.0031 0.3830±0.0020 0.3078±0.0036 0.2467±0.0035 0.1949±0.0041 0.1595±0.0033 
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 ]39[ ها()بررسی تاثیر هموارسازی هزینه SymMFو  HILL ، MiPOD  ،GMRFهای روش 𝑷𝑬خطای تشخیص    :(4 -جدول) 

Table 4: Detection error 𝐏𝐄 of HILL, MiPOD, GMRF and SymMF methods (Investigating the effect of costs smoothing) [39] 

 

 

جدول       روش  ( 4)در    SymMFو   HILL هایعملکرد 

تعیین هزینه  برای  از هموارسازی  بهره گرفتهکه  با  اند  ها 

گذر  که با یک فیلتر پایین   MiPOD و   GMRFیهاروش

طور که گیرد. همانمقایسه قرار میاند، مورد  ترکیب شده

برای است،  مشخص  نتایج  فیلتر   SRM  ،GMRF   از  با 

بهپایین نسبت  و GMRF گذر  فیلتر   MiPOD بدون 

دارد بهتری  پایین  ؛عملکرد  کمی  آن  عملکرد  ازاما   تر 

HILL   عملکرد شکاف  ظرفیت،  افزایش  با  است. 

،  SymMFدر روش  شود.  کمتر می HILL و   GMRFبین

پیکسل بین  کمکها  تعاملات  است   MRF  با  شده  مدل 

را فراهم  مختلف بین متغیرها    ارتباطات امکان تعریف  که  

روش میدان متوسط، در    گیری ازسپس، با بهره  ؛ سازدمی

هموار   قالب تطبیقیفیلتر  هزینهکننده  یک ،  تغییر  های 

پایه مانند   نتایج  شودمیرسانی  روزبه  HILLروش  . طبق 

در شده  داده  کاهش  4جدول    نشان  باعث  امر  این   ،

تغییرات آماری حاصل از جاسازی پیام در پوشانه گردیده  

می افزایش  را  امنیت  عملیات  به دهد.و  خلاصه،  طور 

مقاومت به هموارسازی  برابررا،  در    های کاونهان  ویژه 

 دهد. ، افزایش میmaxSRMd2 مانند  آگاه از کانال 

 

 اطلاعات جانبی  استفاده از -8-1-4
جانبینهان        اطلاعات  با  تغییر   نگاری  عموماً 

آنمؤلفه  کردن  گرد  خطای  که  پوشانه  از  ها  هایی 

به    چنین   زیرا  دهدمی  ترجیح   را  است  ±  2/1نزدیک 

.  هستند  ترحساس   کوچک   اغتشاشات  به  عناصری

گرد  به غیر  مقدار  با  پوشانه  مؤلفه  یک  مثال،  عنوان 

به    57/2 با یک  گرد می  3که  شود، در حین جاسازی 

به   کم  مؤلفه   کهیدرحال  شودمیاصلاح    2هزینه  تغییر 

مقدار   با  بزرگ  4به    3پوشانه  نسبتاً  به   یترهزینه  را 

 .همراه دارد

 

 

 

 ]43[سازی تغییرات ناشی از جاسازی و استفاده از اطلاعات جانبی بررسی تاثیر ترکیب دو رویکرد همگام  :5جدول 

Table 5: Evaluation of the effect of synchronizing the embedding changes and using the sided information [43] 

Steganalyzer Method 
Payload (bpp) 

0.05 0.1 0.2 0.3 0.4 0.5 

SRM 

HiLL 0.4704±0.0024 0.4330±0.0029 0.3582±0.0026 0.2975±0.0055 0.2450±0.0025 0.2018±0.0027 

MIPOD 0.4549±0.0034 0.4139±0.0031 0.3417±0.0031 0.2811±0.0048 0.2362±0.0039 0.1910±0.0020 

GMRF 0.4581±0.0027 0.4210±0.0042 0.3530±0.0031 0.2948±0.0020 0.2444±0.0033 0.2005±0.0023 

SymMF 0.4623±0.0041 0.4412±0.0035 0.3746±0.0031 0.3136±0.0042 0.2683±0.0025 0.2178±0.0029 

maxSRMd2 

HiLL 0.4237±0.0019 0.3732±0.0045 0.3094±0.0029 0.2590±0.0029 0.2169±0.0018 0.1789±0.0033 

MiPOD 0.4416±0.0030 0.3902±0.0028 0.3231±0.0036 0.2684±0.0026 0.2212±0.0023 0.1846±0.0029 

GMRF 0.4445±0.0020 0.3958±0.0032 0.3240±0.0020 0.2684±0.0035 0.2201±0.0038 0.1780±0.0024 

SymMF 0.4722±0.0027 0.3881±0.0029 0.3207±0.0036 0.2714±0.0018 0.2349±0.0043 0.2052±0.0024 

Steganalyzer Method 
Payload (bpp) 

0.1 0.2 0.3 0.4 0.5 

 

 

 

SRM 

 

 

HILL 0.4356±0.0022 0.3678±0.0036 0.3063±0.0031 0.2552±0.0026 0.2115±0.0019 

CMD-HILL 0.4548±0.0021 0.4001±0.0032 0.3498±0.0023 0.3015±0.0034 0.2631±0.0027 

SI-HILL 0.4747±0.0012 0.4351±0.0025 0.3893±0.0019 0.3338±0.0034 0.2833±0.0018 

nmSI-HILL 0.4742±0.0012 0.4426±0.0022 0.4075±0.0024 0.3673±0.0027 0.3263±0.0026 

MiPOD 0.4206±0.0021 0.3510±0.0021 0.2948±0.0033 0.2640±0.0033 0.2061±0.0013 
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بهاست  گفتنی       جانبی  گرد  اطلاعات  خطاهای  جز 
می روشکردن  از  آید.  های  تواند  دست  به  نیز  دیگری 

که فرستنده به چندین نوردهی از عنوان مثال، هنگامیبه
باشد می داشته  آن یک صحنه دسترسی  از  برای  تواند  ها 

مؤلفه  برای  جاسازی  تغییرات  جهت  پوشانه  تخمین  های 
بیشتر مستعد نویزهای کوچک هستند استفاده نماید   که

عنوان نویز  تواند تغییرات جاسازی را به و بنابراین بهتر می
 اکتسابی تقلید کنند.  

جدول        )  5در  جانبی  اطلاعات  از  استفاده  (،  SIتاثیر 
تغییرات  خوشه  روش   (CMD)بندی  دو  این  ترکیب  و 

(nmSI)   روش روی  مانند  بر  هزینه  بر  مبتنی  پایه  های 
HILL    و مبتنی بر مدل مانندMiPOD    مورد بررسی قرار

همان است.  است، گرفته  مشخص  نتایج  از  که  طور 
به جانبی  اطلاعات  از  ایناستفاده  اطلاعاتدلیل  این   که 

  تا حد تواند امنیت را  فقط در دسترس فرستنده است، می
بخشد. بهبود  تعاملات    زیادی  نمودن  لحاظ  با  همچنین، 

بندی تغییرات نتایج بهتری نسبت  خوشهها و  بین پیکسل
روش خوشهبه  از  فقط  که  یا  هایی  و  تغییرات  بندی 

 .  شودمیاند، حاصل اطلاعات جانبی استفاده کرده
 

روش  -5-1-8 به تبدیل  هزینه  بر  مبتنی  های 

  مدل

توسعه توابع اعوجاج کمتر اکتشافی یک حوزه مهم برای  
]نهان  تحقیقات در  راستا،  این  در  است.  [  68،69نگاری 

تبدیل روش بر هزینه به مدل بررسی  امکان  های مبتنی 
می نشان  نتایج  و  ظرفیت شده  یک  ازای  به  که  دهد 

ها با نرخ تغییر حاصل مشخص، نرخ تغییر ناشی از هزینه
مدل برخی  است.  از  منطبق  ساده  ها  نسبتاً  معیار  این 

قابل پیشرفت  بهگاهی  امنیت  در  برای توجهی  خصوص 
دارد.  نهان همراه  به  آگاه  روشکاو  برای  دیگر،  بیان    به 

تخمین   برای  روشی  و  آماری  مدل  یک  هزینه  بر  مبتنی 
 مدل و اطلاعات فیشر آن وجود دارد.

گاوسی     HILL الگوریتم[  73]  در مدل  یک  با 
نسخه   شودمیسازی  پیاده اساساً  ازکه  با   MiPOD ای 

ها  گر واریانس متفاوت است. در این روش، هزینهتخمین 
محلی  به استاندارد  انحراف  متقابل  برآوردهای  عنوان 

می روشتفسیر  بههزینه HILL شوند.  را  صورت ها 
. با  کندیاکتشافی با استفاده از یک سری فیلتر محاسبه م

ها  گذر دوم برای سادگی، هزینهنادیده گرفتن فیلتر پایین
به را می باقیماندهتوان    عنوان میانگین متقابل قدر مطلق 

KB  ،𝜌𝑖 ≃ 1/𝐸[|𝑅𝑖|]   مطلق انحراف  میانگین  ب 1یا    ا و 
در نظر گرفت. برای طیف   KB فرض صفر بودن باقیمانده

توزیع  از  ثابت  وسیعی  فرض  با  مطلق  قدر  میانگین  ها، 
متناسب   استاندارد  انحراف  با  دیگر،  پارامترهای  بودن 

𝐸[𝑋] است   ∝ 𝜎𝑖 به متقابل  هزینه  بنابراین،  صورت  ؛ 
1

𝜌𝑖

≃ 𝐸[|𝑅𝑖|] ∝ 𝜎𝑖  شود.  بیان می 

باقیمانده گاوسی محلی، نسخه متفاوتی   با یک مدل 
تخمین MiPOD از بربا  مبتنی  واریانس   HILL گر 

(𝜎𝑖
2 =

𝜋

2𝜌𝑖
 هایاین نسخه واریانس محلی را از هزینه  (.  2

HILL ویژه  آورد که منجر به بهبود امنیت، به به دست می
نهان آگاه  برای    هاییتبرای ظرف  کهیدرحال   ؛ شودمیکاو 

 ،(. همچنین6شود )جدول  یکمتر بهبود بیشتری دیده م
هز از  واریانس   HILL هایینه استفاده  تخمین  ز ا  برای 

باقیمانده  کلی  توزیع  حفظ  تخمین  نظر  به  گر نسبت 
 بهتر است.  MiPOD واریانس اصلی در

 

 نگاری مبتنی بر یادگیری تقابلی  نهان -2-8

بررسی روش به  این بخش  نهاندر  بر  های  مبتنی  نگاری 
به    و محرمانگی   . امنیتشودپرداخته مییادگیری عمیق  

نهان تصاویر  بودن  تشخیص  غیرقابل  در  معنای  نگاری 

 

1 Mean Absolute Deviation 

 

 
CMD-MIPOD 0.4419±0.0026 0.3912±0.0022 0.3439±0.0030 0.2985±0.0025 0.2590±0.0025 

SI-MIPOD 0.4578±0.0023 0.4139±0.0031 0.3672±0.0028 0.3181±0.0029 0.2725±0.0033 

nmSI-MIPOD 0.4611±0.0017 0.4242±0.0015 0.3897±0.0022 0.3543±0.0033 0.3109±0.0025 

 

 

 

maxSRMd2 

 

 

 

 

HILL 0.3863±0.0014 0.3188±0.0030 0.2703±0.0030 0.2264±0.0015 0.1887±0.0023 

CMD-HILL 0.4125±0.0030 0.3568±0.0030 0.3142±0.0030 0.2681±0.0016 0.2413±0.0025 

SI-HILL 0.4832±0.0031 0.4336±0.0019 0.3740±0.0020 0.3191±0.0022 0.2669±0.0035 

nmSI-HILL 0.4818±0.0020 0.4442±0.0033 0.3983±0.0032 0.3509±0.0029 0.3096±0.0026 

MiPOD 0.4002±0.0018 0.3331±0.0019 0.2750±0.0026 0.2313±0.0017 0.1926±0.0016 

CMD-MIPOD 0.4249±0.0023 0.3669±0.0016 0.3233±0.0030 0.2793±0.0020 0.2425±0.0023 

SI-MIPOD 0.4805±0.0021 0.4344±0.0024 0.3743±0.0017 0.3192±0.0023 0.2680±0.0030 

nmSI-MIPOD 0.4806±0.0022 0.4463±0.0034 0.3952±0.0023 0.3527±0.0026 0.3048±0.0026 
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کاوی برای های نهانکاوی است. روشبرابر ابزارهای نهان 
ویژگی تصاویر،  آماری  خصوصیات  به  ارزیابی  مقاوم  های 

 کنند.  تغییرات جاسازی را استخراج می
رویکرد        در  ویژگی  انتخاب  اهمیت  به  توجه  با 
بهنهان محققان  شبکه   یتازگکاوی،  عصبی  از  های 

ویژگی   (CNN) کانولوشنی استخراج  مناسب  جهت  های 
نگاری مبتنی  های نهانرو، اغلب روشبرند. ازاینسود می

نهان این  توسط  عمیق  یادگیری  ارزیابی  بر  مورد  کاوها 

می استقرار  ذکر  به  لازم  دلیل    ،گیرند.  به 
زمان،   GPU محاسبات  هایمحدودیت اغلب  و  در 

یادگیری عمیق،   بر  مبتنی  از راهکارهای  اندازه تصاویر 
و    256×    256به    512×    512 یافته  کاهش 
جدید    های یشآزما ابعاد  با  تصاویر  روی  بر  بخش  این 

 .شودمیانجام 
 

 
 

 

 ]73[اصلی MiPOD و روش  HILLبا واریانس بدست آمده از روش MiPODروش   𝑷𝑬خطای تشخیص   :6جدول 

Table 6: Detection error 𝐏𝐄 for MiPOD with HILL-based variance estimator and the original MiPOD estimator  [73] 

 

Method Steganalyzer 

Payload (bpp) 

0.1 0.2 0.3 0.4 

HILL -inspired maxSRMd2 0.3937 0.3206 0.2678 0.2213 

MiPOD maxSRMd2 0.3800 0.3101 0.2552 0.2142 

HILL -inspired 

SRNet 0.3390 0.2470 0.1870 0.1545 

SCA -SRNet 0.3575 0.2354 0.1826 0.1420 

MiPOD 

SRNet 0.3213 0.2222 0.1553 0.1146 

SCA -SRNet 0.2952 0.1961 0.1384 0.1106 

 

 
 

   تخمین ماتریس ویرایش -1-2-8

و   UT-GAN، ASDL-GAN هایروش  7در جدول  
CF-GAN    اساس بر  را  ویرایش  احتمال  ماتریس  که 

های سنتی مقایسه کنند با روشمحاسبه می GAN شبکه
 UT-GAN دهد که روشمیشود. نتایج تجربی نشان  می

به را  امنیتی  برابر  عملکرد  در  چشمگیری  های  روش طور 
بخشد.  بهبود می   ASDL-GANسنتی و همچنین روش  

کاو مبتنی  در برابر نهان  دلیل آن این است که شبکه مولد 
است CNN بر دیده  روش    .آموزش  دیگر،  -CFاز طرف 

GAN    شبکه به  متقاطع  بازخورد  کانال  کردن  اضافه  با 
های شبکه شده و این باعث انتقال بهتر اطلاعات بین لایه

 بخشد. امر عملکرد روش را بهبود می
 

 های تقابلیهای مبتنی بر نمونه روش -2-2-8

روش نمونهدر  بر  مبتنی  هزینه  های  تقابلی،  های 
توسط   منتشرشده  گرادیان  سیگنال  به  توجه  با  تغییرات 

شود. در این راستا، جهت تغییر با  روز میکاو هدف بهنهان
هم گرادیان  جهت  روششودمیراستا  معکوس   . ADV-

EMB [58]  بهترین یافتن  برای  روش جستجو  یک  از 
می استفاده  تغییر  بهالگوی  الگوی  طوری کند  که 

کاو  آمده بهترین عملکرد امنیتی را در برابر نهاندستبه
تنظیم  با  فرآیند تخصیص هزینه  این روش،  در  داراست. 

هزینه از  بخشی  به  نامتقارن  توجه  با  جاسازی  های 
نهان  گرادیان از  میحاصل  انجام  هدف  برای کاو  گیرد. 

سعی   غیرضروری،  تغییرات  از  تعداد    دشومیجلوگیری 
هزینه با  برسد عناصر  حداقل  به  تنظیم  قابل  روش  های   .

برای گسترش تنوع حامل، ابتدا چند حامل کاندید  ،  [60]
آن بین  از  و  انتخاب میایجاد  را  بهینه  در    کند.ها حامل 

تنها  های تقابلی دیگر، نه، برخلاف روشAEN [59] روش 
از علامت سیگنال گرادیان بلکه از مقدار سیگنال گرادیان  

استفادهبرای اصلاح هزینه نیز   که    شودمی  های جاسازی 
نهان عملکرد  بهبود  .  (8)  جدول  شودمینگاری  باعث 

های  های مبتنی بر نمونهدهد که روشتحقیقات نشان می
نگاری مبتنی  های نهانتوانند برای بهبود روشتقابلی می
   HILL و  S-UNIWARD   سازی اعوجاج مانندبر کمینه
 .دمؤثر باشن
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 ]S-UNIWARD ]52 و HILLهای تقابلی برای دو روش بررسی تاثیر الهام از نمونه  :(8 -جدول)

Table 8: Evaluation of the effect of using adversarial examples for both HILL and S-UNIWARD methods [52] 
 

 

 

 

 

 

 

 

 

 های مبتنی بر بازی سه عامله روش  -8-2-3

شد همه بر طراحی تابع  هایی که تاکنون بحث  روش

روش   یک  به  را  پیام  جاسازی  و  بوده  متمرکز  اعوجاج 

  طورمعمول بهسپارند که  می   STC کدگذاری مؤثر مانند

کم استفاده    (LSB) بیت  ینترارزش از  جاسازی  برای 

امنیت  می برای  قوانین جاسازی  اهمیت  به  توجه  با  کند. 

تازگی  نگاری،  نهان بر  چارچوب به  مبتنی  یکپارچه  های 

عمیق   یادگیری  اساس  بر  رقابتی  قرار بازی  توجه  مورد 

ایناندگرفته با  روش.  عاملههای  که  سه  بازی  بر    مبتنی 

  نگاریموجود نهانهای  هنوز از لحاظ محرمانگی از روش

اند اما این رویکرد پتانسیل پیشرفت داشته پیشی نگرفته

 .کندو راه را برای تحقیقات بیشتر هموار می

 

                   مسیرهای آینده -9
  امن نگاری  نتایج نظری قدرتمندتر لزوماً منجر به نهان -1

نم اجرا  هستند  شودیقابل  کلی  نظری  نتایج  اگرچه   .

محدود آن  هاییتاما  دارند.  دانش  مهمی  ها 

هزقابل ازجمله  مدل    هایینهتوجهی  و  دقیق  اعوجاج 

  برایپوشانه را حتی باوجود در اختیار نداشتن پوشانه، 

نظر  آشکارساز   یافتن    کهیدرحال  گیرندیمدر 

دقیق    هایینههز پارامترهای  دانستن  نیازمند  واقعی 

یکسان   به  نیاز  دیگر  محدودیت  است.  پوشانه  مدل 

آن   در  که  است  فضایی  با  تشخیص  فضای  بودن 

می محاسبه  نسبت  اعوجاج  آزمون  بودن  بهینه  شود، 

باید همگرا    یتنها  دهد که این دو دراحتمال نشان می

هز از  اطلاع  عدم  دلیل  به  بنابراین    هایینه شوند؛ 

،  حالینواقعی، نتایج نظری در خلأ درست هستند. باا

  تواند یها که مممکن است برآوردهای خوبی از هزینه

از منبع پوشانه حاصل   شود، برای  از یادگیری تجربی 

در تحقیقات    تواندییک تعادل تقریباً کافی باشد که م 

نتایج   انطباق  همچنین  گیرد.  قرار  موردتوجه  آینده 

نظری با موقعیت عملی که در آن یک تغییر جاسازی  

م  تأثیر  ویژگی  چندین  اهمیت  گذاردیبر  از   ،

اماییژهو تحقیق  مسیر  یک  و  است    یدبخش برخوردار 

 .شودمیبرای بهبود امنیت محسوب 

نهانروش -2 از های  که  هزینه  بر  مبتنی  نگاری 

  کنند، مانند اطلاعات جانبی در فرستنده استفاده نمی

HILL  با یکسانی  تجربی  امنیت  سطح  تقریباً   ،

مانند  روش مدل  بر  مبتنی  نشان    MiPODهای 

باامی آنحالیندهند.  هستند،  ،  متفاوت  بسیار  ها 

حداقل    یهاروش به  را  هدف  تابع  هزینه  بر  مبتنی 

درحال  رسانندیم است  خطی  تغییر  نرخ  در    کهیکه 

حداقل   یهاروش به  را  انحراف  مدل  بر  مبتنی 

که در نرخ تغییر درجه دوم است. از طرف    رساند یم

نهان جاسازی دیگر،  به  منجر  هزینه  بر  مبتنی  نگاری 

تطبیقی«   حد  از  اجازه    شود می»بیش  دشمن  به  و 

از  می استفاده  با  را  خود  تشخیص  دقت  تا  دهد 

بهبود بخشد انتخاب  کانال  توسعه ازاین   .اطلاعات  رو، 

برای  مهم  حوزه  یک  اکتشافی  کمتر  اعوجاج  توابع 

   .نگاری خواهد بودتحقیقات آینده در نهان

های مبتنی بر اعوجاج، احتمال تغییر  روش   بیشتر -3

میپیکسل فرض  مستقل  را  پوشانه  در    کنندهای 

گرفتنحالی نظر  در  تغییرات  که  بین  متقابل  و   اثر 

همسایگی   یک  در  تغییر  احتمالات  بین  همبستگی 

کاو  شناسایی توسط نهاناز تولید الگوهای قابل  محلی،

می بهبود  را  محرمانگی  و  کرده  اما جلوگیری    بخشد؛ 

روش  در  اکثر  شدند  معرفی  راستا  این  در  که  هایی 

قرار میدسته روش نامتقارن  که  های جاسازی  گیرند 

توانند حداکثر  به دلیل پیروی از آنتروپی شرطی نمی

کنند  جاسازی  را  ازاینپیام  با  .  که  روشی  ارائه  رو، 

بهره مجاور، وجود  تغییرات  بین  تعاملات  از  گیری 

تواند برای  جاسازی را به صورت متقارن انجام دهد می

 آینده مورد توجه قرار گیرد.  هایپژوهش

 

Steganalyzer Method 

Payload (bpp) 

0.05 0.1 0.2 0.3 0.4 

 
 

SRM 
 

S-UNIWARD 0.45 0.42 0.32 0.25 0.195 

AEN-SUNIWARD 0.451 0.42 0.325 0.251 0.2 

HILL 0.47 0.43 0.355 0.28 0.225 

AEN-HILL 0.471 0.43 0.36 0.29 0.226 
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 های مورد مطالعه مرور روش  :(9 -جدول)

Table 9: Review the steganographic methods 

 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
3.

14
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                            37 / 42

http://dx.doi.org/10.61186/jsdp.20.3.141
https://jsdp.rcisp.ac.ir/article-1-1302-fa.html


 
 57پیاپی  3شمارة  1402سال 

178 

 

 

توسعه توابع    در  توانندیآماری م  یهاهمچنین روش  -4
حوزه برای  که مانند    یی هااعوجاج  ویدئو  و  صوت 

 . شوند، استفاده اندگرفتهکمتر  مورد بررسی قرار 

حساسیت    های عمیق وبا توجه به پیشرفت شبکه  -5
از ها به اغتشاشات کوچک تقابلی، میاین شبکه  توان 

گرفت   بهره  پیام  جاسازی  برای  تقابلی  یادگیری 
ممکن  طوری به حد  تا  پوشانه  آماری  مشخصات  که 

روش  اگرچه  شود.  یادگیری  حفظ  بر  مبتنی  های 
از لحاظ قابلیت تشخیص و محرمانگی   عمیق تاکنون 

نهان مقابل  روشدر  از  پیشی  کاوها،  سنتی  های 
تصادفی    ،اندنگرفته پارامترهای  وجود  دلیل  به  اما 

کرده حاصل  قبولی  قابل  به نتایج  توجه  با  اند. 

مدل،   آموزش  در  پارامترها  تصادفی  اولیه  مقداردهی 
آموزش قبل  از  مدل  نهان  یده دنداشتن  را  دقت  کاوی 
رو، این رویکرد  دهد، ازاین کاهش و امنیت را بهبود می

دار را  پیشرفت  آینده،    هایپژوهشدر  .  دپتانسیل 
فرستنده و گیرنده   سازی بیشترتوان امکان همگاممی

همچنین   قرار و  بررسی  مورد  را  مهاجم  و  فرستنده 
توان تعریف تابع زیان را توسعه داد  همچنین می داد.

شبکه  به  راهکه  یک  به  تا  کند  کمک  بهتر  ها  حل 
   همگرا شوند.

نگاری انتقال امن و محرمانه پیام  صلی نهانهدف ا -6
به توسط گیرنده  گونه است،  پیام  بازیابی کامل  ای که 

که به دلیل ماهیت نایقینی  حالیدر  ؛شود.تضمین می
های عصبی، استخراج دقیق پیام همراه با حفظ شبکه 

های  کیفیت و محرمانگی تصویر حامل، یکی از چالش
نهانروش یادگیری   یکپارچه  نگاریهای  بر  مبتنی 

توان از عمیق است. برای کنار آمدن با این مشکل، می
پیش در  خطا  تصحیح  کدهای  پیام  مزایای  پردازش 

طور د.  استفاده از کدهای تصحیح خطا به کراستفاده  
 بخشد.  توجهی دقت پیام را بهبود میقابل

 
 

                             گیرینتیجه  -10

نگاری  های نهاندر این مقاله به بررسی مفهوم و ویژگی
یافتن بستر مناسب  و سپس با تمرکز بر  ه  تصویر پرداخت 

پیام جاسازی  روشبرای  بر  ،  مبتنی  سنتی  های 
های مبتنی بر یادگیری عمیق معرفی  سازی و روشبهینه 

 کارهای سنتی برایراه. در این راستا، ابتدا ( 9)جدول  شد
هدف   با  بهینه  جاسازی  احتمال  نقشه  به  محاسبه 

مورد    رساندنکمینه  پیام  جاسازی  از  ناشی  اعوجاج 

سازی اعوجاج، دو رویکرد بررسی قرار گرفت. برای کمینه 
در  که  شد  معرفی  هزینه  بر  مبتنی  و  مدل  بر  مبتنی 

و   نخسترویکرد   تعریف  پوشانه  برای  آماری  مدل  یک 

می تلاش  مدل  سپس  این  پیام  جاسازی  فرایند  در  شود 
که در رویکرد مبتنی بر هزینه هدف  ، درحالیشودحفظ  

هزینه  رساندنکمینهبه   مجموع  از  حاصل  های  اعوجاج 
به است.دستاکتشافی  پوشانه  از  آن،  ؛  آمده  از  به  پس 

نهان پرداخت بررسی  عمیق  یادگیری  بر  مبتنی  ه  نگاری 
شود  . این رویکرد بر اساس یادگیری تقابلی تعریف میشد

از   نهان  رابطهکه  بین  نهانرقابتی  و  بهبود  نگار  برای  کاو 
کار متفاوت در این  سه راهگیرد. عملکرد جاسازی بهره می

کار تخمین نقشه احتمال جاسازی با  حوزه معرفی شد. راه

برای یادگیری    GANاستفاده از یادگیری تقابلی از شبکه  
می بهره  بهینه  احتمال  نقشه  بهیک  که  دلیل گیرد 

کاو در یادگیری، باعث بهبود  استفاده از نتایج شبکه نهان
کاری دیگر، از مفهوم  در راه  .شودمیمحرمانگی و امنیت  

دست آمده از  ههای بهای تقابلی برای اصلاح هزینه نمونه 
شود که این نیز باعث بهبود های سنتی استفاده میروش

نهان راهشودمینگار  عملکرد  کار سوم، یک چارچوب . در 
)نهان عامله  بازی سه  بر  مبتنی  نهانیکپارچه  و  نگار،  کاو 

ارائه می تازگی مورد توجه  گیرنده(  به  -پژوهششود که 

 بسیاری قرار گرفته است.  گران
روش است که  این  بر  واقعی فرض  های  در سناریوی 

نهاننهان الگوریتم  به  نگاری مورد بررسی، معماری  کاوی 
ابرپارامترها و مجموعه تصاویر دسترسی دارند  اما    ؛مدل، 

لزوماً به پارامترهای دقیق مدل دسترسی ندارند. با توجه 
مدل،   آموزش  در  پارامترها  تصادفی  اولیه  مقداردهی  به 

آموزش قبل  از  مدل  کاهش دنداشتن  باعث  دقت    یده 
روششودمیکاوی  نهان محرمانگی  ویژگی  این  های  . 

رو، در  ازاینبخشد.  را بهبود می  تقابلیمبتنی بر یادگیری  
توجه   حاضر  رویکرد    گرانپژوهشحال  از  استفاده  به 

 نگاری جلب شده است.تقابلی در نهان
روش در  دیگر،  سوی  نهاناز  بر  های  مبتنی  نگاری 

به شده  جاسازی  تغییرات  مکان  عمیق،  طور یادگیری 
نمی منعکس  را  مخفی  پیام  نیازمند    ؛ کندمستقیم  بلکه 

کننده برای بازیابی پیام از توزیع تغییرات شبکه استخراج 
امنیت  و  محرمانگی  بهبود  باعث  امر  این  که  است 

عاملههای  روش سه  بازی  بر  مبتنی  به   یکپارچه  نسبت 
الگوریتمروش از  که  استفاده  هایی  موجود  جاسازی  های 

به   که این رویکردامید است    رو،از این  ؛ شودمی  کنند، می

 .شودبیشتر منجر   هایپژوهشمسیرهای پرباری برای 
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عبدالهی دکتردانش   بهناز  ی  اآموخته 

سال   در  مصنوعی  از    1401هوش 

است.  مشهد  فردوسی  وی   دانشگاه 

در رشته مهندسی  کارشناسی رامدرک 

کامپیوتر از دانشگاه شهید باهنر کرمان  

نرم  ارشد  کارشناسی  از  و  را  افزار 

سال در  ترتیب  به  اصفهان  صنعتی  و    1387های  دانشگاه 

علایق    1390 کرد.  مدل   پژوهشیدریافت  شامل  سازی  او 

نهان  تصویر،  پردازش  عمیق  احتمالاتی،  یادگیری  و  نگاری 
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هراتی سال    احد  مدرک    1382در 

و   مصنوعی  هوش  ارشد  کارشناسی 

رباتیک را از دانشگاه تهران و در سال  

موسسه    1387 از  را  خود  دکترای 

زوریخ   فدرال  ،  (ETHZ)فناوری 

در   وی  کرد.  دریافت  سوئیس  زوریخ، 

گروه   دانشیار  عنوان  به  حاضر  حال 

مشهد فردوسی  دانشگاه  کامپیوتر،  فعالیت   مهندسی  حال  در 

لایق تحقیقاتی او شامل ادراک ربات به ویژه دید سه  ع است.  

 .های احتمالاتی استبعدی، یادگیری تقویتی و مدل 

 نشانی رایانامة ایشان، عبارت است از: 
a.harati@um.ac.ir 

 

طاهری  مدرک    نیاامیرحسین 

سال    کارشناسی را  در    1383خود 

دانشگاه   از  کامپیوتر  مهندسی  رشته 

و   ارشد  کارشناسی  و  مشهد  فردوسی 

در  ی  دکترا را  کامپیوتر  مهندسی 

دانشگاه    1390و    1385های  سال از 

عنوان   به  حاضر  حال  در  وی  کرد.  دریافت  شریف  صنعتی 

فردوسی مشهد دانشگاه  در   دانشیار گروه مهندسی کامپیوتر، 

علایق   است.  فعالیت  امنیت    پژوهشیحال  شامل  او 

پنهان چندرسانه  دادهای،  سیگنال  سازی  پردازش  و  ها 

 .ای استچندرسانه 
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