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 چکیده 

کارت  استفاده طر  ، ی اعتبار  هایاز  از  پول  آسان  پرداخت  ا  قیجهت  همراه،  غ  یهادستگاه  نترنت، یتلفن  و  روز  روزبه  رهیخودپرداز 

  که   طور. هماندیآیمانند تقلب وجود م  یمختلف  یتیمشکلات امن  ، یاعتبار  هایاستفاده از کارت  تی . در کنار محبوبشودمی  ترگسترده

مهب  یتیامن  هایروش ن  شوند، یروز  ب  هایروش  زیمتقلبان  را  مهخود  ا  کنندیروز  نگران  نیکه  موجب  آنها   انمشتری  و  هابانک  ی امر 

هم  ؛شودیم حل  لیدل  نیبه  تشخ  یمختلف  یها راه  پ  ینبی شیپ  ص، یجهت  کارت  یریگ شیو  در  تقلب  اهم  یاعتبار  یهااز   تیحائز 

 نهیزم  نیمسائل در ا  نیترتیاز با اهم  یکی  ییدقت و کارا  شی است که افزا  نیماش  یریادگ یو    کاویداده  روش  هاحلاز راه  یکی.  هستند

کرده، با اعمال    ی بررس  ، هستند  نیماش  یریادگ یو    یعیتجم  هایمجموعه روشریکه زرا    Gradient Boosting  هایمقاله روش  نی. در ااست

  LightGBM  تمیدو الگور  یشنهاد ی. در روش پمدهییم  هبودرا ب  صتشخی  دقت  و  کاهش  را  خطا  نرخ  هاروش  بیو با ترک   یژگ یو  یمهندس

برخ  XGBoostو   با  د  یهاروش  یرا  از روشسپس  ،  سهیمقا  گریمتداول  استفاده  با  را  وزن  یرگینیانگیم  یعیتجم  هایآنها  و    دار ساده 

  ی شنهاد یاند. مدل پشدهیابیارز  Accuracyو    Precision  و  score - F1و  Recallو    AUC  یارهایمع  لهوسیهب  هامدل  تیو درنها  کنیممی  بترکی

مهندس اعمال  از  م  یژگ یو  ی پس  روش  از  استفاده  اعداد  یادشده  یابیارز  هایروش  یبرا  بترتیبه  داروزن  یرگینیانگیبا  معادل   یبه 

در بهبود   ییسزاهر بثیأت دار وزن یرگینیانگیو م یژگ یو یاساس مهندس ن یاست. بر ا دهی رس 27/99و  28/88، 35/89، 57/90، 08/95

 داشتند. ییو شناسا ینبیشیدقت پ
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Abstract 

As we know, credit cards speed up and make life easier for citizens and bank customers. They can use it 

anytime and anyplace according to their personal needs, instantly, quickly without worrying about 

carrying a lot of cash with more security. Together, these factors make credit cards one of the most 

popular forms of online banking. This reason has led to widespread and increasing use for easy payment 

for purchases made through mobile phones, the Internet, ATMs, and so on. Despite the popularity and 

ease of payment with credit cards, various security problems are increasing day by day. One of the most 
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important and constant challenges in this field is fraud detection in credit card transactions all around 

the world. Due to the increasing security issues in credit cards, fraudsters are also updating themselves. 

In general, as the popularity of using credit cards grows, more fraudsters are attracted to it, and credit 

card security comes into play. So naturally, this worries banks and their customers around the world. 

Meanwhile, financial information acts as the main factor in market financial transactions. For this 

reason, many researchers have tried to prioritize various solutions for detecting, predicting, and 

preventing credit card fraud in their research work and provide essential suggestions that have been 

associated with significant success. One of the practical and successful methods is data mining and 

machine learning. One of the most critical parameters in fraud prediction and detection in these 

methods is fraud detection accuracy. This research intends to examine the Gradient Boosting methods, 

such as LightGBm and XGBoost, a subset of Ensemble Learning and machine learning methods. By 

combining these methods, we can identify credit card fraud transactions, reduce error rates, and 

improve the detection process, which in turn increases efficiency and accuracy. This study compared 

some typical methods like Random Forest, Logistic Regression, and Navie base with LightGBM and 

XGBoost algorithms. In this paper, we proposed to merge LightGBM and XGBoost using simple and 

weighted averaging techniques and then evaluate the models using AUC, Recall, F1-score, Precision, and 

Accuracy. The proposed model provided values of 95.08, 90.57, 89.35, 88.28, and 99.27, respectively. In 

addition, we developed features by feature engineering techniques and then applied the feature 

engineering phase to the models. The results show that applying the feature engineering phase to the 

weighted average approach significantly improved prediction and detection accuracy. 

 

Keywords: Fraud Detection, Credit Card, Ensemble Learning, Data Mining 
 

 

 مقدمه -1
  عماده   اعتباار    کاارت   پردازش   شبکه   چهار   متحده،   ایالات   در 

 American  و   Visa Card ،  Master Card ،  Discover:  دارد   وجااا د 

Express .   هاا   کنناده دتات رامعم  ها  پردازشی تعیین شبکه

هاا رارا  مشاتریا   پردازش کارت اعتبار  و تسهی  تراکنش 

  شاا  را اعتباار    کاارت   خا د   Master Card  و   Visa Card.  هستند 

  را   Mastercard  یاا   Visa  اعتباار    کارت   زما    کنند، هر نمی  صادر 

  کاارت   کاه   دارد  وجا د  دیگار   رانا   ردانیاد  کردید  مشاهده 

 Americanهاا   از طرف دیگر شابکه   . کند می   صادر   را   اعتبار  

Express   و  Discover   خ د صاادر   شا  را اعتبار    ها  اغلبِ کارت  

ها  دیگر هم اجازه صادور کارتشاا  را  ومی ره ران    ؛ کنند می 

هااا  پردازشاای  ت انیااد از همااه شاابکه دهنااد. شااما ماای ماای 

  از   راشاید در خاار  خااطر داشاته اما ایان را راه   ؛ کنید اتتفاده 

 American  شا ند کاه تاجرا  کمتر  پیادا مای   متحده،   ایالات 

Express   و  Discover   هاا  متلا   رنارراین را کارت   ؛ کنند   قب ل   را

  از   تعاداد    . داشا    خ اهید   مشک    ها، ریشتر ره این ن ع شبکه 

  را  1رادهی  کاارت  هاا  تاراکنش   نیز   اصلی   پردازش   ها  شبکه 

  مشااره   عملکارد   رادهی نیاز   هاا  کاارت .  کنناد مای   پردازش 

  رین ایان دو ایان   عمده   تمایز   ی    دارند، اما   اعتبار    ها  کارت 

  از   اعتباار    خا  یا     جاا  ره   ردهی   کارت   معاملات   که   ات  

اغلاب ایان نا ع    . شا د مای   تأمین   کننده ملرف   رانکی   حساب 

  و   هااا  ویاازا هااا در ایااالات متحااده ت تاا  شاابکه تااراکنش 

  شاری   مساترکارت  و  ویزا  را  ها . ران  ش د می انجام  مسترکارت 

  قرار   خ د   مشتریا    دتترس   در   را   ردهی   ها  کارت   تا   ش ند می 

  امکترونیکای،   تجاارت   معااملات   حجام   افازایش   . راا [1]دهند  
 

1 Debit Card 

  شا د. راا مای   تار گساترده   روز ره ز رو   اعتبار   کارت  رردار  کلاه 

  افازایش  و  اصالی  جریاا   راه  امکترونیکای  تجارت  شد  تبدی  

  راه  هاا آن  را  مرتب   امنیتی  خطرات  ، ررخ   معاملات  چندررارر  

  نیاز   مامی   رردار  کلاه   امگ   .  اند شده تبدی    اتاتی   ها  نگرانی 

  افازایش   تارع  راه   و   کناد مای   تغییار   مدر    فناور    ت تعه   را 

  معااملات   در   تقلاب   تاط    افازایش   راعث   ررعکس   که   یارد می 

کشا  تقلاب در  .  شا د مای  زیااد   خسارات  و  اعتبار   کارت 

زیارا رفتاار کاارررا     ؛ اتا  ها  اعتبار  هم اره پیچیده کارت 

ثبات ندارد و این تغییراتِ رفتار  پیچیدگی فرآیناد را ریشاتر  

 کند.  می 

 روش  دو  هار  تقلاب  کشا   و  تقلاب  از  گیار پیش

 اصلی  هدف،  تقلب  از  گیر پیش  در  .هستند  تقلب  را  مقارله

 .اتاا  غیرمجاااز هااا تااراکنش و تقلااب از جلاا گیر 

 هاا تاراکنش  تشایی   هدف،  تقلب  کش   در  کهدرحامی

 اخیار  هاا تاال  اتا . در  قاان نی  ها متقلب از تراکنش

 کااو  رارا میتلا  داده  هاا تکنیا   از  مطامعه  چندین

 ایان  .انادکرده  اتتفاده  مشک   این  ررا   هاییح راه  یافتن

، 3عمیا  ، یاادگیر 2علابی رار شابکه  مبتنای  هااتکنی 

 ،5ریاز   شابکه،  4پنهاا   ماارک ف  مادل،  ژنتیا   امگ ریتم

 ایمناای هامانتاا ،7رنااد خ شااه روش، 6تلاامیم درخاا 

کااو  کاه شاام  و داده  9پشتیبا   رردار  ماشین  ،8ملن عی

 

2 Neural networks 
3 Deep Learning 
4 Hidden Markov Model 
5 Bayesian Network 
6 Decision Tree 
7 Clustering 
8 Artificial Immune Systems 
9 Support Vector Machine 
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نقاا  دور   شناتاایی،  رینیپیش،  رند خ شه،  1رند طبقه

 کاارررد   ماشین  ات . یادگیر   ات   3رگرتی    و  2افتاده

 یاادگیر   میتلا   ارازار  شام   که  ات   ملن عی  ه ش  از

، 4نظااارت : یااادگیر  تحاا تاا ا ماای را یااادگیر . اتاا 

. داد  قارار  6نظاارتنیماه  یادگیر   و  5نظارت  ردو   یادگیر 

 ما رد  ط رمعما لراه  کاه  ماشاینی  یادگیر   ها امگ ریتم

، 7رنااد  ریااز طبقااه شااام  ،گیرناادماای قاارار اتااتفاده

 رگرتای  ،  9خطای  رگرتی  ،  8تلمیم  درخ   رند طبقه

کاو  ها  اصلی دادهروش(  1شک   ).  ات   غیره  و  10ترارر 

 .[2] دهدمیص رت اجمامی نشا و یادگیر  ماشین را ره

 انتیااب  راا اتاتفاده از  [3]  ه انا   2020در تال  
 و خطای آماار  هاا شاده، مادلنظارت مدل در  11ویژگی

 هاا  یاادگیر  ماشاین از قبیا  شابکهو مادل  غیرخطی

 جنگا   ،12شادهتق یا   درخا   ،ترارر علبی، رگرتی    
 و نی یاا ر  دارایاای هااا مبنااا  داده کااه راار 13تلااادفی

ارائه خ د را    پژوهشات     اعتبار   تراکنش کارت  ها داده
 ی   [4]همکارا     و  گانین  2016داده ات . در ژان یه تال  

 

1 Classification 
2 Outlier 
3 Regression 
4 Supervised 
5 Unsupervised 
6 Semi-Supervised 
7 Bayesian Classifiers 
8 Decision Tree Classifier 
9 Linear Regression 
10 Logistic Regression 
11 Feature Selection 
12 Boostrd Trees 
13 Random Forest 

 دامنااه تاازگار  راارا  یاادگیر  نماینااده جدیاد را روش
 شابکه  معماار   چاارچ ب  در  روش  کناد، ایانمی  معرفی
روش شابکه    ی  [5]  مقامه  در.  ش دمی  تاز   پیاده  علبی

ارائاه   14رانک در خ دکاا   یعم  هیلا  10را اتتفاده از    یعلب
میتلا    هااکننده رندرا طبقه   یدق  سهیمقا   یشده و  
رااردار  نیماشاا ، ریااگمیدرخاا  تلاام یعناای  ،یکلاتاا
اتا  و میتل  انجام شده   هاگروه   رندو طبقه  با یپشت
  ناهنجااار  هااادادههااا در مجم عااه رناادطبقااه نیاااز ا

 و مبیچاات [6]در  اند.  اتتفاده کرده   تراکنش کارت اعتبار
 در  دامناه  تاازگار   هاا اتتراتژ   از  همکارا  را اتتفاده

 رررتای  م رد  تراکنش را  رر  مبتنی  تقلب  کش   ها تامانه
 میتلا   هاا ، روش[7]عبدامرضاا و همکاارا     .دادند  قرار

 قارار دادناد و  رناد طبقاه  و  رررتای  را م رد  تقلب  کش 
 را نیاز  هااروش  ییاکاار  عدم  دلای   و  عمده  ها محدودی 

 15خ دکار  ویژگی  مهندتی  ها روش  . ت تعه.مطرح کردند
 هاا تبادی مادل ییاکاار رهبا د رارا  مهام  مسئله  ی   ره

 رار  مبتنای  مادل  ی   همکارا   و  م کاس  [8]ات . در  شده
تاراکنش   در  تقلاب  کشا   خ دکار رارا   ویژگی  مهندتی
 مهندتای اتاتراتژ .  دادناد  پیشانهاد  اعتباار   ها کارت
 یا   [9]ماارک ف پنهاا  اتا . در    مدل  رر  مبتنی  ویژگی
 هاا شابکه رار مبتنای  هاا تکنیا   از  ا مقایسه  مطامعه
 انجاام  ،شا دمای  اعماال  هااداده  مجم عاه  راه  که  علبی،

  ایامزا  یو کارتا را هادف رررتا   یتا  [10]در  .  ات شده

 

14 Deep Auto-encoder 
15 Automated Feature Engineering 

 
 های یادگیری ماشینروش .1 شکل

Figure 1. Methods of Machine Learning 
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 ،1راناهیگشیکش  تقلاب پا   ها مرر   ره اتیاذ اتتراتژ
کاه  ییهامتعارف، ره راه ح   ریپذررگش    هاروش   جاره
پرداختناد.   ،منجر ش د  یمؤثر عمل   تم  اجراره  ت اندیم

راا در نظار گارفتن عادم تا از    [11]کیم و همکاارا  در  

را  دیجد  ریادگی  اتتراتژ   یتقلب     یها در تشینم نه
ی باایروش ترک  یاارااا اتااتفاده از  2رنااام قهرمااا  چامشااگ
کش  تقلاب   رر رو یادگیر  عمی   و   3یادگیر  تجمیعی

انجام   یواقع   هارا را اتتفاده از داده   اعتبار   هادر کارت
 راار مبتناای امانهتاا یاا  [12]در کردنااد.  شاانهادیداده و پ 
 اعتباار کاه  خطر  منظ ر کش ره  تجمیعیماشین    یادگیر 

 قارلیا   تایر  رو   نادرت   4MCCها کد  را  ا تاجر  آ   در
 و گذارناادماای تااأثیر 6امتیااازدهی هااا امانهتاا 5اطمینااا 

هاا  صااحب تازما   و  هاران   ررا   را  ییضررها  ت انندمی
 زمینه در میتلفی که  مطامعات.  کنند ارائه دادند  وارد  کارت

اتا  نشاا  شاده  انجاام  گذشته  در  جرم  امگ    رینیپیش
 زماا   و  فضاا  در  را  جغرافیاایی  امگا    یا   جرم  دهندمی
ریا  این نظریه ت ت  حااجلا و همکاارا    را.  دهدمینشا 

جدیاد مبتنای رار   رویکارد  یا   [13]در    2020در ژان یه  
 هاا دتاته  رارا   7مهام  نقا   شناتایی  خ شه رند  ررا 

شاخ  و   عن ا تارییی ره  جرم را اتتفاده از وقایع  میتل 
 رار  مبتنای  مکاانی  و  زماانی  جارم  رینی  پیش  تکنی   ی 

 ارائاه رعاد  نقا  مهم دو تحلی  را همراه  ماشین  یادگیر 
 [14] ، راتا ل و همکاارا  در 2020در ژان یاه  اتا .شده

 ماشین  یادگیر   اتاس  رر  جنای   و  جرم  م رد  در  پژوهشی
هاا  کاو  انجام داد. در این پژوهش از رین امگ ریتمداده  و

ها  درخا  یادگیر  تجمیعی عل  اتتفاده ما از امگ ریتم
تلمیم را شیب تق ی  شده انعطاف پذیر  و دقا  پایش 

هااا، . در رااین ایاان امگاا ریتماتاا ریناای مناتااب و رااالا 
نیاز   8شادهگار را مقاادیر گامهایی وج د دارد که تازروش

دارا   XGBoostو  LightGBMهااا  . امگاا ریتمهسااتند
، Lassoهاایی چا    روشکارایی مناتب تار  نساب  راه

PCA  هساتند و نساب  راه ماشاین   و... در انتیاب ویژگی

اماا در عاین حاال راا   ؛هساتندتر  رردار پشتیبا  نیز تریع
هاا وج د عملکارد رسایار مناتاب نساب  راه تاایر روش

نیازمند حافظه ریشتر  نیاز هساتند. در ایان پاژوهش راا 
 XGBoostو  LightGBMمقایسااه و ترکیااب دو امگاا ریتم 

قلد داریم نرخ خطا را کم و دق  را رالا ربریم و همچناین 

 

1 Adopting Preventive Fraud Detection Strategies 
2 Champion-challenger 
3 Ensemble Learning 
4 Merchant Category Code(MCC) 
5 Reliability 
6 Scoring Systems 
7 Hotspot Identification 
8 Missing Values 

کااهش   ،میزا  ملرف حافظه را تا جایی که ممکان اتا 
 دهیم.

 

 کارهای مرتبط -2
 ا فزاینده  رشد  از  تجمیعی  ها امانهت  گذشته  دهه  دو  طی

 ماشااین یااادگیر  جامعااه و محاتااباتی هاا ش جامعااه در

 اناد.تزاوار این ت جاه را ده  ط رکام رهاند و  ر ده  ررخ ردار

 از  وتایعی  طیا   در  که  اندکرده  ثار   تجمیعی  ها امانهت

 متنا ع  و  کارآمد  رسیار  واقعی  دنیا   کاررردها   و  هاچامش

 رهبا د  نتیجاه  در-  واریاانس  کاهش  ررا   اص   در.  هستند

 اناد،شده  ایجاد  خ دکار،  گیر تلمیم  امانهت  ی   در  -دق 

 مشاکلات  انا اع  رفاع  ررا   م فقی   را  تجمیعی  ها امانهت

 ،9اطمیناا   تیماین  ویژگی،  انتیاب  مانند  ماشین  یادگیر 

 هاا داده  ،10خطاا  اصالاح  شاده،راا مقاادیر گام  هااویژگی

 [15] اند.یافتهغیره ت تعه و نامت از 

ده رو  شااانجااام هااا پااژوهشدر ایاان قساام  

هاا  تجمیعای ما رد گیر  تقلب را روششناتایی و پیش

و  ن زایاتپ-رزیگ ت 2020رررتی قرار گرفته ات : در ژوئن 

 طریاا  از رازدیاادها  جعلاای کشاا  [16]همکااارا  در 

داده رتاات را ، جمیعاای رااا رررتاای مجم عااهیااادگیر  ت

 2020دهاد. در ف ریاه ارائاه مای تشیی  جعلی را د  را

 ه شامندانه  روش  یا   [17]امطیب امطاهر و همکاارا  در  

از   اتاتفاده  راا  اعتباار  را  ها کارت  تراکنش  کش  تقلب

 2020در آوریا   .  داد  رهینه شده ارائاه  LightGBMروش  

 تجمیعای چارچ ب یادگیر  ی   [18]آریا و همکارا  در 

ایی داده  جریا   ها  اعتبار تقلب کارت  ررا  کش   عمی 

 12تجمیعی درخ  اضاافی  روش  از  را اتتفاده  11واقعی  زما 

 قطعی  رینیپیش  دق   رهب د  ررا   یادگیر  عمی   را  همراه

 از  واقعی  ها داده  ها ریش ررازش را تراکنش  اجتناب از  و

، راگاا و 2020در ژان یه    .رزرگ را ارائه داده ات   ران   ی 

 از  اتاتفاده  را  اعتبار   کش  تقلب کارت  [19]همکارا  در  

تجمیعی را ارائه دادناد. ک ماار  و   یادگیر   و  خط   م مه

 مانناد  13کننده گروهایرند رده  چند  ره  [20]در    همکارا 

Bagging،   رگرتی     طری   از  رند   طبقه  تلادفی،  جنگ

 و منفاردهاا  رناد رده از ررخای  راا  را  آنها  و  پرداخته  و...

 هاا  ریاز ،شابکه  تارین همساایه،نزدیا -Kمانند    مؤثر

 لایاه،پرتپترو  چند  ،RBFرند  رده  ماشین رردار پشتیبا ،

 .اندکرده مقایسه درخ  تلمیم
 

9 Reliability Estimation 
10 Error Correction 
11 Real-time Dataflow 
12 Extra Tree Ensemble method 
13  Group Classifier 
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 IEEE-CIS  ملان عی  ه ش  میتل   ها زمینه  در 

 عمیا ،  علابی  هاا شابکه  جملاه  از  ماشاین  یادگیر   و

کناد. در ایان می  تکاملی کار  محاتبات  فاز  و  ها تامانه

شاااده رو  انجاااام هاااا پاااژوهشقسااام  تعاااداد  از 

 ما رد رررتای  IEEE-CIS  تشیی  تقلب  دادگا مجم عه

ناجاادات و همکاارا  در   2020قرار گرفته ات : در آوری   

 تشایی  تقلاب  هاا دادهرر رو  مجم عاه  پژوهش  [21]

IEEE-CIS  ت تاا Kaggle هااا ماادل رااا اتااتفاده از 

ات  و مادل شده  انجام  عمی   یادگیر   و  ماشین  یادگیر 

ارائااه  راا د BiGRU و BiLSTMجدیااد  کااه مبتناای راار 

 یادگیر   ةکنندرند رده  ات . همچنین مقایسه شششده

 ،Voting ،Ada Boostingها  ریز ، شبکه: شام  ماشین

 از حاصاا  و نتااای  تراراار جنگاا  تلااادفی، رگرتاای   

 دهد. در آگ تا مینشا   ماشین  یادگیر   هکنندرند رده

را ریا  ایان مسائله   [22]و همکارا  در    سکایگ ت   2019

 هایپرپاارامتر  تنظایم  و  مادل  انتیااب  ریاش  ترینکه مهم

هاا  مشاتر  ات  و را ریاا  ضاع   مدل  ارزیاری عملکرد

 رارا   AUC،  F1-Score،  ACC  مانند  مشه رترین معیارها،

 رااارا  RMSEو از  MAD معیاااار دودویااای رناااد رده

 لایااهچند رنااد ردهراارا   cross-entropy یااا رگرتاای  ،

 قااادرت) EPP1منظااا ر حااا  مسااائله روش جدیاااد راااه

دهد. در ماارس می  ارائه  را  (Elo  رر  مبتنی  کنندهرینیپیش

 تقلاب  تشیی   مدل  ی   [23]ژان  و همکارا  در    2020

رر   تجسم  و  ویژگی  مهندتی  را  XGBoost  رر  مبتنی  معامله

-IEEEها  در رقار  تشایی  تقلاب  داده  رو  مجم عه

CIS،  Kaggle   دینا   2020را ارائه دادند. در آوری  تاال

رااا ارائااه ماادل مبتناای راار  [24]میناا  و همکااارا  در 

LightGBM داده تااراکنش تشاایی  راار رو  مجم عااه

 نشا  دادند.   IEEE-CIS،  Kaggleتقلب

 

 

 زمینه پیش -3
 کننده تیتقو یهاتمیالگور -3-1

 مجم عاه  رر  مبتنی  2کننده ق  رند رده  کننده ی تق ی 

 و، اتا  3ضعی  کننده رندرده  شدهداده  ها  آم زشداده

 ات شده نظارت  یادگیر   ررا   م ف  ها امگ ریتم از  یکی

 ره  ضعی   ها یادگیرنده  مجم عه  تبدی   ررا   . روشی[25]

 دارا  ضاعی  یادگیرناده یا . اتا   قا    ها یادگیرنده

 نزدی   خطا   دارا   ق    یادگیرنده  و  5/0  از  کمتر  خطا 

 

1 Elo-based Predictive Power(EPP) 
2 Strong Classifier 
3 Weak Classifier 

 کناار  در  ضاعی   یادگیرنادگا   از  ا خان اده.  ات   صفر  ره

. دهناد  تشکی   را  ق    یادگیرنده  ی   تا  ش ندمی  جمع  هم

: شا دمای  کنناده کاه زیااد اتاتفادهتق یا   امگ ریتم  ته

AdaBoost  ،Gradient Boost  و XGBoost  [26] هستند. 

 تمیامگا ر   یا  4درخ  تلمیم را گرادیاا  تقا یتی

 نیااتا ، اارائه شده  دمنیکننده ات  که ت ت  فر یتق 

اتا  و شاده   یتشاک  میدرخ  تلام  نیاز چند  تمیامگ ر

اتاتفاده   5گرادیاا هار درخا  از روش نازول    دیت م   ررا

 ،منفاارد میتلاام  هااا. راار اتاااس تمااام درخاا شاا دمای

عنا ا  هادف ره  6رتاند  تارع ضررکمینهرا ره     تازنهیره

هاا از مدل  اریرس ،تق یتی گرادیا . در [27] ش دمیانجام

راا  دیاش ند. هر مدل جدیآم زش داده م   تتهیص رت پ ره

تاارع ضارر را راه    یتادرراه  گرادیا اتتفاده از روش نزول  

  اهامتناتب راا مادل   تتهیمدل پ   نیرتاند. ایم  کمینه

دهاد. در یپاتخ ارائه ما  ریاز متغ   تر یدق  نیتیم  د،یجد

  رارا   یچندگاناه ضاع   هاتمیاز امگ ر  تمیامگ ر  نیاص  ا

کناد. اتاتفاده از یتار اتاتفاده ما یادق  یتمیامگ ر  دیت م

  خاطر دقا  راالاهرا  شتریر  یتیتق   ا یگراد   هاتمیامگ ر

 .[26] آنها ات 
 

 GBM  [28]نحوه کار

 از پاس کاه شا دمیگفته ا راقیمانده  یا  خطا  ره  7گرادیا 

 اشاره  رهب د  ره  تق ی .  ات   آمده  دت هر  مدل  ی   تاخ 

 GBM  یاا  گرادیاا   تق ی   ماشین  عن ا ره  روش  این.  دارد

 رهباا د راارا  راهاای گرادیااا  تق یاا  .شاا دماای شااناخته

 کاار  نحا ه  دیاد   رارا   .اتا   تادریجی  خطا (  کاهش)

GBM،  مادل  یا   کنیاد  فرض  M  (درخا   رراتااس  کاه 

 .ربیشایم  رهبا د  را  آ   خا اهیمو می  داریم(  ات   تلمیم

 کنیم:می ریا  زیر شرح ره را  مدل

در   ،کنیادمشاهده مای  (1)ط ر که در جدول  هما 

 راا تلمیم درخ  M (x) و ات  وارسته متغیر Y 1 مرحله

 خا اهیماکنا   مای  .ات   x  مستق   متغیرها   از  اتتفاده

کنایم. مرحلاه   رینای  پایش  را  قبلی  تلمیم  درخ   خطا 

2G (x)  خطا کندمی تعی که ات  دیگر  تلمیم درخ 

 در  .کناد  رینایپایش  x  مساتق   متغیرها   از  اتتفاده  را  را

 کاه  کنایممای  ایجااد  مادمی  قب ،  مرحله  مشاره  ،3  مرحله

 مساتق   x  متغیرها   از  اتتفاده  را  را  error2  کندمی  تعی

 ترکیاب هم  را  همه  4نهای  در مرحله  کند و در  رینی  پیش

 ش ند.می
 

4  Gradient Boosting Decision Tree(GBDT) 
5  Gradient Descent method 
6 Loss Function 
7  Gradient 
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3-2-LightGBM 
LightGBM  ها  تق ی  گرادیا  ات  کهیکی از امگ ریتم 

 رارا   کاه  اتا   گیار تلامیم  درخ   امگ ریتم  اتاس  رر

 ما رد ماشین کارها  دیگر یادگیر  از رسیار   و  رند رده

 داده ان اع از ا کپس مه این امگ ریتم گیرد.می قرار اتتفاده

 رو   رار  حافظه  ملرف  کاهش  م جب  کند کهمی  فراهم  را

 .شاا دماای ...و Numpy ،Pandas ،Array ماننااد داده اشاایا

 را  گسسته  هیست گرام  راید  فق   که  ات   این  امر  این  دمی 

 در تلاامیم درخاا  فاارضپاایش آماا زش .کاارد ذخیااره

LightGBM  ایان  .اتا   هیسات گرام  امگا ریتم  اتتفاده از 

رااا مقااادیر  امااا، اتاا  م جاا د نیااز XGBoost در گزینااه

. ایاان اتاا هااا  از قباا  مرتااب شاادهفاارض ویژگاایپیش

مبتنای رار درخا  اتاتفاده  ها تنها از امگ ریتمامگ ریتم 

رالا   رسیار  کاراییدارا   رر دق ،  علاوه  LightGBM.  کندمی

 درخ  ها امگ ریتم اتاس رر این امگ ریتم .[27] ات نیز 

 هاا کاه امگا ریتم  حاامی  در  ،اتا   اتات ار  گیر تلمیم

 را تقساایم درخاا  تااط  یااا دیگاار عماا  کنناادهتق یاا 

 تناتاب رهتارین راا را درخا  این امگ ریتم ررگ  کنند،می

 LightGBM در رارگ هما  وقتی رنارراین ؛کندمی تقسیم

 راعاث  ت انادمای  leaf-wiseهاا   امگا ریتم  ،کنادمی  رشد

 ایان  از  و  ش د  level-wise  امگ ریتم  از  ریشتر  تلفات  کاهش

 وتایل هر  ندرتره  که  ش دمی  حاص   رهتر   رسیار  دق   رو

 تا ا مای  م جا د  کننادهتق یا   هاا امگ ریتم  از  ی   هر

  ریادگیامعما ل     هاتمیرا امگ ر  سهیدر مقاآورد.  دت ره

تر، ملرف حافظه عیآم زش تریی چ   ایمزا   دارا  نیماش

و...   رازرگ  اسیپردازش داده در مق   ،م از   ریادگیکمتر،  

از رس  تیلا ر تاارع هزیناه و   LightGBM  همچنین  .ات 

شاارو  تنظاایم راارا  کنتاارل پیچیاادگی ماادل اتااتفاده 

 نماید.می

 

3-3- XGBoost 
XGBoost تااازادهیااپ  هااا روش نیاز کارآماادتر یکاای  

عنا ا  ات  و راه  را گرادیا  تق یتی   ریگمیدرختا  تلم

شاناخته   نیماشا   ریادگیا   هااتمیامگا ر  نیاز رهتر  یکی

  تاازناهیره   رارا  ، ایان امگا ریتمط ر خاا . رهش دمی

از قاادرت محاتاابات   راارداراتااتفاده از حافظااه و رهااره

 شیرااا افاازا XGBoostاتا ، شااده یاحااطر  افزارتای 

  ریادگیاا  هاااتمیاز امگاا ر  اریعملکاارد نسااب  رااه رساا

،  یاتق   یاصال  دهیاا  دهد.ی، زما  اجرا را کاهش منیماش

که هر    ط رره  ،ات   یاز درخ  اصل  یدرختانریتاختن ز

دهاد. راه یرا کاهش م  یدرخ  قبل   خطاها   درخ  رعد

را   یقبلا   هاامانادهیراق  دیاجد   هارشاخهی، زبیترت  نیا

 کنند.یروز م، رهنهیتارع هز  منظ ر کاهش خطاره

 GBM. مدل 1ل جدو
Table1. GBM Model 

 

 هاعملیات ها گام

Step 1: ( )Y M x error= +  

Step 2: ( ) 2error G x error= +  

Step 3: ( )2 3error H x error= +  

Step 4: ( ) ( ) ( ) 3Y M x G x H x error= + + +  

 LightGBM. الگوریتم آموزش 1الگوریتم 
Algorithm 1. The training of LightGBM 

 

Require: input: Training set ( ) 
1

.
N

i i i
x y

=
 

Ensure: output: LightGBM model 
( )t

iy  

Step 1. Initialize the first tree as a constant: 
(0)

0 0iy f= =  

Step 2. Train the next tree by minimizing the loss 

function: 

( )( 1)( ) arg min , ( )
t

t

t i i i t i
f

f x L y y f x−= +  

Step 3. Get the next model in an additive manner: 
( ) ( 1) ( )t t

i i t iy y f x−= +  

Step 4. Repeat the Step 2 and Step 3 until the 

model reaches the stop condition. 

Step 5. Obtain and return the final model: 
1

( )

0

( )
M

t

i t i

t

y f x
−

=

=  

)  مجم عه آم زشیورودی:  ) 
1

.
N

i i i
x y

=
 

)رردار  خروجی:  )t

iy  مدلLightGBM 

 کنید: اومین درخ  را را مقدار ثار  مقداردهی اومیه می .1گام 
(0)

0 0iy f= = 

 را کمینه تاز  تارع هزینه، درخ  رعد  را آم زش دهید:   .2گام 

( )( 1)( ) arg min , ( )
t

t

t i i i t i
f

f x L y y f x−= + 

 دت  آورید: هص رت افزودنی رمدل رعد  را ره .3گام 
( ) ( 1) ( )t t

i i t iy y f x−= + 

 را تکرار کنید تا شر  ت ق  ررقرار ش د.  3و  2مراح   .4گام 

 دت  آورده و ره خروجی ارتال کنید:همدل اومیه را ر  .5گام 
1

( )

0

( )
M

t

i t i

t

y f x
−

=

= 
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 روش پیشنهادی -4
ها  تراکنش و شناتایی را ادغام کارده و در این مقامه داده

هااا  پااردازش و حاا  چااامش دادهپااس از مراحاا  پیش

ها  عادد  شده، ح  عدم ت از  داده، کار رر رو  دادهگم

و غیر عدد  و انجام مهندتی ویژگی ره آم زش امگا ریتم 

 نیاد،کمشااهده می  (2)ط ر که در شاک   پرداختیم. هما 

شااده و امگاا ریتم رهینااه LightGBMمگاا ریتم ا ررپایاا 

XGBoost  وتایله تنظایم هایپرپارامترهاا ماا هشده ررهینه

هاا  روش  از  اتاتفاده  را  تپس  و  دهیممی  آم زش  مدل را

 در یادگیر  تجمیعی نتاای   دارمیانگین گیر  تاده و وز 

 نهاایی  نتاای   تاا  کنیممی  ترکیب  هم  را را روش را  مدل  دو

 آوریم و ارزیاری کنیم.   دت هر را  رینیپیش

 

 LightGBM. بهترین پارامترهای الگوریتم  2جدول  
Table 2- The best parameters of the LightGBM 

algorithm 

 محدوده پارامترها  نام پارامتر
بهترین مقدار هر  

 پارامتر

num_leaves 200 – 600 256 

feature_fraction 0.3 – 0.6 0.5 

bagging_fraction 0.3 – 0.7 0.4 

min_data_in_leaf 40 – 140 80 

max_depth -1 , 5:11 -1 

learning_rate 0.002 – 0.01 0.01 

reg_alpha 0.01 : 1 0.01 

reg_lambda 0.01 : 1 0.01 

 

 
 دیاگرام جریان کار الگوریتم پیشنهادی . 2شکل 

Figure 2. Proposed Method Flow Diagram 

 XGBoost. الگوریتم آموزش 2الگوریتم 

Algorithm 1. The training of XGBoost 

Require: input: Training set ( ) 
1

.
N

i i i
x y

=
 

Ensure: output: XGBoost model 
( )t

iy  

Step 1. Initialize the first tree as a constant: 
(0)

0 0iy f= =  

Step 2. Train the next tree by minimizing the loss 

function: 

( ) ( ) ( )

( ) ( )

2 2
2

( 1) 2 ( 1)

( 1) 2 ( 1)

1
( ) arg min

2

, ,
,

L R

t
L R

i i ii T i T i T

t i
f i i ii T i T i T

t t

i i i i

i it t

i i

g g g
f x

h h h

L y y L y y
g h

y y


  

  

  

− −

− −

  
  

= + − −  + + +  
  

 
= =

 

  
  

 

Step 3. Get the next model in an additive manner: 
( ) ( 1) ( )t t

i i t iy y f x−= +  

Step 4. Repeat the Step 2 and Step 3 until the model 

reaches the stop condition. 

Step 5. Obtain and return the final model: 
1

( )

0

( )
M

t

i t i

t

y f x
−

=

=  

Training
Dataset

Testing
Dataset

Data
Preprocessing

Feature
Selection

Randomized Search Cross Validation 

Group K-fold Cross Validation

Optimised LightGBM Model

Randomized Search Cross Validation 

Group K-fold Cross Validation

Optimised XGBoost Model

Recall

Accuracy

AUC

F1 Score

Precision

Simple Average

Weighted Average

)  مجم عه آم زشیورودی:  ) 
1

.
N

i i i
x y

=
 

)رردار  خروجی:  )t

iy  مدلXGBoost 

 اومین درخ  را را مقدار ثار  مقداردهی اومیه می کنید: .1گام 

 
 را کمینه تاز  تارع هزینه، درخ  رعد  را آم زش دهید:   .2گام 

 

 

 

 

 

 

 

 

 مدل رعد  را ره ص رت افزودنی ردت  آورید:  .3گام 
 

 را تکرار کنید تا شر  ت ق  ررقرار ش د.  3و  2مراح   .4گام 
 

 مدل اومیه را ردت  آورده و ره خروجی ارتال کنید:  .5گام 
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 XGBoost تمیالگور یپارامترها نی. بهتر3جدول 

Table 3- The best parameters of the XGBoost 

algorithm 

 نام پارامتر
محدوده  

 پارامترها

بهترین مقدار  

 هر پارامتر

max_leaves 50 – 400 72 

min_child_weight 0 – 10 2 

max_depth -1 , 5 0 

learning_rate 0.002 – 

0.05 

0.04 

reg_alpha 0.01 : 1 0.01 

n_estimators 800-1000 800 

Subsample 0.7-0.9 0.74 

colsample_bytree 0.5-1 0.89 

 

 یسازمدل ندیفرآ -4-1

 امگاا ریتم از ترتیاابرااه هااا،داده پااردازشپاایش از پااس

LightGBM امگاا ریتم و XGBoost  ماادل آماا زش راارا 

 روش طریاا  از پارامترهااا مقااادیر. کناایمماای اتااتفاده

Randomize Search cross validation  و تعی و خطاا راا

آورد  مقاادیر رهیناه و دتا تغییر راازه مقاادیر رارا  راه

 3و    2آیناد کاه در جادول  مای  دتا تاز  مدل رهرهینه

 مدل  وتیل ره  شدهرینیپیش  نتای   تپس  کند؛مشاهده می

LightGBM ماادل وتاایل ره شاادهریناایپاایش نتااای  و 

XGBoost  تارانجام،. شا ندتجمیعی مای مدل وارد دو  هر 

 روش میااانگین گیاار هااا رااهرینااینتااای  پاایش ترکیااب

 .  ش دمیانجام

 

 سازی پیاده -5

 داده مجموعه  -5-1 
  IEEE-CISهاا  اعتباار   داده کش  تقلب کاارت مجم عه 

 راااه نشاااانی مررااا   راااه تااار  مساااارقات کگااا   

https://www.kaggle.com/c/ieee-fraud-detection    . ات 

 یاادگیر   و  ملان عی  ه ش  میتل   ها زمینه  در 

 ،عمیا   علابی  هاا شابکه  جملاه  از  کناد،می  کارماشین

 شارک   راا  آنهاا  تکاملی. امروز  محاتبات  ،فاز   ها امانهت

 Vesta Corporation جهااا ، ررتاار پرداخاا  خاادمات

 صانع   ررا   هاح راه  رهترین  دنبالره  و  کنندمی  همکار 

 مجم عاه  وتاتا  هستند. شارک   رردار کلاه  از  گیر پیش

 پیشاگام  وتاتا  شارک .  داده ات   ارائه  را  مسارقه  این  داده

. اتا   امکترونیکای  تجاارت  تضمینی  پرداخ   ها ح   راه

 معاااملات رونااد در و شااد تاایسأ ت 1995 تااال در وتااتا

( CNP)  م جا د  غیار  کاارت  تضمینی  ط رکام ره  پرداخ 

 ،زماا   آ   از.  را د  پیشاگام  دور  راه  ارتباطاات  صنع   ررا 

 و  داده  علام  هاا ت انمناد   محکم  و  پایدار  ص رتیهر  وتتا

 و داده گسااترش جهااا  ترتاتاار در را ماشااین یااادگیر 

 امکترونیکای  تجاارت  هاا پرداخ   سأدر ر  را  خ د  جایگاه

 18  از  رایش  تالانه  معاملات  وتتا  امروز.  ات   کرده  تق ی 

 .کندمی تضمین را دلار  میلیارد

داده شاااام  چهاااار مجم عاااه کاااه دو مجم عاااه

و   data  Transactionرارا     ما  آم زش و آزداده  مجم عه

 data  identityمرر   راه    م  آم زش و آزداده  دو مجم عه

هاا  داده و وجا د ویژگایات . حجم رالا  مجم عه  ات 

شد رسیار زیاد و متن ع اعم از عدد  و غیرعدد  راعث می

رااه فضااا  رااالایی راارا  حافظااه نیاااز داشااته راشاایم و از 

 شد.ها  مهم کار محس ب میچامش

 در  که  ات   حاص   ردة  بررچس  "isFruad"  ویژگی

 ر د  معادلتامم  ص رتو در  "fruad"  تقلب معادل  ص رت

"Notfruad"   (3). همانط ر که در شک   ش دمیداده  نشا 

 فق .  ات   نامت از   رسیار  متغیر پاتخ  ت زیع  ،ش دمیدیده

تعیاین   تقلاب  عن ا داده رهمجم عه  در  هاتراکنش  از  5/3٪

شا ند ها  تامم شناخته میعن ا  تراکنششدند و رقیه ره

دهناده اعداد در مح ر عم د  نشا   barplotکه در نم دار  

ترتیاب ( راهیا     وصافر  ها و مح ر افقای )تعداد تراکنش

 . ات دهنده تراکنش تامم و تقلب  نشا 

 

 
 "isfraud". نمایش عدم توازن متغییر وابسته 3شکل 

Figure 3. plots of "isfraud" unbalanced target variable 
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شاده داده دارا  مقدار زیااد  مقاادیر گاممجم عه

 411  در  ،شا دمیداده ترکیب  ، زمانی که دو مجم عهات 

 رفته داریم. رایشدت مقادیر از  ویژگی  433  ک   از  ویژگی

. دارناد  رفتاهدتا از  مقادار  ٪70  راالا   هااویژگی  ٪47  از

رفتااه  دتاا  از مقاادار ٪99 هااایی کااه راایش ازویژگاای

. در شک  کنیمط ر کام  حذف  ت انیم رهراشند را میداشته

علا  . راهکنیدمیرا مشاهده  ها  مقادیر گمشده ویژگی  (4)

هاا را تفکیا  کارده و رررتای انجاام شاد. حجم رالا داده

 aggregate plotکنیاد نما دارهماانط ر کاه مشااهده مای

دهاد. شده مایها  گماطلاعات زیاد  در م رد میزا  داده

شاام  رن     قرمزشده و  ها  مشاهدهرن  تیاه شام  داده

تم  راتا  ملاحظاه   . اعداد  کهات شده  ها  گمداده

هاا از تقسیم تعداد مشاهده هر حام  رر ک  نم نه  کنیدمی

کنایم. در نما دار . ررا  در  رهتر مثامی را ریا  مایات 

other missing value  کا   %431/46دهاد در ماینشاا

و راقی   هستندشده  دارا  مقادیر گم  dist2و    dist1ها  نم نه

ارا  مقااااادیر د addr2و  addr1هاااا  یعنااای ویژگاااای

 .هستندشده  مشاهده

  
D1-D15 Card1-Card6 

 /.  

 

 
M1 - M9 

 
V1-V285 C1-C14 

  

 

Identity data set Other missing values  

 
 شده های دارای مقادیر گماز ویژگی aggrplot. نمودار 4شکل 

Figure 4. aggrplot of missing values features 
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 TransactionAMT. نمودار توزیع لگاریتم ویژگی 5شکل 

Figure 5. Distribution of log TransactionAMT 

 

 
 دارند.  یعدد یرهایمشابه متغ یرفتار ادیفرد زبه منحصر ریعلت داشتن مقاد، بهcategorical یرهایاز متغ ی. برخ6شکل 

Figure 6. numerical-like behavior of some categorical features (Card1, Card2, Card3, and Card5) 
 

 
 Card4های نرمال و تقلب در شبکه پردازشی بر اساس ویژگی . مقدار تراکنش7شکل 

Figure 7. The amount of fraud and normal transactions in processing networks based on Card4 
 

 

 زمونو آ آموزش یهاداده  -5-2
 تااااا راااا پردازنااادهداده را رو  یااا  مااا مجم عاااه

 intel core2Duo  امااا  ،گیگارایاا  اجاارا شااد 4و حافظااه
  امگا ریتم هاا اجارادادهر د  حجام مجم عاهعل  راالاره

 Pythonها را در فضاها  دادهرنارراین مجم عه  ؛ممکن نب د

گیا   100گیا  رم و   16در رستر ارار  کگا  کاه    Rو  
ات . همچنین در این گذاش  اجرا شدههارد در اختیار می

و   TPU  ،GPUهاا  میتلا   تا ا  در حاما ترویس مای
CPU    در حاما     هااکه آزمایش  کردامگ ریتم را اجراGPU 

 ات نجام شدها
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 شاااام  dataset identityهاااا  آمااا زش در داده
 141907 آ  شااام  آزماا   هااا داده و نم نااه 144233
 dataset هااا  آماا زشداده. ویژگاای اتاا  40و  نم نااه

Transaction  ویژگاای و 393و  نم نااه 590540 شااام 
در اداماه .  اتا   نم نه  506691آ  شام     آزم    ها داده

 پردازیم.  ها میویژگیره رررتی ررخی از 
ص رت مگاریتم ت زیع مبلغ تراکنش ره  (5)در شک   

 ( در نم دارهااا نشااا  دادهTransactionAMTویژگاای )
ت ا  نتیجه گرف  که ات  که را ت جه ره نم دارها میشده

هااا  تقلااب ریشااتر از تااراکم میااانگین مبلااغ در تااراکنش
راه   یعنی این میزا  در مباامغ رو  ،ها  عاد  ات تراکنش

جایی راهو این ن عی هشدار ررا  جا ش دمیرالا ریشتر دیده
راردارا  تمرکاز ریشاتر  . در نتیجه کلاهات را مبامغ رالا  

رو  مبامغ رالا دارند که رادین صا رت امنیا  آ  نیاز راه 
هاا هاا  پردازشای و رانا هما  میزا  راید ت ت  شابکه

  مین ش د.أ ت
اطلاعاات دهناده  نشا   card6تا    card1ها   ویژگی

کننده ن ع کاارت، گاروه کاارت، رانا  صاادراعم از  کارت  
هساتند.   categoricalکاه از نا ع    هستند  کارت، کش ر و...

د، ررخای از ایان کنیمشاهده می  (6)همانط ر که در شک   
فرد رسیار، رفتار  رهعل  داشتن مقادیر منحلرها رهویژگی

کاه   card2و    card1  مانناد  ،مشاره مقاادیر پی تاته دارناد
فرد رهمقااادار منحلااار 500و  13553ترتیاااب دارا  راااه

مح ر عم د  میزا  تراکم و محا ر افقای مقاادیر   .هستند
 دهد.میفرد را نشا رهمنحلر

هااا را شاابکه پردازشاای تااراکنش card4ویژگاای 
 masterو  visa card (7)شاک   دهد. را ت جه راهمینشا 

card  تقلاااب و دارا  ریشاااترین تاااراکنشdiscover  و
american express  دارا  کمترین میزا  تاراکنش تقلاب

 .هستند
هاااا  اعتباااار  را انااا اع کاااارت card6ویژگااای 

مشاااهده  (8)دهااد. همااا  طاا ر کااه در شااک  مااینشااا 
ترتیب ره  creditرعد از آ     و  debitاتتفاده    ، میزا کنیدمی

فقا  در   رسیار رالا ات . و ره هما  میزا  تراکنش تقلاب
 debitص رت پذیرفته ات  کاه  creditو  debitها  کارت

card  دارا  تقلب ریشتر  نساب  راهcredit card  ؛اتا 
راا ت جاه راه  credit cardت ا  گفا  ومی را این وج د می
ریشاتر در  debit cardهاا نساب  راه حجم کمتر تاراکنش

 debitو شاید این ردین معنی راشد کاه  ات معرض خطر 

card  کند.ها  امنیتی ریشتر  را رعای  میپروتک 
 

 بحث -5-3
از معیارهاا  میتلفای اتاتفاده   ،ط ر که گفتاه شادهما 
اتا  و ت ضیحاتی ریا  شاده  AUCاما در م رد    ،ات شده

رر اتاس   .آ  خ ات  مسارقه رر این معیار ر ده ات دمی   
ارزیااری  , یکی از معیارها خ ات  مسارقه در تعیین معیار

( قارار دادیام. Area Under the ROC Curve) AUC را
AUC  دهناده تاط  زیار نما دارنشا ROC (Receiver 

Operating Characteristic)  که هر چاه مقادار ایان  ات
کاارایی نهاایی   ،تار راشادرزرگ  رندرده  ره ی   عدد مرر 

  ،دیگاار عبااارتد. رااهشاا تاار ارزیاااری ماایمطلاا ب رناادرده
 رتاااند ریشااینه رااه ROC AUC رتاااند ریشااینهرااه

 ROC تا ا مای .اتا  رینیپیش و هدف رتبه همبستگی

curve  نشاا    2و    1هاا   کاه در فرما ل  صا رتیره  نیز  را
 کرد.    ریا   دادیم،

(1) 
( , ( ))

*0.5 0.5
( , ( ))

Cov y rank
ROC AUC

Cov y rank y


= +

 

(2) 
( ( ), ( ))

*0.5 0.5
( ( ), ( ))

Cov rank y rank
ROC AUC

Cov rank y rank y


= +

 
 Group Kfold cross validationاتتراتژ  ارزیاری 

 Randomizeات . ررا  یافتن رهترین پارامترهاا از روش 

Search cross validation  و تاعی و خطاا راا تغییار راازه
 مقادیر تعیین کردیم.  
را د  آ  داده ناامت از ها  مجم عهیکی از چامش

. اتتفاده از پارامتر  راه ش دمیمشاهده    شدترهات  که  
مثباا  را تعیااین  ردهکااه وز   scale_pos_weightنااام 
. مقادار کنادهاا  ناامت از  را رفاع  کند تا چامش دادهمی
هاا یعنای داده 1ات . مقدار  1فرض این پارامتر ررارر پیش

هاا  میتلفای هستند. مقدار این پاارامتر راا روشمت از   
ط ر که . مقدار مناتب این پارامتر را هما ش دمیمحاتبه  
هاا رراتاس تعداد ک  نم نه  ،کنیدمیمشاهده    3در فرم ل  
هاا  یا  محاتابه ها  مثبا  مانرر تعداد نم نهتقسیم

هاا  پیشانهاد  م جا د کردیم. این پاارامتر در امگا ریتم
 ات .

(3) 1
Total Samples

Positive Samples
−

 
ها از جملاه داده ان اع میتلفی از ویژگیدر مجم عه

هاا را ما رد رررتای غیرعدد  وج د دارد که این ن ع داده
 نیاز خ د رارا  Label Encodingقرار داده و را اتتفاده از 

 Labelت ا  گفا  امبته می .را ح  کردیم رفع این چامش

Encoding تاا ا  از رد  نیساا . ماایکتنهااا راه انکاا د
کارد. نیز اتتفاده one-hot encodingها  دیگر نظیر روش

ها در م قعی  اتاتفاده از آ  اتا . اغلاب در تفاوت روش
ریشاتر اتاتفاده  one-hot encoding ها  علابی ازشبکه
 Label Encodingاز  ط رمعما لرهو ررا  درخ   ش دمی

 ی ات .  که م قعیتی در جایگاه درخت  ش دمیاتتفاده 
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هااا  کنناادهرنااد طبقااه اتااتفاده از ماادل را رااا
LightGBM و   XGBoost  رار را مادل ، یLightGBM ،

صا رت ترکیبای راا راار راهو ی   XGBoostرار را مدل  ی 
اجرا کاردیم. در اجارا   Averaging methodeاتتفاده از 
 feature_importance، راااا اتاااتفاده از ویژگااای نیسااا 
ها رررتی شاد یزا  اهمی  ویژگی، مLightGBMامگ ریتم  

ما رد از   پنجااهت انید مشاهده کنیاد.  می  (9)که در شک   
را   دادگاا مجم عاههاا   ثرترین ویژگیؤترین و ماهمی را

هااایی کااه وز  ویژگاای. ایاامرااار اجاارا آورده 5رراتاااس 
هاایی کاه میازا  اهمیا  آنهاا )ویژگی  تر  داشتندپایین

 ریتم را اجارا امگا  دوراارهو  نزدی  ره صفر را د( را حاذف  
 .  کردیم

هاا راا اتاتفاده از اتاتراتژ  نتای  اجرا  امگا ریتم
، AUCف مااد رااا معیارهااا   5رااا  Group Kfoldارزیاااری 

Accuracy ،Percision ،Recall  وF1 score  قب  و رعاد از
مشااهده   7تاا    4ها را در جادول  عملیات مهندتی ویژگی

گیر  انگینروش میاا. در امگاا ریتم تجمیعاای رااهکنیاادمی
دار که روش ت تعه یافته میانگین گیر  تاده ات  ره وز 

وز  ریشااتر   اتاا ،ماادمی کااه دارا  ارزیاااری رهتاار  

 دمیا  ارزیااری رهتار امگا ریتمشا د، راهمیاختلا  داده
 

 XGBoost     و ره امگ ریتم    6/0وزLightGBM     4/0وز 
دهای اهمی  در وز   ات . نکته حائزشدهرا اختلا  داده

هاا  که راید ره آ  ت جه داش  این ات  که مجما ع وز 
مشاهده   7تا    4که در جدول  ط رمدل راید ی  راشد. هما 

، نتای  قب  از انجام مهندتی ویژگی دارا  مقاادیر ش دمی
و  کمتر  نسب  ره مقادیر پس از مهندتای ویژگای اتا 

ثیرگذار تا چاه أ ها  تاین ردین معنات  که انتیاب ویژگی
راشاد. همچناین ترکیاب تجمیعای   ت اناد مهاماندازه مای

LightGBM    وXGBoost  روش میانگین گیار  تااده و ره
ها را معیاار مساارقه یعنای دار پس از مهندتی ویژگیوز 

AUC 69/94  نتااای  رهتاار  را در مقایسااه رااا  08/95و
ا  مقایساه  (8)دهاد. در جادول  مایر نشا ها  دیگحام 

هاا  متاداول دیگار و ررخای روش  یادشدهها   رین روش
 ترارار ها  ریز ، جنگ  تلادفی و رگرتی    شبکهمانند  

، روش شا دمایات ، هما  طا ر کاه مشااهده انجام شده
دار پااس از اعمااال مهندتاای تجمیعاای میااانگیر  وز 

 .د.رها رهترین مقادیر ارزیاری را داویژگی
 

 
 

 هاترین ویژگی. مهم9شکل 
Figure 9. The most important features 
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 LightGBMسازی مدل . نتایج پیاده4جدول 

Table 4. The Result of LightGBM 

استفاده از مهندسی ویژگیبا  بدون استفاده از مهندسی ویژگی    

Fold AUC Acc. Recall Prec. F-Meas. AUC Acc. Recall Prec. F-Meas. 

1 91.14 98.10 83.82 57.05 67.89 92.24 98.23 85.95 59.07 70.02 

2 92.19 98.90 84.91 87.34 86.11 93.09 99.07 86.60 89.86 88.20 

3 93.32 99.10 87.06 88.87 87.95 94.24 99.21 88.87 90.09 89.47 

4 93.60 98.89 87.87 84.39 86.10 95.12 99.21 90.69 89.33 90.01 

5 93.11 98.97 86.81 83.98 85.37 94.00 99.10 88.53 85.85 87.17 

Avg 92.67 98.79 86.09 80.33 82.68 93.74 98.96 88.13 82.84 84.97 

 
 XGBoostسازی مدل . نتایج پیاده5جدول 

Table 5. The Result of XGBoost 

 با استفاده از مهندسی ویژگی بدون استفاده از مهندسی ویژگی  

Fold AUC Acc. Recall Prec. F-Meas. AUC Acc. Recall Prec. F-Meas. 

1 93.13 98.28 87.72 59.70 71.05 94.90 98.38 91.25 60.79 72.97 

2 93.31 99.09 87.02 90.10 88.54 94.37 99.19 89.13 90.51 89.82 

3 94.24 99.21 88.87 90.09 89.47 94.98 99.28 90.33 90.54 90.44 

4 92.96 99.05 86.35 89.06 87.68 94.81 99.21 90.04 89.75 89.89 

5 94.13 99.11 88.77 85.98 87.36 95.16 99.26 90.74 88.31 89.51 

Avg 93.55 98.95 87.75 82.99 84.82 94.84 99.06 90.30 83.98 86.53 

 

 گیری ساده سازی مدل میانگین. نتایج پیاده6جدول 
Table 6. The Result of Simple Average Method 

 با استفاده از مهندسی ویژگی بدون استفاده از مهندسی ویژگی  

Fold AUC Acc. Recall Prec. F-Meas. AUC Acc. Recall Prec. F-Meas. 

1 93.56 99.12 87.72 78.39 82.79 94.37 99.18 89.31 79.27 83.99 

2 93.84 99.14 88.08 90.31 89.18 94.32 99.20 89.03 90.85 89.93 

3 94.69 99.25 89.77 90.28 90.02 95.21 99.31 90.79 90.85 90.82 

4 93.72 99.12 87.87 89.42 88.64 94.22 99.17 88.85 89.98 89.41 

5 94.78 99.23 90.00 88.12 89.05 95.35 99.29 91.11 88.73 89.91 

Avg 94.12 99.17 88.69 87.30 87.94 94.69 99.23 89.82 87.94 88.81 
 

 گیری ویزن دار سازی مدل میانگین. نتایج پیاده7جدول 

Table 7. The Result of Weighted Average Method 

 با استفاده از مهندسی ویژگی بدون استفاده از مهندسی ویژگی  

Fold AUC Acc. Recall Prec. F-Meas. AUC Acc. Recall Prec. F-Meas. 

1 93.92 99.15 88.42 78.78 83.32 94.90 99.22 90.37 79.76 84.73 

2 93.95 99.15 88.29 90.43 89.34 94.65 99.23 89.66 91.14 90.40 

3 94.81 99.26 90.00 90.40 90.20 95.56 99.34 91.46 91.15 91.31 

4 93.83 99.13 88.09 89.55 88.81 94.55 99.21 89.50 90.28 89.89 

5 94.91 99.25 90.25 88.25 89.24 95.72 99.33 91.85 89.07 90.44 

Avg 94.28 99.19 89.01 87.48 88.18 95.08 99.27 90.57 88.28 89.35 

 

 . مقایسه نتایج نهایی چهار مدل پیشنهادی و سه روش متداول 8جدول 
Table 8. the comparison of total results of four proposed methods and other three common methods 
 با استفاده از مهندسی ویژگی بدون استفاده از مهندسی ویژگی  

Method AUC Acc. Recall Prec. F-Meas. AUC Acc. Recall Prec. F-Meas. 

Naïve base 86.87 95.53 74.62 77.44 70.85 87.60 98.43 75.98 78.86 76.91 

Random Forest 88.83 98.51 78.44 78.40 78.42 90.37 98.65 81.42 82.54 81.97 

Logistic Regression 89.92 97.21 79.85 89.84 81.79 91.36 98.81 83.36 82.31 82.83 

LightGBM 92.67 98.79 86.09 80.33 82.68 93.74 98.96 88.13 82.84 84.97 

XGBoost 93.55 98.65 87.75 82.99 84.82 94.84 99.06 90.30 83.98 86.53 

Simple Average 94.12 99.21 88.69 87.30 87.94 94.69 99.23 89.82 87.94 88.81 

Weighted Average 94.28 99.19 89.01 87.48 88.18 95.08 99.27 90.57 88.28 89.35 
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 گیری نتیجه -6
 مسائله  ی   عن ا ره  اعتبار   ها کارت  در  تقلب  شناتایی

 هاا شارک   و  هاران   مانند  مامی  ها تازما   ررا   جد 

 تاراکنش تاریع کش  را. ات شده شناخته اعتبار   کارت

در  .کارد جلا گیر  هنگفا  خساارات از ت ا می  متقلبانه

صنع  کارت اعتبار ، اتتانداردها  ثاارتی رارا  ت تاعه 

ها  متنا ع عن ا  مجم عه ایی از مدلمدل کش  تقلب ره

هاا  وج د داش . در این پژوهش مطامعه ایای راین مادل

XGBoost  وLightGBM  رااا معیارهااا  ارزیاااریAUC ،

Accuracy ،Percision ،Recall  وF1- score  انجاااااام

هاا  هاا در دادهشا د )کادام مادل  ات  تا مشای شده

ها  حجیم دنیا  واقعی عملکرد رهتر  نسب  راه تراکنش

روش ها  دیگر دارناد.( مادل یاادگیر  تجمیعای راهمدل

دار ررا  ت تعه و گیر  وز گیر  تاده و میانگینمیانگین

 ات .  مقایسه دو مدل معرفی شده
ها  اعتبار  مرر   داده کش  تقلب کارتمجم عه

از تاای  کگا   IEEE-CIS fraud detectionمساارقه  راه

و آزماایش لازم انجاام   پژوهشات  و رو  آ   گرفته شده

ررا  کاهش ملرف حافظه ملارفی از   پژوهششد. در این  

ات  که عملکارد اتتفاده شده  reduce_mem_usageتارع  

مناتبی در کاهش ملارف حافظاه از خا د نشاا  داد. در 

دتا  له تعی و خطاا نتیجاه راهوتیهکار پیشنهاد ، رراه

شده زمانی ها  گمآمده نشا  داد رهترین نتیجه ررا  داده

شاده و ها  گمجا  پرداختن ره دادهآید که رهدت  میره

شده ها  گمها  تازگار را دادهررآورد آ ، از خ د امگ ریتم

اتاتفاده شا د. همچناین   XGBoostو    LightGBMیعنی  

را اتتفاده از مهندتای  یاد ر دند کهها رسیار زتعداد ویژگی

 feature_importanceهااا و اتااتفاده از ویژگاای ویژگاای

هاا مادل در راتتا  انتیاب ویژگای  LightGBMامگ ریتم  

 دت  آمد.  کارآمدتر  ره

مجم ع در امگ ریتم پیشنهاد  جها  رررتای و در

و  XGBoostافااازایش عملکااارد مااادل، دو امگااا ریتم 

LightGBM   گیر  تااده و ها  میانگیناز روشرا اتتفاده

اتا  و تاپس راا دار یادگیر  تجمیعی ترکیب شادهوز 

 Naïve base، Random Forest ، Logisticهااا  ماادل

Regression   مقایسه انجاام شاد کاه در ایان میاا  مادل

 پیشنهاد  نتیجه رهتر  در این مجم عه داده داش .
 

 ینده کارهای آ  -7

ها اهمی  رالایی در رتاید  راه عملکارد مهندتی ویژگی

هاا و مبحاث تر ویژگیکند. را رررتی دقی مناتب ایفا می

تار و ا  دقی ت ا  ره مجم عهها  جدید میاتیاب ویژگی

تر رتید که را هزینه کمتر دقا  ریشاتر  را راه همی را ا

ها  دیگر هم ارمغا  آورد. همچنین اتتفاده و ترکیب مدل

ها و هم از نظار نا ع امگا ریتم آم زشای از نظر تعداد مدل

دق  و عملکرد   ،ها  علبی عمی  ممکن ات مانند شبکه

و خ دکاار  یشیافزا  ریادگمدل را افزایش دهد. از طرفی ی

 ت ا  ره آ  پرداخ .ات  که در آینده می  کار مهم   ی  زین

را   یتقلب   امگ ها  دیرا  ، مدلکنارآمد  را رانش مفه م   ررا

کارد  طا ر ماداوم و رادو  فراما شمعاملات ره  ا یاز جر

در ما رد    ریادگیاکاه    ی. در حاامام زدیار   جا ددانش م

اتاتاتی     ریادگیا   یدر محا   از ناامت    رسایارهاداده

ثارا    ریاغ    هااداده  ا یاز جر   ریادگیات ،  شده  یرررت

 ط رکام راه  ریادگیا نادیفرا  ی  ررا .قار  رررتی ات 

مانناد اتاتیرا    یمادل، عا امل   ریادگیرر  خ دکار، علاوه

پااردازش و  شی، پاا(transformation) شااک  رییااداده، تغ

هاا  همچناین روش  خ دکاار راشاد.  دیرا  زیمدل ن  یاریارز

در رهب د عملکارد   نیز ممکن ات   دیگر یادگیر  تجمیعی

 ت ا  در آینده ره آنها پرداخ .ثر راشند که میؤمدل م
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