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 چکیده 
سیگنال  آشکارسازی  برای  جدیدی  روش  مقاله  این  شدهدر  پیشنهاد  مخابراتی  ویژگیهای  استخراج  مبنای  بر  که  سیگنال است  های 

  بر   برازش   وسیلهه ب گویا  کسر  تقریب   تابع  یک   مخابراتی  سیگنال  هایسمبل  از  یک  هر  در.  کندمی  عمل  خم  برازش  کمکه ب  مخابراتی

  تعیین   گویا  کسر  تقریب  تابع  این مخرج  و  صورت  ایجملهد چن  ضرایب  هوسیلبه  جدید  هایویژگی.  شودمی  ایجاد   آن  سیگنال  منحنی

های سمبل  یتعداد مشخص  ، تمیاست. ابتدا در فاز آموزش الگوردو فاز آموزش و آزمون در نظر گرفته شده  یشنهادیدر روش پ .شوندمی

در    هاسمبل  یک از  هر  مدوله شده  لگنایادامه س  د، درنشویمدوله م  FSKو    ASK  ییدودو  ونیشود و توسط مدولاسیم  دیتول  یتصادف

به   گوسجمع  نوفهکانال  و  یم  آغشتهی  شونده  آنشود  نمونه  ، افتیدر  رنده یگ   تنتوسط  س   ی مشخص  یهاسپس  موج  شکل   گنال یاز 

 Lبا درجه    ایگوکسر    یمنحن  کی  گنالینمونه از س  N=1500,12500هر    یازا شود. بهیاستخراج م  شخصم  یبردارشده با نرخ نمونه افتیدر

شده و    رهیمختلف ذخ  M و  L  اتبرازش شده با درج  ایصورت و مخرج تابع کسر گو بیضرا  یسپس تمام  ؛شودمیمشخص برازش    Mو  

 یمختلف  Mو    Lبا درجات    بیضرا  یلذا تمام  ؛ندیآیدست مهب  ،را دارند  یکو    صفر  ردهکامل دو    کیتفک  تیکه قابل  یبیضرا  ستوگرامیه

استفاده   مورد  یهااست که داده  گفتنیشوند.  یم  رهیجدول ذخ  کیدر  شان  گیریمرز تصمیم همراه با  کامل را دارند    کی که امکان تفک

شناسا جهت   و  دادهکیتفک  ب یضرا  ییاستخراج  آنال سرانجام  هستند.  یآموزش یهاکننده،  پ  ییکارا  زیجهت  تعداد    ی، شنهادیروش 

با مدولاس  یهااز داده  یمشخص با مرزهای تصمیممشخص ارسال    ونیآزمون  با مقایسه  بو  آمده در فاز آموزش نسبت به  دستهگیری 

با روش    سهیدر مقا  یشنهادیروش پ  یبرتر  گرانیب  یشنهادیروش پ  بندیرده  جی. نتاشودگیری میمورد نظر تصمیم  ردهآن در    بندیرده

 . است احتمال خطا تئوری
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Abstract 
In this manuscript, we proposed a new scheme in communication signal detection which is respect to the 

curve shape of received signal and based on the extraction of curve fitting (CF) features. This feature 

extraction technique is proposed for signal data classification in receiver. The proposed scheme is based 

on curve fitting and approximation of rational fraction coefficients. For each symbol of received signal, a 

specific rational function approximation is developed to fit with received signal curve and the 

coefficients of the numerator and denominator polynomials of this function are considered as new 

extracted features. Then it will be shown that the coefficients of this polynomials have the potential for 

using as new features in a statistical classifier and have better performance in competition with other 

solutions such as linear and even nonlinear feature extraction methods in classification. The criteria 
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used in performance evaluation are probability of error and signal to noise ratio in FSK and ASK 

modulations. For each symbol of received signal, a specific rational function approximation is developed 

to fit with received signal curve and the coefficients of the numerator and denominator polynomials of 

this function are considered as new extracted features.  In the proposed method, there are two phases 

train and test, which are described in the following two steps. First, in the train phase, the algorithm 

starts by using binary FSK and ASK modulations, so first, a system generate a number of random 

symbols then signal is modulated by binary ASK and FSK. The Modulated FSK and ASK signals are 

corrupted in the channel with noise. The noise-corrupted signal enters the receiver at the corresponding 

transmitted interval. Then, the samples are extracted from the modulated signals based on 

predetermined sample  rates. Then, we fit a rational fraction curve with degrees of L and M to each set 

of N samples. Afterward, we apply all the numerator (L+1) and denominator (M) coefficients to 0 and 1 

classes in the binary FSK and ASK modulations. We store all the specific coefficients of the 

deterministic symbols at different M and L values to create the corresponding histogram in each class. 

In each histogram (i.e., the coefficients of a class), we extract and store specific coefficients that 

completely discriminate between the two classes. Therefore, we determine all the histograms where 

there is a good approximation of discrimination and create the related table. Note that the data used in 

histograms are the training data. Then, in order to analyze and evaluate the performance of the 

proposed curve fitting method, we send the testing data through the channel corresponding to the 

related modulator. The results of the proposed classification method show that it provides smaller error 

rate regarding to the theoretical error rate probability in AWGN channel. 

  
Keywords: detection, feature extraction, curve fitting, classification 

 

 

 مقدمه -1
تئوری آشکارسازی درواقع کاربرد آزمون فرضیه آماری در 

سیگنال به  کشف  آغشته  می  نوفههای  بیان  دارد.  را 
س در  موضوع  این  کاربرد  )در  امانهگستردگی  مختلف  های 

رادار برای تشخیص وجود و یا عدم وجود هدف، در سونار  
برای   پزشکی  در  دشمن،  زیردریایی  تشخیص حضور  برای 

بی برای تشخیص  کنترل  در  قلب،  ضربان  در  نظمی 
کنترل، در تحت  سامانهتشخیص وقوع تغییرات ناگهانی در  

نگار لرزه  در  انگشت،  اثر  تشخیص  برای  تصویر  ی  پردازش 
های نفتی و سایر کاربردها  برای تشخیص بود و نبود میدان

یک   آشکارسازی  قبیل:  مادون  بالچرخ از  تصاویر  قرمز،  در 
داده پدیدهآنالیز  از  حاصل  آزمایشات  های  فیزیکی،  های 
  بیان   را  راستا  این  در  پژوهش  اهمیت  میزان(  …پزشکی و  

 .داردمی

ال، مواجه ؤدر مسائل مربوط به آشکارسازی با دو س
شده عملکرد خوبی دارد و آیا  هستیم، آیا آشکارساز طراحی

می هم  اشتباه  آشکارساز  آشکارسازی  این  باید  پس  کند؟ 
بودن، احتمال خطا را نیز به  بر بهینه طراحی شود که علاوه

 . برساند کمینه

از  روش عبارتند  ساده  فرضیه  با  آَشکارسازی  های 
 در ساختارهای مختلف آشکارسازی،  آزمون فرضیه باینری

  ، ML  آشکارساز  ،(MAP)  پسین  احتمال  بیشینهآشکارساز  
بیز فرضیه    ،آشکارساز  )آزمون  چندگانه  بیز  آشکارساز 

نیمن    ،Min-Max  آشکارساز  ،چندگانه(  –آشکارساز 
 پیرسون 

روش  آَشکارسازیاز  آزمون   های  فرضیه اصول  های 
می  مرکب به  نیز  مرکتوان  فرضیه  و  آزمون  دوطرفه  ب 

آزمون) طرفهیک  آشکارساز  ، ALR  آشکارساز  ،(UMPبیان 
GLR ،  آشکارساز  Clairvoyance،   رائو )آشکارساز(    آزمون 

(Rao Test)  .اشاره کرد 

طور کلی آشکارسازی را از لحاظ ماهیت سیگنال  هب
دسته   دو  سیگنالبه  آشکارسازی  قطعی کلی  و    1های 
 د. کننمیتصادفی تقسیم 
روش سیگنالهای  از  آشکارساز  قطعی  متداول  های 

به  می منطبقتوان  فیلتر  فیلتر    ،آشکارساز  آشکارساز 
توسعه  سیگنال  (GMF) یافتهمنطبق  آشکارسازهای  از  و 

یافته تصادفی به آشکارساز انرژی و آشکارساز انرژی تعمیم
 اشاره کرد. 

چگونگی   از  غنی  تخصصی  دانش  یک  مخابرات 
، جبران غیر [1],[2]  انواع مختلف آنها از  کردن کانالمدل
سختآلایده مختلفبودن  طراحی [3] [4]  افزارهای   ،

ای است که انتقال مطمئن  آشکارسازها و سیگنالینگ بهینه 
از  [5]  کندرا فراهم می  داده آنجایی که تفاوت اشکال در  . 

رایب متفاوت در ها منجر به ضهای دریافتی سمبلسیگنال
کمک هرسند که بلذا به نظر می  ؛وندشتابع برازش خم می

می خم  برازش  ضرایب  به  این  های  خم  بندیردهتوان 
ضرورت و ها دست پیدا کرد. در ادامه بههای سمبلسیگنال
اتی و  مخابرهای  امانهوعی در سمصنکارگیری هوشهدلایل ب

 شود.آشکارسازی سیگنال اشاره می
الگوریتم  نخست بیشتر  سیگنال  آنکه  پردازش  های 

تئور و  آمار  در  قوی  استدلال  و  پایه  دارای  مخابرات  ی در 
شدنی    های ریاضی مهاراطلاعات هستند و اغلب برای مدل

پیاده یک  قابل  آنکه  حال  هستند.  بهینه  و    سامانه سازی 

 

1 Deterministic 
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غیرع  بسیاری  دارای  غیرخطیآلایده  ملی  و   [4]  هاستها 
رزولوشن کنندهتقویت )همچون   کوانتیزه  و  غیرخطی  های 

هوش  سامانهمحدود(.   بر  مبتنی    مصنوعیارتباطی 
شدنی ندارد    )شناسایی پترن( نیاز به یک مدل ریاضی مهار

می سختو  پیکربندی  برای  بهینه  تواند  مشخصی  افزاری 
  ، هابودنآلگونه غیر ایدهتواند برای ایند و کانال نیز میشو

 بهینه شود. بهتر 
طراحی  د اصول  از  دیگر  یکی  های  سامانهوم 

تق زنجیره مخابراتی  روی  بر  سیگنال  پردازش  از سیم  ای 
تابع  بلوک یک  هرکدام  که  است  چندگانه  مستقل  های 

ایزولتعریف و  منبعهشده  کدینگ  )مانند    کانال، /    شده 
اجرا میمتعادل  تخمین کانال،  مدولاسیون، را  .  کندسازی( 

به   منجر  یافته  این  مسامانهاگرچه  قابؤهای  و  کنترل ثر  ل 
شده بلوک  ،امروزی  بهینه اما  پردازش  انفرادی های  شده 

به انتها  ممکن  کارایی  بهترین  به  است  منجر    ممکن  انتها 
جد مثال  برای  برای سازانشود.  منبع  و  کانال  کدینگ  ی 

عملی  کانال بلوک کوتاهو طولهای   و  [6])به مرجع    های 
جداسازی مرجع  همچون  شود(  رجوع  آن  داخل  های 

مدولاسیون   و  زیربه   [7]کدینگ   شناخته  1بهینه   عنوان 
بهینه  .شوندمی جهت  در  زنجیره تلاش  این  سازی  از  ای 

گرافؤلفه م پایه  بر  عاملها  به   [8]شان  های  منجر 
بهره دست به  پیچیدگی    ،2یابی  به  منجر  حال  عین  در  اما 

 . شودمیبودن آن نیز اسباتی و غیرعملی مح

عنوان یک به  3مصنوعی از شبکه هوش   [9]سوم در  
شدهبتقری یاد  جهانی  یافتهزن  و  برای است  اخیر  های 

با   الگوریتم  بازگشتییادگیری  عصبی  ظرفیت   شبکه    یک 
نشان   [10] را  توجهی  میمیقابل  که  تورینگ  تواند  دهد 
کند.  [11]4کامل  تداعی  می را  اثبات  که  همچنین  شود 

موازی  الگوریتم  ساختار  در  یادگیری  هزینه    برخلافهای 
بیشتری دقت  و  سرعت  از  کمتر  ساختار    انرژی  به  نسبت 

 .[12] شان، برخوردارندمعادل غیر موازی 

توزیع حافظه  با  ساختارهای  و  چهارم  شده 
پردازش  موازی  های  پردازش  واحدهای  همچون  حجیم 
تراشه   5گرافیکی پردازش که  برای  خاصی  های  های 

، از مصرف انرژی  [13]عصبی بازگشتی هستند  های  شیبکه 
 .[14]ثر قابل توجهی برخوردارند ؤکمتر و م

انته  سامانهیک   آن  آموزش   یانتهابهاارتباطی  دیده 
سخت ماژولار  کارایی  ساختار  برای  و  ندارد  را  گیرانه 

 است.طراحی شده انتهاانتهابه

 

1 sub-optimal 
2 Gain 
3 Artificial Neural Networks (ANN) 
4 Turing-complete 
5 graphic processing units (GPUs) 

اواخر  در   های روش کارگیری  ه ب  همین 
در  هوش پترن  شناسایی  همچون  های  سامانهمصنوعی 

ب به شرایط  همخابراتی  نزدیک  یک مدل  به  منظور رسیدن 
 اند.اقعی بسیار مورد توجه قرار گرفتهو

ترین برازش خم در یک به بررسی مناسب  [15]در  
ب شده  داده  دلخواه  داده  خانوادههسری  از کمک  ای 

سطحمنحنی و  اشاها  شدهها  بررسی  ره  در  است. 
با  کمینه   ،گرفتهصورت  نقاط  کردن مجموع فواصل عمودی 

توجه  مورد  برازش  در  میرایی  معیار  با  هدف  مورد  سطح 
 قرار گرفته است. 

مس  [16]در   نگاشت  أ به  دید  از  خم  برازش  اله 
آن  های  داده نوع جداشدنی خطی  به  غیرخطی  جداشدنی 

نگاشت  درحقیق  ؛استپرداخته  تربیعی،  یا  خطی  تبدیل  ت 
جدید  هاداده فضای  یک  به  هموار   بندیردهبرای    را  بهتر 
شدهمی سعی  همچنین  جدید  کند.  فضای  که  است 

انگاشت با تعداد  شده دارای  برابر    ؛ ها باشد ردهبعاد کمتر و 
خطی  پشتیبان  ماشین  بردار  از  جدید  فضای  در  سپس 

 است. های آموزشی استفاده شدهبندی دادهردهبرای 

به خم  یک  برازش    6دودویی کننده  بندیردهعنوان 
برای حل    7کننده خطا در الگوریتم کدهای خروجی تصحیح

مرجع    رده  چند  بندیردهمسائل   پیشنهاد   [17]در 
پنج کدکننده و هشت دکدکننده  ؤاست. مشده ارائه  با  لف 

تصحیح   از خروجی  کدهای  با  الگوریتم  و  خطا  کننده 
بند  طبقه و    8آدابوست   بندیردهیسه نتایج برازش خم با  مقا

میانگیننزدیک را    9ترین  خم  برازش  یک  به روش  عنوان 
 بند پایه مطلوب معرفی کرده است.طبقه 

داده ابر در  ویژگی  های  کاهش  یا    طیفی  )انتخاب 
 [18]استخراج ویژگی( از اهمیت بالایی برخوردار است در  

استخراج ویژگی بر پایه برازش خم کسر   روشیک     [19]و
شده ارائه  برگویا  ابراست.  تصویر  یک  از  پیکسل  هر   ای 

 گویا مجزا از طریق برازش بر  یک تابع تقریب کسر  ،طیفی
شده تولید  پیکسل  آن  طیفی  پاسخ  ضرایب  است.منحنی 

های  عنوان ویژگیای صورت و مخرج این تابع بهجمله دچن
شده معرفی  برجدید  پیشنهادی  روش  ماهیت    است. 

  بر   تمرکز دارد و   کید و أ های پاسخ طیفی تهندسی منحنی
ت واقعیت  منحنیکید  أ این  این  در  نقاط  توالی  که  ها  دارد 

 حاوی اطلاعات مفیدی است.

قل  یسیگنال صدا فعالیت مکانیکی  از  ب  تولیدشده 

می که  است  مفیدی  اطلاعات  عملتواند  دارای  های  در 

 

6 binary classifier 
7 Error Correcting Output Codes (ECOC) 
8 Adaboost classification 
9 Nearest Mean Classifier 

(NMC) 
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های  سیگنالکار گرفته شود. جهت تفکیک   هدریچه قلب ب

خاص استخراج  های طبیعی و غیرطبیعی اشقلب در حالت

می اهمیت  حائز  در  ؤم شود.  ویژگی  استخراج    [20]لف 

کمک برازش هها را در دنباله سیگنال صدای قلب بویژگی

 خم مدنظر قرار داده است. 

جهت ه ب  [21]در   مدل  یک  خم  برازش  کمک 

بر گویی  پیش مسیر  اندازه  اتلاف  میدانی  گیریپایه  های 

در   سیگنال  پیشنهاد    سامانهتوان  وایمکس  مخابراتی 

 است.شده

مقاله   این  آشکارسازی در  از  نوین  روش  یک 

تقریب  سیگنال و  منحنی  برازش  بر  مبتنی  مخابراتی  های 

ارائه   گویا  کسر  مختلفاستشده ضرایب  مقادیر  در  از .  ی 

به   نمونه  نوفهسیگنال  نرخ  ضرایب و  هیستوگرام  برداری، 

شود. همچنین کارایی این روش  میتفکیک نشان داده  قابل 

نتایج شبیههب با روش آشکارسازی کمک  سازی در مقایسه 

احتمال خطای تئوری با مقایسه احتمال خطای در شرایط 

کانا به  برابر  و سیگنال  و    FSKهای  در مدولاسیون  نوفهل 

ASK شودمینمایش داده  . 

 

مروری کوتاه بر تئوری آشکارسازی  -2

 های برازش خمیک و روشرده
سیگنالروش آَشکارسازی  مختلف  از  های  تصادفی  های 

در ساختارهای مختلف آشکارسازی،   دودوییآزمون فرضیه  

پسین  بیشینهآشکارساز   ،  MLآشکارساز،  (MAP)  احتمال 

بیز فرضیه  ،  آشکارساز  )آزمون  چندگانه  بیز  آشکارساز 

نیمن  ،  Min-Maxآشکارساز،  چندگانه(   –آشکارساز 

چگالی   تابع  بر  مبتنی  مشترک  تئوری  یک  از  پیرسون 

 کند. ها تبعیت مییک از فرضیه  احتمال رخداد هر

 

 یک ردهتئوری آشکارسازی   -1-2
های مختلف  خصوص روش   به یک نتیجه کلی در [22] در

اشاره شده و به یک معادله آزمون بهینه کلی در  یک  رده

 له آزمون فرضیه دودویی دست پیدا کرده است.  أ مس

ب یا  هدر  بیز  آزمون  از  نیمن  کارگیری    –آشکارساز 

درح بهینه  آزمون  نسبت  پیرسون،  آزمون   بیشینهقیقت 

   :که عبارت است از استتشابه 

(1) 𝚲(𝐑) =
𝑷𝒓|𝑯𝟏(𝑹|𝑯𝟏)

𝑷𝒓|𝑯𝟎(𝑹|𝑯𝟎)

 𝜂>
  𝑯𝟏  

𝚲(𝐑) =
𝑷𝒓|𝑯𝟏(𝑹|𝑯𝟏)

𝑷𝒓|𝑯𝟎(𝑹|𝑯𝟎)

 𝜂<
  𝑯𝟎  

 

فضای    بالامعادله   ابعاد  از  مستقل  کلی  حالت  در 

با    𝚲(𝐑)  است. آزمون شامل مقایسه متغییر عددیمشاهده

        .است  𝜂یک سطح آستانه

بر می  علاوه  تعیین این  برای  )  R توان  معادله   بهره 2از   )

 :برد

 (2 ) 
𝛽

𝑖
(𝑅) = ∑ 𝐶𝑖𝑗

𝑀−1

𝑗=0

𝑃𝑟(𝐻𝑗|𝑅) 

i=0,1, …, M-1 

مقداری است    الفبای مدولاسیون و    Mکه در آن  

دریافتی   سمبل  در  میiکه  کمترین  ام  و  محاسبه  بایست 

 .شودانتخاب  ،موردنظر Rمقدار آن جهت 
 

منحنی  -2-2 قابلیت   برازش  و 

 کنندگی آنتفکیک 
مسائ از  بسیاری  به  در  مربوط  رابطه اندازهل  ای گیری، 

نشان   ریاضی متغیر  و  مشاهده  مقادیر  دفعات  بین  دهنده 

رهگیری میاندازه برازش منحنی  یافت.  یافتی معمول توان 

علاوه، برازش منحنی به؛  برای یافتن این رابطه ریاضی است 

منظورهای کاهش  به  نظیر  داده  نوفهی  هموارسازی  ها،  و 

درونجبران  خطا،  و  سازی  دادهبرونیابی  قابل  یابی  نیز  ها 

 است.استفاده

منحنی برازش  از  مانند  هدف  تابعی  از   f (t)یافتن 

شده توابع برای مجموعه نقاطی  یک دسته از پیش مشخص

,𝑡)}به فرم   𝐼𝑡)|𝑡 =  1, 2, … , 𝑁}  نحوی که فاصله  به  ؛است

کمینه     f (t)دار بین نقاط مشاهده و مقادیر حاصل از  وزن 

(،  LS)  1شود. معیارهای متعدد برازش نظیر حداقل مربعات 

مانده  کمینه دوگانه LAR)  2ها مطلق  مربعی  برازش  یا   ،)3 

تواند برای انجام برازش خطی یا غیرخطی )نمایی و یا  می

 fمربعات، تابع    کمینهای دیگر( به کار رود. در روش  گونه

(t)    کمینه طریق  مربعی  از  خطای  میانگین  عبارت  سازی 

 آید:  دست میکنید به( مشاهده می3در معادله )دار که وزن 
 

1

𝑁
∑ 𝑤t

𝑁
t=1 (𝑓(t) − 𝐼t)2 (3)  

 

بر    LARهای  در روش از فرایندی  برازش مربعی دوگانه  و 

تر  شود که مقاومبهره برده می   f (t)پایه تکرار برای یافتن  

 تر است.و در عوض پیچیده

نظیر مدل منحنی  برازش  از  متنوعی  های 

این  چندجمله  در  دارد.  وجود  و...  اسپلاین  خطی،  ای، 

از   استفاده  با  برازش غیرخطی  از  پژوهش یک مدل خاص 
 

1 Least squares 
2 Least absolute residuals 
3 Bisquare fitting 
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توابع کسری گویا مد نظر قرار گرفته که تعداد پارامترهای  

کمتر   توجهی  قابل  میزان  به  مشاهده  نقاط  تعداد  از  آن 

 Padéای  جمله دزن چنبا الهام از تقریب  یادشده  است. مدل

 ست. اپیشنهاد شده

منحنیهای  روش   از روش   توانمی  برازش  های  به 

ب چن  کمکه برازش  ب  ،ایجمله دتوابع  خط هبرازش  کمک 

درجه  جمله د)چن ب  ،(1ای  چندجمله هبرازش  ای  کمک 

اره کرد. در ادامه  ای کسر گویا اشجمله دتقریب چن  n درجه

 . شودمیای کسر گویا تشریح جمله دروش تقریب چن

میا تمام  در  از  تقریبن  و  گویا  کسر  فرم  به  های 

معلوم  مرتبه  تابع  یک  از  خاص  زن f (t)ای  تقریب  تابع   ،

پده معرفی هنری  توسط  ب 1شده  ارائه  ،  را  تقریب  هترین 

بهمی تقریبگونهدهد،  تابع  توانی  سری  که  تابع  ای  و  زن 

زن،  شوند. این تابع تقریبشده بر هم منطبق میتقریب زده

بسیاری   میدر  عمل  بهتر  نیز  تیلور  سری  از  و  موارد  کند 

می واگرا  تیلور  سری  که  مواقعی  در  تواند  می  شودحتی 

تابع   دهد.  ارائه  خوبی  تقریب  پارامترهای    fهمچنان  و 

ر نظر بگیرید. تابع تقریب زن  را د  M ≥ 0و    L ≥ 0صحیح  

مرتبه  جمله دچن از  پده  کسری به  (L, M)ای  تابع  صورت 

 شود: یگویای زیر تعریف م
 

[𝐿/𝑀]𝑓(𝑡) ≜ 𝑓(𝑡) =
∑ 𝑐𝑗+𝑀+1𝑡𝑗𝐿

𝑗=0

1+∑ 𝑐𝑗𝑡𝑗𝑀
𝑗=1

 (4) 
 

بر   تقریب  است،    f (t)این  منطبق  ممکن  دقت  نهایت  با 

 ای که:گونه به
 

𝑓(𝑖)(0)  = 𝑓(𝑖)(0) 𝑖 = 0,1, . . , 𝑀 + 𝐿  (5) 
 

ن  بیا. بهfام تابع    iعبارت است از مشتق    f (i)(.)که در آن  

تقریب تابع  اگر  بهزن  دیگر،  لورن  را  مک  سری  صورت 

نخستین    گسترش جملات   M+Lدهیم،  با  آن  جمله 

منطبق است. در حالتی      f (t)متناظر در بسط مک لورن

مک لورن   گسترشصفر باشد، تقریب زن پده همان    Mکه  

 خواهد بود.   f (t)تابع 

توان به داشتن ای کسر گویا میجمله داز مزایای چن

استفاده و  بودمستقل  ساده،  نسبهبهفرم   از متریک مورد  ن 

  جایی نقاط و تغییر مقیاس محورها، هقابلیت تطبیق با جاب

ری از اشکال نسبت به تعشدن بر گروه وسیقابلیت منطبق

چندجمله درون   ای،مدل  بهقدرت  بهتر  دلیل  یابی 

ت نوسانی کمتر )در مقایسه با  بودن و داشتن خاصیرهموارت

برون  ،( هاای مله جدچن فوق قدرت  خواص   العاده، یابی 

به ساختارهای پیچیده    قابلیت اعمال  مجانبی بسیار خوب،

 

1Henri Padé  

ج این  هایی با درجه پایین در صورت و مخرای با چندجمله

ای برای همان ساختار، جملهدیعنی در مقایسه با مدل چن

ضرا تعداد  محاسبه  حجم  یبه  و  داریم  نیاز  کمتری  ب 

خط غیر  مدلی  اگرچه  قبول  قابل  محسوب محاسبات  ی 

 ای هستند.شوند، اما مدل غیر خطی سادهمی

 

اهداف    -3-2 برای  منحنی  برازش  قابلیت 

   بندیرده 
بخش مسدر  قبلی  پده  أ های  تقریب  و  منحنی  برازش  له 

منحنی بین  تفاوت  که  آنجا  از  شدند.  داده  های  توضیح 

ضرا در  تفاوت  موجب  تقریبی مختلف،  تابع  پده  ب  زن 

می آنها  با  ممتناظر  نظر  به  ضرایشود،  این  که  ب  یرسد 

بهمی ویژگیتوانند  تفکیک  عنوان  برای  ممیز  هایی 

از خانوادهمنحنی از یکدیگر عمل کنند هایی  .  های مختلف 

مثال منحنی برای  دسته  از  نمونه  دو  ادامه  به  در  ها 

شکل  رنگ در  که  قرمز  و  آبی  است   الف(-1)های  آمده 

ضر  هیستوگرام  با  مربوطه  همراه  ضرایب ایب  و 

بهتفکیک  آمده    پ(-1ب و  -1)های  ترتیب در شکلکننده 

میهمان است. مشاهده  شکل  در  که  ضرایب  گونه  کنید 

یکدیگر   با  برخی ضرایب  برازش منحنی در دو منحنی در 

از یکدیگر    کامل  طوربهخی ضرایب  پوشانی دارند و در برهم

است، تفکیک  مشهود  شکل  این  در  که  چنان  پذیرند. 

تنهایی  توانایی تفکیک  به  ایبهیستوگرام بعضی از این ضر 

دو خانواده منحنی  را دارد. این واقعیت انگیزه اولیه برای 

گی ممیز عنوان ویژب برازش منحنی را بهیفاده از ضرااست

امر   فراهم  سیگنال  بندیرده در  گیرنده  در  دریافتی  های 

 کند. می
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 : دو نمونه دسته منحنی(الف-1 شکل)

(Figure 1-a): Two samples of curved clusters 
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صورت برازش خم دو  هیستوگرام ضرایب :(ب-1شکل )

 نمونه دسته منحنی 
(Figure 1-b): histograms of numerator coefficients for 

two different clusters of curves 
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: هیستوگرام ضرایب مخرج برازش خم دو نمونه (پ-1شکل )

 دسته منحنی 
(Figure 1-c): histograms of denominator coefficients for two 

different clusters of curves 
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 : دو نمونه دسته منحنیت(-1-)شکل

(Figure-1-d): Two samples of curved clusters 
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 نوفه: دو نمونه دسته منحنی آغشته به ث(-1-)شکل

(Figure-1-e): The noise-corrupted curve clusters 
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 کننده تفکیک: ضرایب (ج-1-شکل)
(Figure-1-f): the discriminating coefficients 
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 شدههای بازسازی(: دسته منحنیچ-1-شکل)

(Figure-1-g): The reconstructed curve clusters from the 

noise-corrupted curve clusters 
 

و   تفکیک  امکان  ادامه  در  منحنی  بندیردهدر  ها 

سیگنالش منحنی  که  مدولاسیون رایطی  با  ارسالی  های 

به   آغشته  باشندجمع  نوفهمربوطه  گوسی    ، شونده 

شکل  شدهبررسی در  دسته   ت( -1)اند.  از  دیگر  نمونه  دو 

ج،  -1ث، -1)های است و در شکلمنحنی نمایش داده شده

و ضرایب   نوفههای آغشته به  دسته منحنی  ترتیبهب  چ(-1

دستهتفکیک  و  بازسازیهنیمنحکننده  نمایش  ای  به  شده 

 اند.  در آمده
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 روش استخراج ویژگی پیشنهادی  -3
یک   از  دریافتی  سیگنال  هر  که  شد  فرستنده  اشاره 

؛  است نوفه ، تداخل و ابراتی ترکیبی از سیگنال فرستندهمخ
شکل   و  داشته  تصادفی  ماهیت  دریافتی  سیگنال  لذا 
هندسی خاصی ندارد. به بیانی دیگر، هر سیگنال دریافتی  

می بهرا  فرم  توان  به  تابعی  نمودار  نظر    f (t)صورت  در 

بر ما آشکار نیست،   f (t)گرفت. اگر چه رابطه ریاضی دقیق  
است که گیری شدهنقطه متوالی اندازه  Nاما مقادیر تابع در  

منحنی  می این  بر  منحنی  یک  برازاندن  برای  ما  به  تواند 
توان با روشی مبتنی کمک کند. نشان خواهیم داد که می

از  کمینه بر   تقریبی ریاضی  به فرم یک   f (t)مربعات خطا، 
چندجمله تابع با  گویا  مخرج  ایکسری  و  درصورت  هایی 

ب این  یسپس نشان داده خواهد شد که ضرا  ؛آورددستبه
های  ویژگیعنوان  ها قابلیت این را دارند که بهای چندجمله 

بند  بند آماری )نظیر طبقهاستخراجی جدید برای یک طبقه

رضایت  بیشینه نتایج  و  روند  کار  به  در  احتمال(  را  بخشی 
های استخراج ویژگی خطی و  رقابت با برخی دیگر از روش

 نظارت و بدون نظارت تولید کنند.  حتی غیرخطی اعم از با
متناظر با شکل موج    (.) fتقریب کسری برای تابع  

صورت زیر در  هدر گیرنده ب نوفهسیگنال دریافتی آغشته به  
 :شودمیگرفتهنظر 

[𝐿/𝑀]𝑓(𝑡) ≜ 𝑓(𝑡) =
∑ 𝑐𝑗+𝑀+1𝑡𝑗𝐿

𝑗=0

1+∑ 𝑐𝑗𝑡𝑗𝑀
𝑗=1

 (6) 
 

از طریق    =t}𝑐M+L+1…  𝑐2 𝑐1{ Cکه در آن بردار ضرایب  
ب خطا  مربعات  میانگین  سازی  تعیین هکمینه  زیر  صورت 

 . شودمی

𝐸 =
1

𝑁
∑ (𝑓(t) − 𝑓(𝑡))2𝑁

t=1   (7) 
 

آن   در  نقا  Nکه  نمونهتعداد  سیگنال ط  از  شده  برداری 
. با محاسبه و برابر صفر قراردادن مشتق بالا نسبت به است

 ضرایب خواهیم داشت:  
 

𝜕𝐸

𝜕𝑐𝑖
 = 0;    i=1,…,M  (8) 

 

∑
−2𝑡𝑗

1+∑ 𝑐𝑗
𝑀
j=1 𝑡𝑗

𝑁
𝑡=1 (∑ 𝑐𝑗+𝑀+1

𝐿
j=0 𝑡𝑗) ×

(𝑓(t) − 𝑓(𝑡))
  (9) 

 

𝜕𝐸

𝜕𝑐𝑖
 = 0;    i=M+1, …, M+L+1  (10) 

 

∑
−2𝑡𝑖−𝑀−1

1+∑ 𝑐𝑗
𝑀
j=1 𝑡𝑗  (𝑓(t) − 𝑓(𝑡)) = 0𝑁

𝑡=1   (11) 

 

معادلات   دستگاه  حل  برای  کافی  نه  و  لازم  شرط  یک 
   :ای کهگونههباشد بمی  Cغیرخطی بالا یافتن بردار 

 

∑ 𝑐𝑗+𝑀+1
𝐿
j=0 𝑡𝑗

1+∑ 𝑐𝑗
𝑀
j=1 𝑡𝑗  = 𝑓(𝑡);    𝑡 = 1, … , 𝑁  (12) 

 

از   دستگاه  یک  ترتیب  با    Nبدین  خطی    M+L+1معادله 
ب که  داشت  خواهیم  بازنویسی  ه مجهول  قابل  زیر  صورت 

 : است
(13)  ∑ 𝑐𝑗+𝑀+1

𝐿
j=0 𝑡𝑗 −  𝑓(𝑡) ∑ 𝑐𝑗

𝑀
j=1 𝑡𝑗 = 𝑓(𝑡); 𝑡 =

1, … , 𝑁 
 

  :صورت ماتریسی خواهیم داشتبهو با نمایش آن
 

𝐴𝑁×(𝑀+𝐿+1)𝐶(𝑀+𝐿+1)×1 = 𝐵𝑁×1  (14) 
 

 :که در آن
(15                                      )𝐴𝑁×(𝑀+𝐿+1) = [𝑎𝑡𝑗] 
 

(16  )𝑎𝑡𝑗 = {
−𝑓(𝑡)(𝑡)𝑗 𝑗 = 1, … , 𝑀

(𝑡)𝑗 𝑗 = 𝑀 + 1, … , 𝑀 + 𝐿 + 1
} 

  

B=[𝑓(1), 𝑓(2), … , 𝑓(𝑁)]𝑇   (17) 
 

به می منطقی  که  نظر  تعداد    M+L+1<<Nرسد  تا 
های اولیه  تخراجی در مقایسه با تعداد نمونهاسهای  ویژگی

داشته گرفته توجهی  قابل  کاهش  سیگنال  از    ؛ باشدشده 
بود و دستگاه معادلات  مربعی نخواهد    Aبنابراین ماتریس  

باشد و حتی ممکن  تواند پاسخی یکتا داشته نمی  14خطی  
گیری توان با بهرهباشد. با این حال میاسخی نداشته است پ 
به  Cها بردار  وارون ه از شب اتریس  ای یافت که نرم مگونهرا 

B-AC   1پن-وارون مورکمینه شود. در این مقاله ما از شبه 
 کنیم.  روز استفاده می

 

 کارگیری برازش خم در آشکارسازی  ه ب -1-3
آشکا خصوص  در  جدیدی  سیگنالروش  های  رسازی 

ب با مدولاسیون مختلف  و  همخابراتی  برازش منحنی  کمک 
شده پیشنهاد  گویا  کسر  هر  تقریب  برای  از  است.  سمبل 

جداگانه   کسرگویای  تقریبی  تابع  یک  انتخابی  مدولاسیون 
هر سمب ارسالی  سیگنال  منحنی  بر  برازش  طریق  در از  ل 

و ممیز    های جدید شود. ویژگیبازه زمانی مربوطه تولید می
سیگنال انتخاب این  تابع  این  مخرج  و  صورت  ضرایب  ها، 

ومی مقایسه  بر  پیشنهادی  روش  ضرایب   شوند.  آنالیز 
نمونه از  خم  نمونهبرازش  سمبلبرداری های  های  شده 

ا   شونده گو جمع   نوفهستوار است. کانال دارای  مدولاسیون 
شدهسی   گرفته  مدولاسیوندرنظر  و  دیجیتال  است  های 
ASK    وFSK   گرفته  دودویی قرار  مقایسه  نتایج  مورد  اند. 

طبقه  بندیرده ببا  ضرایبهبند  ویژگی  شده  معرفی  وسیله 
روش قدرت  و  کارایی  از  با    حکایت  مقایسه  در  پیشنهادی 

 های رایج و معمول را دارد.سایر روش
 

1 Moore_Penrose 
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 سامانه مدل  -2-3

یک   پیشنهادی  مدل  عمومی    سامانه در  دریافت  و  ارسال 

با مدولاسیون کلید زنی شیفت دامنه و فرکانس    مخابرات 

شده گرفته  نظر  هماندر  اشکال  است.  در  که   3و    2گونه 

شدهنشان   دنباله  ،استداده  دادهابتدا  تصادفی  وارد  ای  ها 

/    نی دامنهسپس با اعمال مدولاسیون کلیدز  ،شده   سامانه 

می مدوله  آنفرکانس سیگنال  از  بعد  و  کانال  ،  شود  وارد  

AWGN شودمی. 

گیرنده  انجام  ،در  فرستنده  در  عمل    ، شودمیعکس 

گیرنده    آنتن  از  دریافتی   بندطبقه  هوسیلبهسیگنال 

آشکار  آموزش  و  دمدوله  عمل شودمیدیده  این  البته   .

ازی توسط تقریب کسر گویا صورت سرسازی و آشکادمدوله

 پذیرد. می

عملیات این  آزمون    کلیه  و  آموزش  مرحله  در 

آموزش  میصورت  مرحله  در  به  بند ردهگیرد.  کمک را 

آموزشی  داده مرحله ده می  آموزشهای  در  سپس  و  یم 

از  آزمون با داده آزمون صحت و خطا   بندطبقههای جدید 

 مشخص شود.   بندطبقهتا کارایی  شودمیگرفته

 
سیگنال دریافت شده از 

کانال
برازش خم ضرایب ( استخراج ویژگی

)تابع کسر گویا

∑ 𝛿(𝑡 −
𝐾𝑇

𝑁𝑠
)

𝑁𝑠

𝑘=1

 

 

 آموزش گامدر  سامانهمدل  (:2-کل)ش

(Figure-2): system model in train phase 
 

 

 

مولد بیت مدولاتور AWGNکانال 

  الف( فرستنده

a) transmitter 
سیگنال دریافت شده از 

کانال
برازش خم ضرایب ( استخراج ویژگی

)تابع کسر گویا

∑ 𝛿(𝑡 −
𝐾𝑇

𝑁𝑠
)

𝑁𝑠

𝑘=1

 

 

طبقه بندی سمبل

محاسبه احتمال خطا

    

     

 ب( گیرنده 

b) receiver 

 آموزش و آزمون  گامدر  سامانهمدل (: 3-شکل)

 گیرنده  الف( فرستنده ب( 

(Figure-3): system model in train and   test phases 

a) transmitter b) receiver 

 

آنالیز روش پیشنهادی آشکارسازی    -4

 کمک تقریب کسر گویا هب
در روش پیشنهادی دو مرحله آموزش و آزمون وجود دارد  

ادامه   در  تشریح شده  دوکه  تعدادی  است. در  مرحله  ابتدا 

کنیم که در صورت تصادفی تولید میبیت صفر و یک را به 

سپس آنها   ؛ید کردیم تا صفر و یک را تول پانصد  اینجا تعداد 

سپس    ؛کنیممدوله می  ASK/FSK  مدولاسیون  وسیلةبهرا  

 .  شودمی  AWGNشده وارد کانال سیگنال مدوله

به   آغشته  در    نوفهدر گیرنده سیگنال  و  دریافت  را 

گیریم.  ( نمونه میBit intervalهر بازه زمانی ارسالی بیت )

هر مجموعه   نمونه  Nبه  با  تایی  گویا  منحنی کسر  یک  ها 

می  Mو    Lدرجه   ضرایب  برازش  تمام  هیستوگرام  کنیم. 

و مخرج    L+1صورت که   برای دو    Mتا  را  تلف مخ  ردهتا 

به  یک  و  میصفر  رسم  مجزا  از نیم.  کطور  کدام  هر  برای 

)ضریبهیستوگرام  یک  ها  میردههای  بررسی  که  (  کنیم 

آنها را    را دارد و  ردهکدام ضریب قابلیت تفکیک کامل دو  

هایی که  بر آن با مقایسه هیستوگرام علاوه  ؛کنیمذخیره می

گیری تصمیمتوان مرز  می،  را دارند  رده ابلیت تفکیک دو  ق

کرد  را هیستوگرا  ؛تعیین  تمام  با  ملذا  آنها  در  که  را  هایی 

تفکیک   خوبی  داردتقریب  مرز  ،  وجود  با  همراه 

میگیری تصمیم مشخص  به  شان  مربوط  جدول  و  کنیم 

هایی  دهیم. دادههای مختلف را تشکیل می  Mو  Lتفکیک  

را   آنها  هیستوگرام  آموزشی داده  ،کنیمترسیم میکه  های 

کارایی  ؛  هستند بررسی  و  آنالیز  جهت  روش  سپس 

مجموعه منحنی  برازش  وپیشنهادی  صفر  از  های  یک  ای 

مودولاتور    تولید وارد  آزمون  مرحله  در    ASK/FSKشده 

برداری شده و  ل در گیرنده نمونهشده و پس از عبور از کانا

اعمال خم  برازش  تابعبا  ضرایب  آن  به  گویا   شده  کسر 

آموزش    گامهای مختلفی که در    Mو  Lازای  برازش شده به

ا مقایسه این سپس ب؛  شوندبودند، محاسبه میدست آمدههب

آمده در تفکیک بین دو  دستهگیری بضرایب با مرز تصمیم

ا  رده به  نسبت  آموزش،  مرحله  سیگنال    ردهنتخاب  در 

 . شودمیگیری دریافتی تصمیم

 

 سازی شبیه  -1-4
  سامانه در ابتدا مدولاسیون دودویی شیفت فرکانسی را در  

بدین صورت که در نرم افزارمتلب یک    مد نظر قرار دادیم.

تصادفی   از  پانصددنباله  و  تایی  سپس    ، تولید    کیصفر 
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را   ورودی  فرکانس  FSKدر  دنباله   F1=500های  با 

کردیم    F2=F1+freqSepو اعمال  فرکانسی  شیفت  مدوله 

 .  است freqSep=500که فاصله فرکانسی برابر 

مدولاسیون   ب  ASKدر  مشابه  هنیز  دنباله  طور  یک 

از  پانصدتصادفی   های  تولید کردیم و بیت  یکو    صفرتایی 

های  را به نگاشتی با سیگنال سینوسی با دامنه  کیصفر و  

     اعمال کردیم.  -5و  5

به   ASKو    FSKشده  مدولههای  سیگنال کانال  در 

را    ،شوندمیآغشته    نوفه جمع   نوفهکانال    شونده گوسی 

AWGN  گرفته نظر  به  در  آغشته  گیرنده سیگنال  در  ایم. 

)  نوفه بیت  زمانی  بازه  هر  در  دریافت  bit intervalرا   )

ها یک منحنی کسر  تایی نمونه   Nکنیم. به هر مجموعهمی

درجه   با  می  Mو    Lگویا  تمام  کنیمبرازش  هیستوگرام   .

که   صورت  مخرج    L+1ضرایب  و  دو  Mتا  برای  را    رده تا 

به مخ یک  و  صفر  میتلف  رسم  مجزا  هر  کطور  برای  نیم. 

بینیم کدام  ( میردههای یک  ها )ضریبکدام از هیستوگرام 

ب میضریب  ذخیره  و  دارد  را  فاصله  برای کنیمیشترین   .

ضر بیب همه  از  دستههای  جدولی  های  Mو    Lآمده 

ب ضریب  آمدهدستهمختلف  آن  براساس  بیشتری  یرا  ن که 

دو   بین  را  می  ردهفاصله  مرتب   ،کندایجاد  و  تشکیل 

دادهمی که  کنید  توجه  را کنیم.  آنها  هیستوگرام  که  هایی 

 های آموزش هستند. داده ، کشیممی

صفر و  های  هیستوگرام ضرایب نمونه سم نمودار  با ر

با    هاکی را  متفاوت  گستردگی  که  کردیم  مشاهده  را 

از   بعضی  در  حتی  داشتند.  ضرایب    Mو    Lیکدیگر  ها 

تفکیک شدندهب آنالیز ضرایب ؛  طور کامل  همچنین جهت 

از   یک  هر  ضرایب،  Mو    Lدر  تفکیک  مرز  تعیین  با  ها 

احتمال خطا و جدولی را تشکیل دادیم که در این جدول  

 صحت را در مرحله آزمون محاسبه خواهیم کرد. 

یعن دوم  مرحله  با  در  سیگنالی  آزمون  مرحله  ی 

را تولید و مدوله متناظر    1و    0از    500طول   های بدنباله

BFSK    یاBASK  کنیم. آنگاه با عبور از کانال  میAWGN  

یک برداری کرده  نمونه   نوفهنال دریافتی آغشته به  از سیگ

 . کنیممی برازش Mو   Lی کسر گویا با درجه منحن

ضرایب   جدول  به  مراجعه  مرزهای    Mو    Lبا  و 

بتفکیک  مطلوب  ضرایب  در  در  دستهشده    گام آمده 

بآموزش ضرایب  مرحلدسته ،  از  جهت  آمده  را  آزمون  ه 

بآشکارسازی سیگنال  فرستنده  ارسالی  بریم.  کار می ههای 

کنیم که  آزمون را انتخاب مییبی از مرحله  حقیقت ضرا  در

 بودند. دست آمدههمشخص ب Mو  Lدر مرحله آموزش با 

تعیین ضرایب  مقایسه  با    شده با  آزمون  مرحله  در 

خصوص  مرحله آموزش در گیری معادل درمرزهای تصمیم

 پذیرد. گیری صورت میها تصمیمتعیین سمبل 

ب نتایج  شبیهدستهدر  از  نرخ  آمده  معیار  دو  سازی 

 سیگنال  نوفهها و میزان سیگنال به  برداری از سمبل نمونه 

 اند. ارسالی مورد ارزیابی قرار گرفته

 

 آموزش  ه( مرحلفال

         0 
  1

                

                 
         FSK   

ASK        

      AWGN

End

                
                 

                     
                  

    0   1 

 Lو Mتعیین جدول 
ضرایب و مرزهای 
تفکیک کننده 
هیستوگرام ها

                    
                   
              

 

 
ب نتایج  اینکه  به  به  دسته باتوجه  سیگنال  در  آمده 

بوده  نوفه قبول  قابل  نیز  پایین  بسیار  تعداد  های  و 

ناچار در بعضی موارد فقط  به  ،استهیستوگرام ضرایب زیاد  

تفکیک  ضرایب  تعداد  شامل  جدولی  بسنده  به  کننده 

ادامه  شده در  مراحل   نمای  رونداست.  انجام  چگونگی 

 آمده است. (4)مختلف آموزش و آزمون در شکل  

صورت زیر  هب  L,Mآمده مقادیر  دستهدر کلیه نتایج ب

 : اندشدهدر نظر گرفته
  L+M+1=nf ; 4 ≤ nf ≤ 10         
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ادامه   در  ضرایب  تعدد  به  توجه  برازش با  از  ضرایبی 

را با تفکیک کامل از    ASKو    FSKهای  خم در مدولاسیون

 . کنیمیکدیگر بررسی می

 

 آزمون ه( مرحلفال

مقایسه ضرایب  آزمون با مرزهای 
آموزش  تصمیم گیری 

         0 
  1

End

                

                 
         FSK   

ASK        

      AWGN

                    
                   
              

                
                 

و  Lمراجعه به جدول ضرایب 
M   و مرزهای تفکیک شده

در ضرایب مطلوب بدست 
آمده در  مرحله آموزش 

جدول تشکیل 
احتمال خطا و 

صحت  

مراحل مختلف آموزش و آزمون در روش   روندنمای(: 4-شکل)

 پیشنهادی 

(Figure-4): block diagram of train and test phases in 

proposed method 
 

 

  FSKسازی در مدولاسیون  نتایج شبیه   -2-4

 دودویی 

و نرخ    نوفهختلف سیگنال به  سازی با مقادیر منتایج شبیه

 برداری آمده استنمونه 

   N=12500و نرخ نمونه برداری  SNR=-15dBالف( 

مورد بوده که در اینجا   9تعداد کل هیستوگرام ها در این حالت  

 است. مورد از آنها نمایش داده شدهچهار 

 
 , L=1,M=2با  یکو  صفر بیضرا  ستوگرامی ه(: 5-شکل)

 4 بیشماره ضر 

(Figure-5): Histogram of coefficients 0 and 1 with L = 1, M = 

2, coefficient number 4 

 
   و L=3, M=1با  کیصفر و  بیضرا  ستوگرامی ه(: 6-شکل)

 4 بیشماره ضر

(Figure-6): Histogram of coefficients 0 and 1 with L = 3, M = 

1, coefficient number 4 
 

 
   و L=4, M=2با  کیصفر و  بیضرا  ستوگرامی ه(: 7-شکل)

 7 بیشماره ضر

(Figure-7): Histogram of coefficients 0 and 1 with L = 4, M = 

2, coefficient number 7 

 
 و  L=3, M=0با  کیصفر و  بیضرا ستوگرامیه(: 8-شکل)

 2 بیضر شماره 

(Figure-8): Histogram of coefficients 0 and 1 with L = 3, M = 

0, coefficient number 2 
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بهب ضرایب  در  دسته کمک  آموزشآمده  ،  مرحله 

کارایی    پانصد  بررسی  جهت  را  آزمون  مرحله  در  سمبل 

ایم که نتایج آن در  ش پیشنهادی مورد بررسی قرار دادهرو

است.  (1)جدول   بیت آمده  بتعداد  که  درستی  ههایی 

شده در بیان  ،اندآشکارسازی  آشکارسازی  قدرت  میزان  گر 

برازش خم  منحنی  و مخرج  تعداد ضرایب صورت  انتخاب 

انت ها  خاب ضریب مورد نظر در تفکیک سمبل کسر گویا و 

 .است
 

 N=12500برابر برداری و نرخ نمونه  SNR=-9dBب( 

درستی  الی که بهسمبل ارسپانصد  از  پانصد  های  تعداد بیت

شده را   ،دانآشکارسازی  پیشنهادی  روش  کارایی 

گونه که انتظار داریم با مقایسه با حالت  . هماندهدمینشان

افزایش    شودمیالف مشاهده   با  به  که  تعداد    نوفهسیگنال 

 است.کننده افزایش یافتهضرایب تفکیک 
 

سمبل ارسالی با  500های دریافتی از (: صحت سمبل1-جدول)

SNR=-15dB  برداری نرخ نمونهوN=12500 
(Table-1): number of accuracy for 500 transmitted symbols 

with SNR=-15dB and sampling rate N=12500 

 صحت 
شماره  

 ضریب 
M L  ردیف 

500 2 0 3 1 

500 4 1 3 2 

500 7 2 4 3 

500 6 2 4 4 

500 9 3 5 5 

499 3 1 3 6 

499 5 1 3 7 

499 5 0 4 8 

498 4 2 1 9 

 

سمبل ارسالی با  500های دریافتی از (: صحت سمبل2-جدول)

SNR=-9dB  برداری نرخ نمونه وN=12500 
(Table-2): number of accuracy for 500 transmitted symbols 

with SNR=-9dB and sampling rate 12500 

 صحت 
شماره  

 ضریب 
M L  ردیف 

500 4 3 0 1 
500 4 2 1 2 
500 3 2 1 3 
500 1 0 3 4 
500 3 0 3 5 
500 2 0 3 6 
500 4 1 3 7 
500 3 1 3 8 
500 5 1 3 9 
500 4 0 4 10 
500 3 0 4 11 
500 5 0 4 12 
500 5 3 2 13 
500 6 3 2 14 
500 6 2 3 15 

 صحت 
شماره  

 ضریب 
M L  ردیف 

500 5 2 4 16 
500 7 2 4 17 
500 8 4 3 18 
500 7 4 3 19 
500 10 5 4 20 
499 2 1 2 21 
499 4 1 2 22 
499 4 2 4 23 
499 6 2 4 24 
499 6 3 5 25 
499 8 3 5 26 
499 7 3 5 27 
499 9 3 5 28 
498 5 1 5 29 
498 7 1 5 30 
498 6 1 5 31 

 

ضرایب   مورد  31چهار نمونه از  در ادامه هیستوگرام  

  ( 2)جدولها که در  صفر و یکاز     (L,M)صورت و مخرج  

هیستوگرام  این  در  است.  تفکیک کامل  های ضرایبآمده   ،

 .شودمیمشاهده 
 

 

 
 ,   L=3, M=0با  کیصفر و  بیضرا ستوگرامیه(: 9-شکل)

 1 بیشماره ضر

(Figure-9): Histogram of coefficients 0 and 1 with L = 3, M = 

0, coefficient number 1 
 

 
  و  L=3, M=0با  کیصفر و  بیضرا ستوگرامیه (:10- شکل)

 3 بیشماره ضر

(Figure-10): Histogram of coefficients 0 and 1 with L = 3, M 

= 0, coefficient number 3 
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   و L=0, M=3با  کیصفر و  بیضرا ستوگرامیه(: 11-شکل)

 4 بیشماره ضر

(Figure-11): Histogram of coefficients 0 and 1 with L = 0, M 

= 3, coefficient number 4 

 

 و  L=1, M=2با  کیصفر و  بیضرا  ستوگرامیه (:12-شکل)

 4 بیشماره ضر

(Figure-12): Histogram of coefficients 0 and 1 with L = 1, M 

= 2, coefficient number 4 

شبیه   -3-4 مدولاسیون  نتایج  در  سازی 

ASK  دودویی 
 N=1500برداری و نرخ نمونه  SNR=-25dBالف( 

هیستوگرام کامل ضرایب  تعداد  تفکیک  با  بوده    5ها  مورد 

 :استآورده شدهعنوان نمونه مورد به 4 زیرکه در اشکال 

 
 , L=6,M=1با  کیصفر و  بیضرا ستوگرامیه(: 13-شکل)

 3 بیشماره ضر
(Figure-13): Histogram of coefficients 0 and 1 with L = 6, M 

= 1, coefficient number 3 
 

 
 و  L=5, M=1با  کیصفر و  بیضرا  ستوگرامیه (:14-شکل)

 5 بیشماره ضر 

(Figure-14): Histogram of coefficients 0 and 1 with L = 5, M 

= 1, coefficient number 5 
 

 
 و  L=5, M=0با  کیصفر و  بیضرا ستوگرامیه(: 15-شکل)

 3 بیشماره ضر 

(Figure-15): Histogram of coefficients 0 and 1 with L = 5, M 

= 0, coefficient number 3 

 
   و  L=5, M=1با  کیصفر و  بیضرا  ستوگرامیه(: 16-شکل)

 4 بیضر شماره

(Figure-16): Histogram of coefficients 0 and 1 with L = 5, M 

= 1, coefficient number 4 
آمده در مرحله  دسته کمک ضرایب بهدر اینجا نیز ب

بررسی   پانصد،  آموزش جهت  را  آزمون  مرحله  در  سمبل 

ایم که نتایج  ش پیشنهادی مورد بررسی قرار دادهکارایی رو

جدول   در  مدولاسیون   (4)آن  با  مقایسه  در  است.  آمده 

FSK    قسمت به    برخلافالف  -3-2در    نوفه سیگنال 

پایینبه تعدادمراتب  حالت  پنج   تر،  از  های  مورد 

 . ها وجود داردکننده سمبلتفکیک 

 
سمبل ارسالی با  500های دریافتی از صحت سمبل(: 4-جدول)

SNR=-25dB  و نرخ نمونه برداریN=1500 

(Table-4): number of accuracy for 500 transmitted symbols 

with SNR=-25dB and sampling rate N=1500 
 ردیف  M L شماره ضریب  صحت 

500 5 1 5 1 

500 4 1 5 2 

500 3 1 6 3 

497 3 0 5 4 

500 5 1 5 5 

 

 N=1500و نرخ نمونه برداری  SNR=-23dBب( 

مورد بوده    54ها با تفکیک کامل ضرایب  تعداد هیستوگرام

اشکال   در  چهارکه  به  زیر  آورده  مورد  نمونه  عنوان 

 :استشده
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 ,  L=5, M=0با  کیصفر و  بیضرا ستوگرامیه(: 17-شکل)

 2 بیشماره ضر

(Figure-17): Histogram of coefficients 0 and 1 with L = 5, M 

= 0, coefficient number 2 
 

 
 ,  L=6, M=0با  کیصفر و  بیضرا  ستوگرامی ه(: 18-شکل)

 2 بیشماره ضر

(Figure-18): Histogram of coefficients 0 and 1 with L = 6, M 

= 0, coefficient number 2 
 

 
 , L=5, M=1با  کیصفر و  بیضرا  ستوگرامیه(: 19-شکل)

 3 بیشماره ضر 

(Figure-19): Histogram of coefficients 0 and 1 with L = 5, M 

= 1, coefficient number 3 
 

 
 ,  L=6, M=1با  کیصفر و  بیضرا ستوگرامیه(: 20-شکل)

 3 بیشماره ضر
(Figure-20): Histogram of coefficients 0 and 1 with L = 6, M 

= 1, coefficient number 3 

 
ب نیز  اینجا  بهدر  ضرایب  در  دست هکمک  آمده 

آموزش جهت    پانصد،  مرحله  را  آزمون  مرحله  در  سمبل 

بررسی ق پیشنهادی مورد  روش  کارایی  دادهبررسی  ایم  رار 

آمده است. در مقایسه با حالت    ( 5)که نتایج آن در جدول  

مشاهده   با    شودمیالف  در    افزایشکه  به  اندکی  سیگنال 

تفکیک  23dB-به    25dB-از    نوفه ضرایب  کننده  تعداد 

است کرده  پیدا  با  همچنین    ؛ افزایش  مقایسه  در 

سیگنال به    برخلافالف  -2-3در قسمت    FSKمدولاسیون  

حالتک  نوفه تعداد  تفکیک متر،  سمبلهای  ها،  کننده 

 . افزایش پیدا کرده است

سمبل ارسالی با  500های دریافتی از (: صحت سمبل5-جدول)

SNR=-23dB برداری و نرخ نمونهN=1500 
(Table-5): number of accuracy for 500 transmitted symbols 

with SNR=-23dB and sampling rate N=1500 
 ردیف  M L شماره ضریب صحت

500 7 6 0 1 

500 6 2 4 2 

500 5 2 4 3 

500 7 2 4 4 

500 3 1 5 5 

500 5 1 5 6 

500 7 1 5 7 

500 2 1 5 8 

500 4 1 5 9 

500 6 1 5 10 

500 2 0 6 11 

500 4 0 6 12 

500 1 0 6 13 

500 3 0 6 14 

500 3 2 5 15 

500 5 2 5 16 

500 7 2 5 17 

500 7 5 1 18 

500 6 5 1 19 

500 7 3 3 20 

500 4 2 4 21 

500 7 6 1 22 

500 3 1 6 23 

500 2 1 6 24 

500 4 1 6 25 

500 9 7 1 26 

499 8 7 1 27 

499 7 6 2 28 

499 5 3 5 29 

499 4 2 6 30 

499 3 2 6 31 

499 2 1 7 32 

498 2 0 5 33 

498 8 6 1 34 

498 4 2 5 35 

498 6 2 5 36 

498 8 2 5 37 

498 8 6 2 38 

497 6 5 0 39 

497 1 0 5 40 

497 8 7 0 41 

497 5 3 4 42 

497 7 3 4 43 

497 6 3 4 44 

497 8 3 4 45 

497 9 6 2 46 
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 ردیف  M L شماره ضریب صحت

497 3 2 7 47 

496 7 5 2 48 

496 6 5 2 49 

496 8 5 2 50 

496 1 0 7 51 

495 6 5 3 52 

495 4 3 5 53 

495 6 3 5 54 

 

روش با  پیشنهادی  روش  کارایی  مقایسه  جهت    همچنین 

تئوری، نمودار شبیه  سازی مقایسه بین دو  احتمال خطای 

 آمده است. 22و   21روش در اشکال  
 

 
مقایسه کارایی روش پیشنهادی با روش تئوری در  (: 21-شکل)

 BASKمدولاسیون 

(Figure-21): The performance of the proposed scheme and 

the theoretical error rate probability scheme in BASK 
 

 

 
 

 
مقایسه کارایی روش پیشنهادی با روش تئوری در  (: 22-شکل)

 BFSKمدولاسیون 

(Figure-22): The performance of the proposed scheme and 

the theoretical error rate probability scheme in BFSK 
 

 

 پیچیدگی محاسباتی -5
روش   با  پیشنهادی  روش  محاسباتی  پیچیدگی  ادامه  در 

منظور تمامی اعمال  بدین.  شودمیشکارساز پوش مقایسه  آ

ب با روش  هضرب و جمع  برازش خم  کاررفته در آشکارساز 

نمونه نرخ  در  پوش  آشکارساز  برداری  متداول 

N=1500,12500  می مقایسه  یکدیگر  گونه  همانشوند.  با 

هیستوگرام   در  می  (23  شکل)که  روش    ، کنیدمشاهده 

روش  ،پیشنهادی با  مقایسه  در  بیشتری  های  محاسبات 

دارد پوش  آشکارساز  همچون  بهمتداول  فاز   خصوص،  در 

مناسب   مقادیر  استخراج  مقداردهی    Mو    Lآموزش که  با 

مقایسه ضرایبی که قابل تفکیک   آنها و  به  مقادیر مختلف 

 پذیرد. با محاسبات بیشتری صورت می ،دارند را  ردهدو 

 

 
هیستوگرام مقایسه میزان پیچیدگی روش  (: 23-شکل)

 پیشنهادی و روش آشکارساز پوش 

(Figure-23): Computational complexity of the proposed 

detector and envelope detector 
 
 

 گیری نتیجه -6

برازش   طرح  آشکارسازی  در  جدید  روش  یک  خم 

تقریبسیگنال و  منحنی  برازش  بر  مبتنی  مخابراتی    های 

گردید ارائه  گویا  کسر  بضرایب  روش  این  کارایی  کمک ه. 

شبیه گویای  نتایج  نتایج  این  که  شد  داده  نشان  سازی 

کارایی   و  پیشعملکرد  روش  همچنین  بیشتر  است.  نهادی 

نشان به  مینتایج  سیگنال  افزایش  با  که  تعداد  نوفهدهد   ،

 یابد.  گیری افزایش میطور چشمهکننده بضرایب تفکیک 

روش  بر علاوه با  پیشنهادی  روش  کارایی  این، 

تئوری  خطای  احتمال  به  محاسبه  سیگنال  حسب  بر 

  شد مقایسه    ASKو    FSKهای مختلف در مدولاسیون  نوفه

. استروش پیشنهادی    گر برتریبیانسازی  که نتایج شبیه

 بعد احتمال خطایبه  نوفهها از یک سیگنال به  در نمودار

صفر   خم  برازش  پیشنهادی  بشودمیروش  در  ه.  ویژه 

غالب    شوندهکانال گوسی جمع  نوفهکه    ASKمدولاسیون  

دارد بیشتری  تخریبی  قدرت  برازش  و  پیشنهادی  روش   ،

 تری داشته است. گویا عملکرد مطلوب ،خم کسر
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آموخته  دانش   نوراللهیحمید  

مهندسی   ارشد  کارشناسی  و  کارشناسی 

از   مخابرات  اسلامی  برق  آزاد  دانشگاه 

خمینی امام  یادگار  شهرری  واحد   )ره( 

دکترای  دانشجویی  اکنون  وی هم  است. 

. همچنین استبرق مخابرات در همان واحد دانشگاه آزاد  

به  دادگستایشان  رسمی  کارشناس  به عنوان  مشغول  ری 

های  پژوهشی فعلی ایشان شبکههای  فعالیت هستند. زمینه

های مخابراتی و  عصبی، یادگیری عمیق و پردازش سیگنال

 . استپردازش تصویر 

 :یانامه ایشان عبارت است ازنشانی را

h_nourollahi@yahoo.com 
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حس  دیس  لاتیتحص  ی نیابوالفضل 

در   ی مهندس  یکارشناس را  کنترل  برق 

صنعت و    فیشر  یدانشگاه 

 برق مخابرات  یارشد مهندسیکارشناس

صنعت  را دانشگاه  به   رینصخواجه   یدر 

برق مخابرات    یادکتر  قطعم  شانیاهمچنین    رساند.  انی پا

ترب دانشگاه  در  پا  تیرا  به  ا  انیمدرس  عضو    شانیرساند. 

  ی نیخمامام  ادگاریواحد    یدانشگاه آزاد اسلام  یعلم  تئیه

زم است.  مباحثیا  ی پژوهش  یهانه ی)ره(   رینظ  یشان 

از دور،   یمهندس  ر،یپردازش تصو  الگو،  یبازشناس   سنجش 

 . ردیگیرا در بر م  ی وفق  یلترهایپردازش گفتار و ف

 :عبارت است از  شانیا انامهیرا ینشان

abolfazl.hosseini@modares.ac.ir 
 

شهزادی سال  فارغ  علی  التحصیل 

گرایش   1386 در  برق  مهندسی 

و    سامانهمخابرات   علم  دانشگاه  از 

ایران   ایشاناستصنعت  سال   .  از 

به   1388 عضو تاکنون  عنوان 

سال  علمیهیئت از  جذب یمکعضو  تاکنون    1394،  ته 

مخابرات دروس   و  گروه  سرفصل  بازنگری  کمیته  عضو 

ده و  بو  دانشگاه سمنان  دانشکده مهندسی برق و کامپیوتر

معاون  در حال حاضر نیز    و  با آن دانشگاه همکاری داشته

تحص  یآموزش تیو  و  کدانش  یلیمکلات  برق   وتریامپک ده 

عضو   گذشته  در  ایشان  همچنین  هستند.  سمنان  دانشگاه 

  دانشگاه آزاد اسلامی واحد یادگار امام خمینی ت علمی ئهی

های پژوهشی ایشان عبارتند از:  اند. زمینهبوده  )ره( شهرری

آشکار و  عمیقهوش  ،سازیتخمین  یادگیری  و    ،مصنوعی 

پهنسامانه مخابرات  بهینهروش،  باند های  ، سازیهای 

  سیم و سیارهای مخابرات بیشبکه 

 :رایانامه ایشان عبارتند از نشانی

shahzadi@semnan.ac.ir 
 

کندوان شقاقی  تحصیلات   رامین 

در  را  الکترونیک  مهندسی  کارشناسی 

کارشناسی و  تهران  و  دانشگاه  ارشد 

در  را  مخابرات  برق  مهندسی  دکتری 

رساند.   پایان  به  اسلامی  آزاد  دانشگاه 

یادگار  ت علمی دانشگاه آزاد اسلامی واحد  ئایشان عضو هی

)ره(   زمینهاستامام  زمینههای  .  در  ایشان  های  پژوهشی 

شببهینه  شبکهسازی  عمیق،  یادگیری  مخا که،  برات های 

 باشد. سیم میبی

 : نشانی رایانامه ایشان عبارتند از

ramin.shaghaghi@gmail.com 
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