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 چکیده 

گفتار بهگفتاری نشان می  هایشواهد و آزمایش با تمرکز به  صورت غیر یکدهد که اطلاعات در سیگنال  نواخت توزیع شده و انسان 

پُر اطلاعات آن قادر است به بازشناسی آوای    ة  ، یک سامانپژوهشصورت مقاوم گفتار را بازشناسی کند. در این راستا در این  نواحی 

های صوتی نامیده  نواحی پُراطلاعات و مجزای صوتی ارائه شده است. این نواحی شاخص  فارسی مبتنی بر تمرکز روی بازشناسی مقاوم

ابتدا برای سیگنال گفتارِ زبان فارسی یک مجموعه از شاخصمی انتخاب شده و به یک شبک شوند. بدین منظور    ة های مناسب صوتی 

آموزش آن در    ة  تی، تغییراتی در ساختار مدل و شیوهای صومنظور حذف تنوعات شاخصسپس، به  ، اندعصبی عمیق آموزش داده شده

  ی فیچند تکل  یریادگ یساختار    ک یاز    و در طرح دوم  جداگانه  یعصب  ة  شبک  کی  از طرح اول،    درچهار طرح مختلف انجام شده است.  

ی پنهان  بازگشتی در لایه. در طرح سوم نیز از یک اتصال  است  شدهاستفاده    های صوتیسازی غیرخطی تنوعات شاخصجبران  یبرا

شبکه بر  مبتنی  ساختار  یک  از  چهارم  طرح  در  و  ورودی  بازسازی  برای  جاذبشبکه  ناخواسته  های  تنوعات  کاهش  برای  عمیق  دار 

آزمایش  مقاله  این  در  است.  شده  روی  استفاده  فارسی    دادگانِمجموعهها  بازشناسی    "داتفارس"گفتاری  نتایج  و  است  شده  انجام 

پنهان است. خطای    ة  عصبی جلوسو با پنج لای  ة  یافته، یک شبکخطای بازشناسی آوا گزارش شده است. بهترین مدل آموزشصورت  به

برابر   آزمون  دادگان  روی  ساختار  این  آوای  به  74/21بازشناسی  به  درصد  تنوعات  پالایش  چهارطرحِ  از  استفاده  همچنین  آمد.  دست 

 درصد کاهش داده است.  3/1و  43/0، 58/0، 39/0طلق ترتیب خطای بازشناسی آوا را به طور م

 

 خطی. های صوتی، یادگیری عمیق، بازشناسی مقاوم، پالایش غیر:  بازشناسی آوا، شاخصواژگان کلیدی 
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Abstract 

Speech recognition is a subfield of artificial intelligence that develops technologies to convert speech 

utterance into transcription. So far, various methods such as hidden Markov models and artificial 

neural networks have been used to develop speech recognition systems. In most of these systems, the 

speech signal frames are processed uniformly, while the information is not evenly distributed in all of 

them. Auditory experiments have also shown that the human brain pays more attention to information-

rich areas. By focusing on these areas instead of uniform processing, the brain can more robustly 

recognize speech in intrinsic and environmental speech variations such as speaker and noise. In 
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contrast, the performance of most speech recognition systems degrades dramatically in these conditions. 

Therefore, to boost speech recognition systems' robustness, some researchers have focused on 

developing speech recognition systems by modeling these informative parts of the speech signal named 

landmarks. Similarly, in this article, we implemented a landmark-based system to obtain a robust 

Persian speech recognition system inspired by human brain perception. We also conducted neural 

networks-based variation compensation methods to boost its performance . 

In this article, acoustic landmarks are classified into two categories of events and states with the 

following definitions. Events are defined as areas of the speech signal in which the spectral 

characteristics change drastically while their length does not change a lot. The transition areas between 

some adjacent pairs of phones (phones' borders) are primarily selected as events. States are also defined 

as areas of the speech signal that spectral characteristics do not change significantly. Here the nuclei of 

phones are considered as the states. Previous research, linguistic sources, and implementation results 

have been used to determine the Persian language's appropriate landmarks. Finally, a set of 313 

landmarks was selected and used in our acoustic landmarks-based phone recognition system  . 

The neural network structure used to recognize acoustic landmarks is a feed-forward fully connected 

structure with ReLU function in its hidden layers and a linear function in its final layer. The number of 

layers and neurons of this structure has been determined experimentally. The best structure is 

composed of 5 fully connected layers with 1000 neurons per layer. In this study, instead of considering 

313 neurons to express each of the 313 landmarks, a heuristic labeling method is used to reduce the 

number of output neurons and utilize the shared information between the landmarks. The landmark 

recognition model slides on the speech feature sequence in the test phase to produce the output 

landmark sequence. Finally, to convert the obtained landmark sequence to a phone sequence, three rule-

based post-processing steps are performed  . 

Variabilities are among the essential quality degradation sources in speech recognition; therefore, we 

proposed two approaches to reduce them and boost phone recognition quality in our landmark-based 

system. To this aim, we have utilized the nonlinear filtering characteristic of neural networks by 

implementing four neural network schemes. In scheme 1, a feed-forward neural network is first trained 

to map training landmarks to their corresponding well-recognized samples. Then this structure can act 

as a nonlinear filter before the landmark recognition block. In scheme 2, a unified structure is 

simultaneously trained to learn landmark labels and the filtering part. In both of these schemes, we used 

a recursive loop to increase the chance of attractor manipulation in the structures. In scheme 3, a 

recursive loop is added to one hidden layer. This loop acts as an input variability simulator and forces 

the network to recognize the input data and its variations correctly. Finally, in scheme four, a deep 

attractor neural network-based structure is proposed to shape the structure’s hidden layer components 

so that it can compensate for variabilities. 

The experiments are implemented on a Persian database named Farsdat, and the results are reported 

using phone error rate (PER) criteria. From every 25-millisecond speech frame, an acoustic feature 

called LHCB is extracted and combined with delta and delta-delta features of that frame. Every frame's 

features are concatenated with fourteen adjacent frames and are finally fed to our neural network-based 

landmark extraction model. The best-trained model obtained the PER of 21.74% on test data. Using 

scheme one to four, we achieved an absolute PER decrease by 0.39, 0.58, 0.43 and 1.30 percent, 

respectively. Comparing our landmark-based system's performance with other Persian phone 

recognition systems shows that this method could perform efficiently as a Persian phone recognition 

system  . 

In our future works, we intend to compare our acoustic-based phone recognition system's performance 

with conventional methods such as CTC in noisy conditions. Besides, it seems that acoustic landmarks 

can be used to create an alignment of the input speech sequence and the output transcription. Therefore, 

we will present a combination of CTC-based methods and acoustic landmarks to utilize acoustic 

landmarks' complementary information. This information might boost the performance and speed of 

CTC-based speech recognition methods, particularly in low resource languages. 

Keywords: Phone Recognition, Acoustic Landmarks, Deep Learning, Robust Recognition, Nonlinear 

Filtering. 
 

 مقدمه -1
بازشناس  از  گفتار  یهدف  به    لیتبد   ،خودکار  گفتار 

آواها    یاگسسته   یهانماد وجود    ایاز  با  است.  کلمات 

ا  اریبس  هایشرفتیپ    ی هاسامانه  ییکارا  نه،یزم   نیدر 

چون   یدر برخورد با تنوعات  یخودکار گفتار فعل   یبازشناس

  ابد ییو اعوجاج کانال کاهش م  طیمح  نوفه  نده،یگو  رییتغ

  ز ین  طیشرا  نیمغز انسان اغلب در ا  کهی[، درحال51و    33]

برارو تلاشنیاز. اکند یعمل م   یخوببه ها  بهبود مدل  یها 

 ادامه دارد.  یبازشناس هایآموزش مدل یهاو اصلاح روش

های بازشناسی گفتار جدید از مددل در اغلب سامانه

 2های عصبی عمیق[، شبکه41و    37،  20]  1مخفی مارکوف

[ و یددا تلفی ددی از ایددن دو اسددتفاده 52و  27، 25، 14، 9]

 ةاخیدر در حدوز  هدایپدژوهشعنوان نمونده در  شود. بهمی
 

1 Hidden Markov Models (HMM) 
2 Deep Neural Networks (DNN) 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.1

9.
4.

17
3 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             2 / 18

http://dx.doi.org/10.61186/jsdp.19.4.173
https://jsdp.rcisp.ac.ir/article-1-1172-fa.html


 

 
 54پیاپی  4شمارة  1401سال 

175 

س
شنا

از
ب

 ی
آوا 

 ی
س

ار
ف

 ی
ص

اخ
ش

ز 
ه ا

اد
تف

س
ا ا

ب
ها

  ی
وت

ص
 ی

ش
رو

و 
ی

ها
 

ن
را

جب
از 

س
 ی

بتن 
تِ م

عا
نو

ت
 ی

که
شب

ر 
ب

ی
ها

 
صب

ع
ی 

 
های [، شدبکه15]  1های بداور عمیدقبازشناسی آوا از شبکه

 3مددتکوتداه  ی حافظده بلنددِها[ و شبکه53]  2کانولوشنی

 [ استفاده شده است.47]

های بازشناسی گفتار رویکرد غالب در بیشتر سامانه

گفتدداری اسددت  4یهدداقابنواخددت شددده، پددردازش یدد یاد

 صدددورت بهسددیگنال گفتدددار اطلاعدددات روی  کددهیحالدر

ها ندواحی [. در این سامانه24یکنواخت توزیع نشده است ]

پُراطلاعات گفتاری )چدون گد ر بدین آواهدان مانندد سدایر 

شود. در این صورت با وجود اطلاعات پردازش مینواحی کم

اطلاعدات ندواحی کدم ة اطلاعات بیشتر، در آموزش به انداز

هددا ای روی آنبازشناسددی تمرکددز ویددژهدیددده شددده و در 

 شود.  نمی

نشدان داده  هداپژوهشدر م ابل این رویکردِ غالدب،  

که مغز انسان روی آن نواحی از سیگنال گفتار کده حداوی 

ن، تمرکددز 5های صددوتیاطلاعددات بیشددتری اسددت )شدداخ 

ی عصدبی مغدز انسدان هاشدبکه[.  40و    18بیشتری دارد ]

ه هستند. پردازش اطلاعدات ی و دوسویرخطیغ یی  هاسامانه

ی هداجاذبی از  امجموعده، بدر پایده  هاشدبکهدر این ندو   

. ردیپ یم، انجام  شوندیمی مجزا و پویا که یادگیری  ان طه

ی هاسدامانهدر    هداجاذبی  ریگشدکلی مفیدد  هایژگیواز  

 نوفدهی ایجاد قدرت بازشناسی م اوم به تنوعدات و  رخطیغ 

شدناختی بدرای هدای عصدبآزمدایش.  ]18و    17،  4[است  

گرهدا و مغدز بیدانگر آن اسدت کده درک ارتباط بدین ح 

گرهدا، ید  عامدل مهدم در تغییرات سریع در ورودی ح 

وقایعی گسسدته   صورت  بهانت ال اطلاعات اطلاعات حسی  

[ 45بر طبدق ایدن شدواهد در ][.  31[ و ]18به مغز است ]

پدردازش غیریکنواخدت گفتدار تحدت عندوان ت دوری  ة  اید

های صوتی مطرح شد. بر اساس این ایدده تداکنون شاخ 

های های بازشناسی گفتار مختلفی مبتنی بر شاخ سامانه

، 23، 6صوتی ارائه شده است )مرور شدده در بخدش دومن ]

 [. مزایای این روش عبارتند از:46و   30

ادراکِ مبتنی بدر   ة  ین رویکرد انطباق بیشتری با نحوا •

های صوتی شاخ   ة  تمرکزِ انسان بر نواحی دربردارند

 [.6دارد ]

های صدوتی از گفتدار بده دلیدل نواحی حاوی شاخ  •

 ریتأثاینکه حاوی اطلاعات بیشتری است، کمتر تحت  

تنوعات قرار گرفته و درنتیجه بازشناسدی مبتندی بدر 

 [.  22تری خواهد بود ]اسی م اوماین ن اط، بازشن

 

1 Deep Believe Neural Networks (DBNN) 
2 Convolutional Neural Networks (CNN) 
3 Long Short Term Memory Neural Networks (LSTM) 
4 Frame 
5 Acoustic Landmarks 

اطلاعدات هدای کدمسازی قابظرفیت مدل برای مدل •

هدر نخواهد رفت و درنتیجه مدل به نحو بهتری روی 

 نواحی مهم آموزش خواهد یافت.

 ة [، در راسدتای ارائد6و    38کارهای قبلی ]  ةدر ادام

بازشناسدی گفتدار جدامع فارسدی مبتندی بدر   ة  ی  سدامان

عبارت اسدت   پژوهش، اهداف ما در این  های صوتیشاخ 

 از:

های صدوتی مناسدب بدرای سدیگنال انتخاب شداخ  •

بازشناسدی   ة  ید  سدامان  ة  گفتارِ زبان فارسدی و ارائد

 های صوتی.آوای مبتنی بر ت وری شاخ 

های عصبی عمیق برای استخراج بررسی قابلیت شبکه •

[ و یدا 26]  HMMهای صوتی )تاکنون تنها از  شاخ 

[ استفاده 6و    5عمق و دادگان محدود ]های کمشبکه

 شده استن.

های در شدبکه 6یرخطدیغ استفاده از ت دوری پداشیش   •

های عصبی برای بازشناسی م اوم به تنوعات شداخ 

 زشناسی آواها.صوتی و بهبود کیفیت با

در بخدش   :ساختار م اله در ادامه به این شرح است

های صدوتی در دوم مروری بر سدوابق اسدتفاده از شداخ 

انتخدداب  ة در بخددش سددوم نحددو، بازشناسددی گفتددار انجددام

های صوتی برای سیگنال گفتارِ زبان فارسی بیان و شاخ 

اسددتخراج و اسددتفاده از ایددن  ة در بخددش چهددارم نحددو

سدس    ؛ها برای بازشناسی آوا شرح داده شده استشاخ 

شددده در سدداختار مدددل در بخددش پددنجم تغییددرات انجددام

بازشددناس بددرای افددزایش م اومددت مدددل بدده تنوعدداتِ 

در بخش ششدم و هفدتم نیدز   و  های صوتی توضیحشاخ 

 بندی نتایج شرح داده شده است. ها، جمعنتایج آزمایش

 

از   -2 استفاده  سوابق  بر  مروری 

بازشناسی  شاخص در  صوتی  های 

 گفتار 

های توان با اسدتفاده از شداخ خطی را میی غیرهادهیپد

هدا ندواحی از آن آنها بیان کرد. م صود از شداخ   ةگسست

تدر اسدت. حاوی اطلاعداتی بیشدتر و مفیددپدیده است که  

شدددن منظددور از مثددالی سدداده را بددرای مشددخ  1 شددکل

دهد. در سدمت راسدت ایدن شدکل ید  شاخ  نشان می

مسیر خطی و در سمت چپ ید  مسدیرغیرخطی نمدایش 

داده شده است. برای بیان مسیرِ غیرخطی بین دو ن طده از 

د. ایدن شدوواژگانی چون میدان، ت اطع و پیچ اسدتفاده می

 

6 Nonlinear Filtering 
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های موجود در این مسیر غیرخطی هستند عناوین شاخ 

که که اطلاعاتی را در زمینده مسدیر دربردارندد. درصدورتی

 امعندکاربردن این عنداوین بیمسیر صاف و خطی باشد، به

چون شاخصی در مسدیر خطدی و یکنواخدت وجدود   ؛است

 ندارد و اطلاعات در کل مسیر یکنواخت توزیع شده است. 

 

 
یک مسیر غیرخطی توسط   ة(: اطلاعات مهم در زمین1-)شکل

 شود. های آن بیان میشاخص
(Figure-1): Important information of a 

nonlinear path is expressed by its landmarks. 

 

طدور یکنواخدت در سیگنال گفتار نیز اطلاعدات بده

توزیددع نشددده و در مندداط ی از سددیگنال گفتددار اطلاعددات 

های بیشتری وجود دارد. این نواحی پُراطلاعات را شداخ 

 هدایپژوهشهای صوتی در  [. شاخ 12نامند ]صوتی می

 عنوان نمونه:اند. بهمختلف متفاوت تعریف شده

ها در سده ناحیده گفتداری تعریدف [، شاخ 46در ]  •

ایستاست   طورت ریبیبهمناط ی که طیف    -1اند:  شده

ندواحی گد رای   -2،  2هاسایشی  و  1هاواکه  ة  مثل هست

 -3و    4هداانفجاری  3طیف بدا شدیب تندد مثدل رهدش

 .  5هانواحی تغییرات تدریجی طیف مثل شبه واکه

ها واکده  ة  و هسدت  6هانخوا[ ابتدا و انتهای هم22در ] •

 اند.های صوتی در نظر گرفته شدهعنوان شاخ به

عنوان ی اندددرژی بددده7ها[ محدددل اکسدددترمم30در ] •

 .اندشدههای صوتی تعریف شاخ 

[ از 43و  5بددرای سددیگنال گفتددار زبددان فارسددی در ] •

[ از گ ر برخی آواها 6اطلاعات نو  و محل گ ر و در ]

های صوتی عنوان شاخ هب  8هاآواو ترکیب بعضی سه  

 استفاده شده است.

بازشناسی آوای فارسی با تعریف   ة[، ی  سامان38در ] •

آواهدا و برخدی   ةشاخ  صوتی در محدل هسدت  313

بر تکمیل و علاوه  پژوهشمرزهای آوایی ارائه شد. این  

دو روش کددداهش تنوعدددات  ةاصدددلاح آن بدددا ارائددد
 

1 Vowels 
2 Fricatives 
3 Release 
4 Explosives 
5 Semi vowels 
6 Consonents 
7 Extremums 
8 Triphones 

ازشناسدی آوا های صوتی، موجب بهبود نتایج بشاخ 

 [ شده است.38نسبت به نتایج ارائه شده در ]

ن، ابتددا و انتهدای ید  2-عنوان نمونه در )شدکلبه

های عندوان شداخ واکه و رهش ی  همخوانِ انفجاری به

 [. 22صوتی در نظر گرفته شده است ]

هددای های صددوتی در سددامانهتدداکنون از شدداخ 

ه شده اسدت. های مختلفی استفادبازشناسی گفتار به روش

 عنوان نمونه:به

بدرای   9نSVMاستفاده از چندین ماشین بردار مرزی ) •

های صددوتی بددا اسددتفاده از تشددخی  انددوا  شدداخ 

آنهدددا و سدددس  تلفیدددق  10هدددای متمدددایزگرویژگی

 [.26مراتبی اطلاعاتشان برای بازشناسی آواها ]سلسله

هدا و SVM وسدیلةبههای صدوتی شداخ   تشدخی  •

 HMMاسدتفاده از خروجدی آنهدا بدرای تعلدیم مددل 

 [.12بازشناس گفتار ]

های عصدبی بدرای بازشناسدی آوای استفاده از شدبکه •

 [.6و   5های صوتی ]مبتنی بر شاخ 

های صدوتی بدا بررسی ارتباط مناطق حداوی شداخ  •

 CTCبازشناس گفتار مبتنی بدر    ة  های ساماناسسای 

11 [35.] 

های صدوتی بدا اطلاعات تکمیلدی شداخ استفاده از   •

 [.23های حاوی این اطلاعات ]دهی بیشتر قابوزن

های صددوتی و برچسددب آمددوزش همزمددان شدداخ  •

 CTC  [24.]بازشناسی آوا در روش مبتنی بر  

•  

 
های صوتی تعریف شده در  ای از شاخص(: نمونه2-)شکل

 [. 22گفتاری ]  ة بخشی از یک داد
(Figure-2): An example of acoustic landmarks in a speech 

signal segment [22]. 
 

این نکته ضروری اسدت کده در اغلدب مراجدع بیان  

مربددوط بدده سددیگنالِ گفتددار زبددان انگلیسددی، هددر کدددام از 

ای ی جداگانددههامدددل وسددیلةبههددای متمددایزگر ویژگی

صددورت بدده هددایژگیوسددس  اطلاعددات ایددن  ،اسددتخراج

ولدی در ؛  نداهمراتبی برای بازشناسی آواها تلفیق شدسلسله
 

9  Support Vector Machines 
10 Distinctive Features 
11 Connectionist temporal classification (CTC) 
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هدای متمدایزگر و تعریدف ویژگیاین م اله بددون نیداز بده  

ها بدا ید  سداختار آنها، تمامی شاخ   ة  استخراج جداگان

 شوند.  عصبی عمیق یاد گرفته می ة شبک

 

سیگنال  شاخص  -3 برای  صوتی  های 

 گفتار زبان فارسی 
و  1واقعده ة های صوتی به دو دسدت، شاخ پژوهشدر این  

 اند:بندی شدهبا تعاریف زیر دسته 2حالت

از سدیگنال گفتدار اسدت کده در آن   اینواحیواقعه:   •

مشخصات طیفی سیگنال تغییرات شدیدی دارد و بدا 

شود. در تغییر سرعت گفتار، طول آنها زیاد عوض نمی

این م اله ندواحی گد ر مدابین برخدی جفدت آواهدای 

 اند.عنوان واقعه انتخاب شدهمجاور به

از سیگنال گفتار است که مشخصات   ایواحین  حالت: •

 آواهدا ة طیفی تغییرات شدید ندارد. در اینجدا هسدت

 عنوان حالت در نظر گرفته شده است.به

 
 (: انواع آواهای زبان فارسی.1-)جدول  

(Tabel-1): Persian phone types. 

نوع برچسب  

 آوایی

 نماد تعداد 

}=V 6 ن Vها )واکه  â , a, e, o, u, i} 

 C={E ,D} 23 ن Cها )همخوان

 E={d, t, b, p, g, q, ?, ĵ, č} 9 ن Eها )رهش

های تلفیق  بست

 ن Bشده )

6 B={1, 2, 3, 4, 5, 6} 

های غیر  همخوان

 ن Dانفجاری )

14 D={y, l, m ,n, r, ,k ,f, v, s, 

z, š, ž, h, x} 

 A 5 A={s, š, t, n, m}دسته آوای 

 {^}=S 1 ن Sسکوت )

 

های صوتی سیگنال گفتار زبان برای تعریف شاخ 

های معمدول بدرای انوا  برچسب  1-فارسی، ابتدا در جدول

آواهای زبدان فارسدی نمدایش داده شدده اسدت. نمادهدای 

کاررفته برای آواهای زبان فارسدی بدا اسدتفاده از مرجدع به

عددد  29[ انتخاب شده است. تعداد آواهای زبان فارسی 2]

یافته بدده دادگددان های اختصددا ولددی برچسددب ،اسددت

تدر چدون زنی مدواردی جزئیدلیل برچسببهطورمعمول  به

 ها، بیشتر از تعداد آواها است.در انفجاری 3بست

های صددوتی مناسددب بددرای بددرای تعیددین شدداخ 

و   6،  5پیشین ]  هایپژوهشسیگنال گفتارِ زبان فارسی، از  
 

1 Event 
2 State 
3 Closure 

های مددل [ و همچنین خروجی2شناسی ][، منابع زبان43

های صوتی بیشتر استفاده شدده اسدت. در با تعداد شاخ 

های صدوتی انتخداب تدایی شداخ   313  ة  نهایت مجموع 

های زیر تعیین شدده دودیتن با توجه به مح2شده )جدول

 است:

کلِِّ رهش به عنوان ی  شاخ  صوتی در نظر گرفته  •

 شده است.

ها و رهش متناظرشان، واقعده در محل گ ر بین بست •

 در نظر گرفته نشده است.

و  VꟷV ،VꟷE ،SꟷEدر گفتددار فارسددی گدد رهای  •

SꟷV  ( وجود ندارد"ꟷ"  .نماد گ ر استن 

زیدرا   ،شده است  ها تلفیقهای مشابه در انفجاریبست •

هددا در برخددی جفددت آواهددا بسددیار بسددت انفجاری

های آوایدی های زوجاند. این موارد شامل بستیکسان

(b   وp( ،نd   وt( ن وĵ   وč .ن است 

بیند و به ایدن خوب آموزش نمی  CꟷSاغلب گ رهای   •

دلیل برای عدم افزایش تناقض در یادگیری، تعددادی 

 A+Sاند و تنهدا گد رهای مجموعده  از آنها ح ف شد

 دسدتبهطور تجربدی این مجموعه به یابد.آموزش می

 آمده است.

•  
 شده.های صوتی انتخاب(: شاخص2-)جدول

(Tabel-2): Selected acoustic landmarks. 

 تعداد شاخ   نو  شاخ  صوتی

Vꟷ{D,B} 20×6 
VꟷS 1×6 

CꟷV 6×23 

SꟷD 14×1 

AꟷS 1×5 

 30 {V,S,C}ی هسته

 313 های صوتی مجمو  شاخ  

 

بر    ة  سامان  -4 مبتنی  آوای  بازشناسی 

 های صوتی شاخص
بازشناسدی آوای  ة  مراحل آمدوزش و آزمدون سدامان

ن نمدایش داده 3-های صدوتی در )شدکلمبتنی بر شاخ 

های آوایدی دادگدان بده برچسدب شده است. ابتدا برچسب

شدود )زیدربخش های صوتی تبددیل میمتناسب با شاخ 

عصدبی   ة  ن. سس  پ  از استخراج ویژگی، مدل شبک4-1

های صددوتی بددرای نگاشددت ورودی بدده برچسددب شدداخ 

آزمدون نیدز   ة  ن. در مرحلد2-4بخش  بیند )زیدرآموزش می
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ابتدا بردار ویژگدی اسدتخراج شدده و بدا اسدتفاده از مددل 

های صوتی آموزش، رشته شاخ   ة  آموزش یافته در مرحل

های شدداخ  ة شددود. زنجیدرآزمدون اسدتخراج می ة از داد

شدرح   3-4هایی کده در زیدربخش  صوتی با اعمال پردازش

 شود.دیل میآوایی تب ة داده شده است، به زنجیر
 

 
 ی بازشناسی آوای مبتنی بر(: سامانه3-)شکل

 های صوتی.شاخص 
(Figure-3): Block diagram of the landmark based  

phone recognition system. 
   

 های صوتیزنی شاخصبرچسب -4-1

های برای آموزش مدل بازشناس مبتنی بر شداخ 

هایی کده دادگدان موجدود بایدد بدا برچسدب  ة  صوتی، کلیِّ

شاخ  بودن و نبودن هر قاب گفتداری و ندو  شداخ  را 

زنی شددوند. در ایددن م الدده از کنددد، برچسددبتعیددین می

های نرم استفاده شده است. م صود ما از برچسدب برچسب

ی  تابع مثلثی در محدل   صورت  بهنرم، اختصا  خروجی  

اخ  م دار آن برابر که در محل شطوریها است بهشاخ 

مت ارن در دو   صورت  بهو با دورشدن از محل شاخ     ی 

تدددریج بدده صددفر برسددد. ایددن شددیوه طددرف، م دددار آن به

 زنی دو مزیت دارد: برچسب

های آوایدی در حدد در صورت وجود خطای برچسدب •

ی  یا دو قاب، شاخ  مدورد نظدر از آمدوزش حد ف 

در   ید   بلکه با م ددار خروجدی کمتدری از  ،شودنمی

 کند.آموزش مشارکت می

ها، تعیددین محددل بددرای آواهددای طددوشنی مثددل واکدده  •

واج سدخت اسدت و بهتدر   ة  عندوان هسدتمشخصی به

آوا در   ة  چندین قابِ حول مرکز به عنوان هست  ،است

 نظر گرفته شود.

اختصدا  برچسدب ندرم بدرای   ة  ن نحدو4در )شکل

های صوتی بخشی از ی  داده گفتاری )رشته آوای شاخ 

“sara”( ن مربوط بده ن نمایش داده شده است. منحنی

ن مربدوط بده امتیداز وقدایع ها و منحندی )امتیاز حالت

عندوان شداخ  بده  0.5های بدا امتیداز بداشتر از  است. قاب

زنی بدرای برچسدب  ة  شوند. در ایدن شدیوآموزش داده می

آواهای با طول کمتر از سه قاب، حالت در نظر گرفته نشده 

ایدن آواهدا در دو گد ر قبدل و بعدشدان   درعملزیرا    ،است

 واقعه مشارکت دارند.   صورت به
 

 
های صوتی برای بخشی از  زنی نرمِ شاخص(: برچسب4-)شکل

 آموزش. ة یک داد
(Figure-4): Soft labeling of acoustic landmarks 

 for a segment of a training data. 
 

ندورون   313به جای درنظرگدرفتن    پژوهشدر این  

عددد شداخ  صدوتی در   313هر ی  از    ة  برای بیان طب 

زنی برچسدب  ة  ن ، از شدیو2-شده در جددولخروجی )بیان

هدای دیگری استفاده شده تدا ضدمن کداهش تعدداد نورون

ها نیدز اسدتفاده خروجی، از اطلاعات مشترک بین شاخ 

تایی و شامل چهار 103شود. در این راستا، خروجی شبکه  

 30اسدت. عددد    1و    36،  36،  30دسته ندورون بده تعدداد  

برای بیان حاشت اسدت و عددد   {C,V,S}گر مجموعه  بیان

بددرای بیددان آواهددای  {C,S,V,B}گددر مجموعدده انبیدد 36

هدا این نورون نخست  ة  کننده در وقایع است. دستمشارکت

ن و دسدته دوم و سدوم بدرای بیدان SN)  هابرای بیان حالت

ن. وقتدی 5-گیرد )شدکلن مورد استفاده قرار میENوقایع )

 30شاخ  صوتی حالت است، خروجدی مطلدوبِ یکدی از  

؛ هدا صدفر اسدتو م دار سایر نورون  نورون اول م دار دارد

همچنین وقتی شاخ  صوتی واقعه است، خروجی مطلوبِ 

تایی م دار دارندد و م ددار  36دو نورون از دو دسته نورون 

ها صفر است. این دو نورون مربوط بده دو آوای سایر نورون

مددورد نظددر اسددت.  ة سددمت راسددت و چددپ گدد ر در واقعدد

تند، غیدر شداخ  صدوتی هایی که حالت یا واقعه نیسقاب

(NN ن محسوب شده و تنها ت  نورون آخر مربوط به غیدر

 شود.  بودن در این حالت برابر ی  قرار داده میشاخ 

دهی خروجدی ایدن اسدت برچسب  ة  مزیت این شیو

که خروجی مطلوب مشابهی بده وقدایع مشدابه، تخصدی  

بده دلیدل   bꟷiو    bꟷâمثدال گد رهای    برایشود.  داده می

، کد خروجی مشابهی در م ایسه با وقایع ’b‘اشتراک آوای  

یم
عل
ز ت
 فا

 

سیگنال  

 گفتار 

به  هامبدل آوا رشته آواها 

صوتی های شاخص  

های  رشته شاخ 
 صوتی

سیگنال  
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 ویژگی

 تعلیم مدل
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 بدون اشتراک آوا با این دو گ ر دارند.

 

 
 های صوتی. گر شاخصهای خروجی بیان : نورون)5-ل)شک

(Figure-5): Output neurons representing 
 acoustic landmarks. 

 

 های صوتی مدل بازشناسِ شاخص -4-2
عصبی به کار رفته بدرای بازشناسدی   ة  ساختار شبک

اسدت کده شدامل   1های صوتی ی  ساختار جلوسوشاخ 

بدا تدابع فعالیدت  2نFC) پنهان تمدام متصدل ة تعدادی شی

های پنهان و خطی در در شیه   ReLU))  3سوساز خطیی 

ن. با توجده بده توضدیحاتی کده در 6-آخر است )شکل  ة  شی

شدد،   بیدان  1-4ی بیان خروجی در زیر بخدش  مورد نحوه

هدای خروجدی برای بیان وقایع صوتی دو ندورون از ندورون

ی خروجدی م دار ی  خواهد داشت. از این رو بدرای شیده

 شبکه، تابع خطی استفاده شده است.

 صدورت بههدای ایدن سداختار  ها و نورونتعداد شیه 

تجربی تعیین شده است. بهترین ساختار بدست آمده ید  

در هدر شیده   هزارهای  شیه پنهان با تعداد نورون  5ساختار  

ن ساختار مدل، تدابع غیرخطدی و تعدداد 6)  است. در شکل

 های هر شیه نمایش داده شده است.نورون

 های صوتی.عصبی بازشناس شاخص ة (: مدل شبک6-)شکل
(Figure-6): Neural network model for acoustic 

 landmark recognition. 

های صوتی شاخص ة تبدیل رشت ة نحو  -4-3

 آواها ة به رشت
آزمون، مدل بازشدناس آوای مبتندی بدر   ة  در مرحل

لغزد و برای هر قاب، ی  های صوتی روی گفتار میشاخ 

کندد. بدرای تبددیل بعددی تولیدد می  103بردار خروجدی  

آواهدا، سده گدام پدردازش انجدام   ة  خروجی مدل بده رشدت
 

1 Feedforward 
2 Fully Connected 
3 Rectified Linear Unit 

 تبدددیل رشددته -1از:  اندددعبارتشددود. ایددن سدده گددام می

 -2های صدوتی  شداخ ها بده رشدتهبردارهای ویژگی قاب

های صدوتی بدرای پاشیش و تلفیق اطلاعات رشته شداخ 

ها. در ادامه این سده پاشیش رشته آوا  -3تولید رشته آواها  

 مرحله شرح داده شده است. 

بدرای پیدداکردن محدل   نخسدت: در گدام  نخستگام 

گیری اولیه روی خروجی مددل های صوتی، تصمیمشاخ 

ن انجام ON={SN,EN,NN}های صوتی )بازشناس شاخ 

ن، واقعده ’s‘های گفتداری برچسدب حالدت )شده و به قاب

(‘e’(  ن و یا غیرشداخ‘n’بددین منظدور   ؛شدودن داده می

محل بیشینه خروجی اگر مربوط به حالدت باشدد و م ددار 

ن بیشدتر باشدد، حالدت thr1خاصدی )  4ة  آن از سطح آستان

دار شود. همچنین در صورتی کده ایدن م دبرچسب زده می

بیشینه، مربدوط بده واقعده باشدد و بیشدینه هدر دو دسدته 

ن، از سددطح آسددتانه E2و  E1هددای مربددوط بدده آن )نورون

شود. در ن بیشتر باشد، واقعه در نظر گرفته میthr2خاصی )

شدود. میدزان غیر این صورت، غیرشاخ  بر چسب زده می

ها به ترتیدب برابدر در آزمایش  thr2و    thr1  ة  سطوح آستان

در نظر گرفته شده است. بدرای تنظدیم م دادیر   0.1و    0.2

این پارامترها از دادگان توسعه استفاده شده است. با ح ف 

ن، ’n‘غیددر شدداخ  ) صددورت بهمددوارد برچسددب خددورده 

های صوتی با طدولی شاخ های ورودی به رشتهقابرشته

 شود.ها تبدیل میکمتر از تعداد قاب

 گیری در مورد نوع شاخص : روش تصمیم1-مالگوریت

 صوتی هر فریم. 
Algorithm-1: Decision making method of 

 each frame’s landmark type.  

 
 

های صددوتی نددامعتبر در گددام دوم شدداخ  گااام دوم:

شود تدا ها و وقایع تلفیق میپاشیش شده و اطلاعات حالت

آواها تبدیل شود. بددین منظدور مراحدل زیدر بدر   ة  به رشت

 هاشود. در اینجا حالتهای صوتی اعمال میشاخ   ة  رشت

ن bꟷ âبدرای مثدال) نویسدهو وقایع بدا جفدت  نویسهبا ت   

 اند.نمایش داده شده

 ة های صوتی تولیدشده که جزء مجموع تمامی شاخ  •

نباشدند،   2-شده در جددولصوتی تعریف  هایشاخ 
 

4 Threshold 

• if        max(ON) = max(SN)    &   max(SN) > thr1 

           Then:      ‘s’: the frame is a state  

 

• else  if   max(ON) = max{EN} &  max(E1) & 

max(E2)>thr2  

Then:     ‘e’: the frame is an event  
 

• else:      ‘n’: the frame is not a landmark 
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های صوتیشاخص دل بازشناسم  

 آوای سمت  

 ن E1) چپ گ ر

 (EN) های بیانگر وقایع  نورون  

 نورون 

بیانگر  

شاخ   غیر

(NNن  

های بیانگر حاشت نورون  

 (SN) 

 آوای سمت 

 ن E2) راست گ ر 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.1

9.
4.

17
3 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             7 / 18

http://dx.doi.org/10.61186/jsdp.19.4.173
https://jsdp.rcisp.ac.ir/article-1-1172-fa.html


 
 54پیاپی  4شمارة  1401سال 

180 

 شوند.ح ف می

 شوند.های صوتی تکراری ح ف میشاخ  •

 ن’b b b bꟷâ bꟷâ â â â’→‘b bꟷâ â‘)مثال:   

که بسددت شدداخ  صددوتی قبلددی و رهددش درصددورتی •

شدود.  شاخ  صوتی بعدی منطبق نباشد، حد ف می

به دلیل عدم تطابق بست واقعده   ’r‘حالت    برای مثال

 شود.با آن، ح ف می ’1^‘

 نbꟷâ’ ‘^1 r bꟷâ 1^‘ →)مثال  

ها و تبدیل آنهدا برای تلفیق اطلاعات وقایع و حالت

د بررسدی های صدوتی متدوالی مدورآواها، شاخ  ة  به رشت

قددرار گرفتدده و در صددورت انطبدداق یدد  آوا در دو شدداخ  

متددوالی، آن آوا بدده عنددوان آوای درسددت، در نظددر گرفتدده 

شود. برای تبیین بیشتر ایدن موضدو ، در صدورتی کده می

L(i)     برچسب شاخi  ام )حالت‘s’    یا واقعده‘e’ ن باشدد و

P(i)  بدودن و آوای مربوط به این شاخ  در صورت حالدت

P1(i)  و P2(i) گد ر در ترتیب آواهای سمت راست و چپبه

زیدر اعمدال  صدورت  بهبودن باشند، این قاعده  صورت واقعه

ن OutPhoneشود و خروجی آن آوای بازشناسی شدده )می

 مربوط به سکوت است. ’^‘است. نماد  

 
های صوتی برای  : روش تلفیق اطلاعات شاخص 2الگوریتم 

 رشته آوا. های صوتی به شاخص  ةتبدیل رشت
Algorithm-2: Acoustic landmarks’ information combination 

method to transform a landmark  
sequence to a phone sequence. 

 
سوم با اعمال قواعد زیدر، رشدته   ة  در مرحل  گام سوم:

 شود:نهایی تولید می ة  آوای پاشیش شد

اگر بین چندین سکوت، بست باشد، سدکوت در نظدر  •

 ن^^^^^‘ →  ’^^1^^‘شود.  )مثال:  گرفته می

اگر بعد از بست، رهش مربوط به آن نبوده و قبدل آن  •

به عنوان   شود.سکوت باشد، سکوت در نظر گرفته می

 .بعدی انطباق ندارد ’r‘با آوای  ’1’مثال رهش

 ن’1r’  → ‘^r^‘)مثال:  

شدوند. )مثدال: آواهای بین سکوت طوشنی حد ف می •

‘^^^b^^^’ →’^^^^^^’ن 

شددود. )مثددال: سددکوت کوتدداهِ بددین آواهددا حدد ف می •

‘bbbb^bbb’ → ‘bbbbbbb’ن 

 ’bbbâââââ‘شوند. )مثدال:  ف میآواهای تکراری ح •

→ ‘bâ’ن 

 شوند.ها ح ف میدرنهایت بست •

 ن’11ttâââ’ → ‘^tâ^^^^‘)مثال:   

نمونده، خروجدی هدر   ة  ، برای ی  جمل7-در شکل

 مرحله نمایش داده شده است.

 
 

(: یک مثال از اعمال سه گامِ پردازش برای استخراج  7-)شکل

 های صوتی.شاخص آواهای خروجی از رشته ة رشت
(Figure-7): An example of the three step process to extract 

phone sequence from landmark sequence. 
 

 های صوتیپالایش تنوعات شاخص -5

هددای برخددورد بددا تنوعددات در ایددن بخددش ابتدددا بدده روش

ناخواسته و منابع این تنوعات در بازشناسی گفتار پرداخته 

 ةسس  برای کاهش این تنوعات ناخواسته در سدامان،  شده

هدای صدوتی،   سده بازشناسی گفتدار مبتندی بدر شداخ 

پیشدین  هایپژوهشهای عصبی از  ساختار مبتنی بر شبکه

هدای معرفی شده و همچنین ی  ساختار مبتنی بر شدبکه

 نیز پیشنهاد شده است.  1نDANNدار )عصبی عمیق جاذب

 

چالش تنوعات ناخواساته در مساائل   -5-1

 بازشناسی
تنوعدات ناخواسدته یکدی از ی  به طور کلدی مسد له

های مهم در مسائل بازشناسی الگو است. منابع ایدن چالش

تنوعات دو دسته است: ذاتی و  محیطی. م صود از تنوعات 

ة هدای مسد لذاتی، تنوعاتی است که مربوط بده پیچیددگی

مثددال سددیگنال گفتددار انسددان  بددرایبازشناسددی اسددت. 

گفتددار  تولیدد ةبده مشخصدات فیزیکدی سدامان طورذاتیبده

 

1 Deep Attractor Neural Networks (DANN) 

^^^^^^dddddooooooooooooozzzzzzzzzrrrr 

âââââââââââhhhhhhhiiiiiiččččččččččččvvaaaa
aaaaaaxxxxxttt^^^^ 

 
^ d do o u us z z r râ â â âž ah h či v va a ax 
x^ 

 

 

^ddoouuzzzrrâââhiiivvaaaxx^ 

 

 

^douzrâhivax^ 

 

 

Recognized 

landmarks 

Filtering landmarks 

Recognized phones 

Phone 

 sequence 

• if   L(i-1) = ’s’ & (P(i)=P(i-1) or P(i-1)=’^’) 

or 

• if   L(i+1) = ’s’ & P(i)=P(i+1) 

or 
• if   L(i-1) = ’e’ & ( P(i)=P2(i-1) or P2(i-1)=’^’) 

or 

• if   L(i+1) = ’e’ & P(i)=P1(i+1) 

P(i) 
 

• if  L(i-1) = ’s’ & (P1(i)=P(i-1) or P(i-1)=’^’) 

or 

• if L(i-1) = ’e’ & ( P1(i)=P2(i-1) or P2(i-1)=’^’) 

 

 

• if    L(i+1) = ’s’  &  P2(i)=P(i+1) 

or 

•  if    L(i+1) = ’e’  &  P2(i)=P1(i+1) 

 

state 

L(i) 

event 

P1(i) 

  

P2(i) 
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آن وابسته است. درنتیجه تنو  گوینده ید  منبدع   ةگویند

تنو  ذاتی سیگنال گفتار است. در م ابل م صود از تنوعات 

محیطی تنوعاتی است که از ناشی از عوامل بیروندی اسدت. 

های حاصل از کانال تلفن ی  تنو  مدزاحم نوفهمثال    برای

گد ارد. تاثیر میمحیطی است که بر کیفیت سیگنال گفتار 

هدددف بازشناسددی گفتددار  پددژوهشاز آنجددا کدده در ایددن 

هایی میکروفونی است و دادگان مورد استفاده از میکروفون

سدکوت تاحددودی  یکسدان و در محدیط    نسبهبهبا کیفیت  

بدر کداهش تنوعدات   پدژوهشضبط شده است، تمرکز این  

 ذاتی گفتار است. 

مختلف تا کنون رویکردهدای مختلفدی   هایپژوهشدر  

هدای برای کداهش اثدر تنوعدات ناخواسدته و بهبدود مددل

تدوان بازشناسی به کار رفتده اسدت. ایدن رویکردهدا را مدی

 بندی کرد: زیر دسته صورت به

تعلدیم دادگددان متندو  بدده مددل بازشناسددی: در ایددن  •

مین داده بیشدتر یدا سداخت أ رویکرد تا حد ممکن با ت

شدود تدا اندوا  تنوعدات وعی، سدعی مدیدادگان مصن

ممکن به مدل آموزش داده شود تا مدل بتواندد بدرای 

 [.34کارایی مناسب در دادگان متنو  ت ویت شود ]

تطبیق مددل بازشناسدی بده تندوعی خدا : در ایدن  •

رویکرد مدل از پیش تعلیم یافته به تندو  مدورد نظدر 

ی یابد. برای این منظور اغلب تمام یا بخشدتطبیق می

از پارامترهای مددل بدرای آن کداربرد خدا  اصدلاح 

شود مثل تطبیق مدل بازشناسی گفتار به گویندده می

 [.  42خا  ]

سازی تنوعات پیش از بازشناسی: در این دسته جبران •

ها پدیش از آمدوزش مددل بازشناسدی، تنوعدات روش

 [.  16ناخواسته تخمین زده شده و ح ف شود ]

ات: در این رویکرد مدل مدل بازشناسی م اوم به تنوع  •

بیند که در ساختار خود به نحدو به نحوی آموزش می

مناسددبی تنوعددات را حدد ف کددرده و بازشناسددی را 

 [.17همزمان انجام دهد ]

مبتنی بر   ةتنوعات ناخواسته در سامان  -5-2

 های صوتیشاخص
عندوان هدای صدوتی بدههای قبل شداخ در زیربخش

بازشناسی گفتار معرفی شدده مناط ی با اطلاعات مفید در  

بازشناسددی آوای مبتنددی بددر اسددتخراج  ةو یدد  سددامان

دلیل ماهیت گد را و کوتداه های صوتی ارائه شد. بهشاخ 

های وقایع و انتخاب مناطق ایستان برای حداشت، شداخ 

ند. ام اوم  نسبهبهشده به تنوعات سرعت بیان  صوتی تعریف

با این وجود، منابع تنو  دیگری چون گویندده، جنسدیت و 

توانندد دقدت محیطدی همچندان موجدود بدوده و مدی  نوفه

های صوتی و درنتیجه دقدت بازشناسدی بازشناسی شاخ 

 گفتار مبتنی بر آن را کاهش دهند.  

شدده بدرای کداهش یادبا توجه به رویکردهای مختلف  

دلیل به  نخستن، رویکرد  1-5تنوعات ناخواسته )زیر بخش  

دار فارسدی مدورد عدم دسترسی به دادگان متنو  برچسب

استفاده قرار نگرفته است. همچنین با توجده بده اینکده در 

ی بازشناسدی گفتدار هدف اسدتفاده از سدامانه  پژوهشاین  

برای گوینده یا جنسدیت خاصدی نیسدت و دامنده دادگدان 

داده موجود نیز بدون تغییر است )میکروفدونی و از پایگداه  

بندابراین  ؛یکسانی استن، رویکرد دوم نیز مورد نظر نیسدت

سدازی های مبتنی بر جبرانبیشتر بر روش  پژوهشدر این  

سازی ساختار مدل تنوعات پیش از بازشناسی و یا بر م اوم

به تنوعات )دسته رویکرد سوم و چهارمن تمرکز شده است. 

 پژوهششده در این سازیهای پیادهدر زیر بخش بعد روش

 معرفی شده است.

 

سااازی تنوعااات هااای جباارانروش -5-3

هااای صااوتی بااا اسااتفاده از شاااخص

 های عصبیشبکه
سددازی تنوعددات در ادامدده چهددار طددرح بددرای جبددران

های عصدبی معرفدی های صوتی با استفاده از شبکهشاخ 

پیشین و طرح   هایپژوهششده است. سه طرح ابتدایی از  

 است.  پژوهشاین   هایچهارم از پیشنهاد
 

: پالایش غیر خطی تنوعات بااا  نخستطرح  -5-3-1

گر  پااالایش  ةعصبی خود کُدکننااد  ةاستفاده از شبک

 1(DAE)  نوفه

در ایددن روش پددیش از بازشناسددی، ورودی از یدد  

شده و سس  خروجی تنوعات عبور داده  ةکنندح ف  ةشبک

ن. 8شدود )شدکل بازشناسدی داده مدی ةاین شبکه به شدبک

بیند تنوعات، به نحوی تعلیم می  ةکنندعصبی ح ف  ةشبک

 ةبهیند  ةهای متنو  هر شاخ  صوتی را به نموندکه نمونه

متناظرش نگاشت کند. این ساختار در واقدع ید  سداختار 

 است.  نوفهگر  پاشیش  ةخودکدُکنند

 هدایپژوهشتاکنون از مفاهیمی از ایدن دسدت در  

[ از 50و    49مثدال در ]  بدرایگری استفاده شده اسدت.  دی

نوشتار به نمونه عاری ارقام دست  ة  شدنوفهنگاشت دادگان  

طور مشابه [ به16استفاده شده است. همچنین در ]  نوفهاز  

دیگددر انجمنددی بددرای تبدددیل حددروف  ة از یدد  شددبک
 

1 Denoising Autoencoder Neural Networks 
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خط نوشتار مرجع )با دستهای دستنوشتار به نمونهدست

 خوبن استفاده شده است. 

 
های صوتی با  سازی تنوعات شاخصجبران -1(: طرح 8-)شکل

 . DANاستفاده از ساختار 
(Figure-8): Scheme 1- Landmark variabilty compensation 

 method using a DAN structure. 
 

های بهینده در برخدی کاربردهدا مانندد تعیین نمونه

نوشدتار تواند معنای مشخصی چون دستنوشتار میدست  

تدوان [. در بازشناسی گفتار می16خط داشته باشد ]خوش

گفتار واضح و بدون لهجه را معیاری برای تعیدین نمایندده 

ولی از آنجا که در دادگدان موجدود، بیدان تمدامی   ؛قرار داد

های صوتی توسط همه افدراد انجدام نشدده اسدت، شاخ 

ماینده از این طریق وجود نددارد. از ایدن رو امکان تعیین ن

هدای صدوتی بهینده از برای تعیین شاخ   پژوهشدر این  

هددای صددوتی تعلددیم یافتدده روی مدددل بازشناسددی شدداخ 

ن استفاده شده است. بددین منظدور 6-دادگان تعلیم )شکل

ای از هر شاخ  صوتی که بده خروجدی مطلدوب آن نمونه

های صوتی وان شاخ عنبه  ،تر استشاخ  صوتی نزدی 

 بهینه انتخاب شده است.
 

 DAEاتصال بازگشتی در ساختار    -5-3-1-1

شدکل   رای مثدالبد  DAEی  طدورکلی سداختارهابه

هددای خودکدُکننددده در ت ددوری قادرنددد خاصددی از شددبکه

تبدیل کدرده و   نوفههای فاقد  را به نمونه  اینوفههای  نمونه

هدای تمیدز جداذب در مددل شدکل دهندد. در محل نمونه

توانندد گیری جداذب مناسدب مدیبنابراین در صورت شکل

ی عصدبی خودکدُکنندده عمدل کدرده و بدا هامشابه شبکه

ایجدداد اتصددال از خروجددی بدده ورودی و اعمددال چنددد 

را بیشدتر پداشیش کنندد. بدا   اینوفههای  نگاشت، نمونهةبار

بده دلیدل پیچیددگی دادگدان، کمبدود دادگدان،    این وجود

محدودیت ساختار و محدودیت تعلیم مددل، ممکدن اسدت 

امکان ایجاد جاذب مناسب و یا بستر ج ب مناسب ممکدن 

 2برداریو نمونه  1ایهایی چرخه[. تا کنون روش44نباشد ]

هدا در سداختارهای خدود گیری مناسب جداذببرای شکل

پیشنهاد شدده   نوفهی پاشیشگر  کنندهکدُکننده و خود کدُ  

هدا مدورد نیز این روشپژوهش[. در این  39و    21،  8است ]

 استفاده قرار گرفته است.

 DAEمحل خروجی ساختار    -5-3-1-2

پدداشیش  DAEهدددف از بدده کددار گیددری سدداختار  

تنوعات است و نیازی به بازسازی خروجی وجدود نددارد. ز 

تدوان یش داده شده، مینما 8-این رو همانطور که در شکل

هدای ی پنهان این ساختار به عنوان ویژگدیاز خروجی شیه

جدید پاشیش شده به جای خروجی آن اسدتفاده کدرد. در 

ها هر دو این خروجیپژوهشهای انجام شده در این  آزمایش

 بررسی شده است.

 
برچسب  توأمآموزش  -سازیجبران  2(: طرح 9-)شکل

 های صوتی.های صوتی و پالایش تنوعات شاخصشاخص
(Figure-9): Scheme 2- Learning landmark labels and 

landmark variability compensation in a unified model. 
 

برچسااب    تااوأمطاارح دوم: آمااوزش    -5-3-2

های  های صوتی و پااالایش تنوعااات شاااخصشاخص

 DANصوتی توسط مدل مبتنی بر 

مجزا بدرای حد ف  صورت بهدو شبکه   نخستدر طرح  

تنوعات و بازشناسی مورد آموزش قرار گرفت. این رویکدرد 

سازی ی  سداختار مسدت ل از مشکل مشخصی دارد: بهینه

این سداختارهایی کده  ،شود و ممکن استدیگری انجام می

سدو و بهینده اند، برای کداربرد نهدایی هدممجزا تعلیم یافته
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 صدورت به  عمل نکنند. برای رفع این مشکل، در طدرح دوم

هددای صددوتی و فیلترکددردن زمددان بازشناسددی شدداخ هددم

های بخش های متنو  هر شاخ  صوتی انجام و وزننمونه

 9  شود. در شدکلسازی و بازشناسی با هم بهینه میجبران

مشدابه در ایدن   طدوراین طرح نمایش داده شده اسدت. بده

توان از اتصال بازگشدتی بدرای ایجداد قابلیدت طرح نیز می

 در ساختار مدل استفاده کرد. جاذب

 

طرح سوم: استفاده از اتصال بازگشتی در    -5-3-3

سااازی تنوعااات  های پنهااان باارای جباارانلایه

 ورودی

و  نخسدتن، بدر خدلاف طدرح 10-در طرح سوم )شکل

های صوتی مطلوب نیست. در دوم نیازی به تعیین شاخ 

پنهان شبکه  ةاین طرح اتصالی بازگشتی در ی  یا چند شی

شود و عملکرد این اتصال موجب افزایش قددرت اعمال می

شدود. اسدتفاده از چندین م اومت بده تنوعدات ورودی مدی

[ بدرای پیدداکردن دادگدان مف دود 36اتصاشتی ابتددا در ]

سس  ایدن ایدده بدا اصدلاح و تغییدر   ،ورودی پیشنهاد شد

ده از گفتار بهبدود دا  نوفه[ برای ح ف  17تعلیم در ]  ةشیو

[ نیز به طور موفق برای تخمین سداختار دوم 10شد و در ]

 پروت ین به کار رفت.

 
استفاده از اتصالات  -سازیجبران 3(: طرح 10-)شکل

 سازی تنوعات ورودی.های پنهان برای جبرانلایه بازگشتی در
(Figure-10): Scheme 3- Using recurrent 

connections in hidden layers to compensate input 

variabilities. 
ید    ةعملکرد این اتصال بازگشتی در ی  شدبک  ةنحو

بددا نمددایش ن ددش ایددن اتصددال  11-پنهددان در شددکل ةشیدد

باز شدده نمدایش داده شدده اسدت. ایدن اتصدال   صورت  به

بندی را بده ید  ی یادگیری طب هبازگشتی در واقع مس له

بندددی و بازسددازی ورودی ی یددادگیری تددوام طب ددهمسدد له

 کند.  تبدیل می

[ شرح 17تعلیم این اتصال بازگشتی در ]  ةجزئیات نحو

ی تعلدیم ایدن اتصداشت داده شده است. با توجه بده شدیوه

شدود موجدب مدین 10) بازگشتی، طرح ارائه شده در شکل

های پنهان شدبکه در راسدتای بازسدازی های شیهلفهؤکه م

زمددان هددای صددوتی ورودی شددکل گیددرد و هددمشدداخ 

 ؛بنددی شدوندستهدرستی دطب ه بههای صوتی همشاخ 

هدای لفدهؤدرنتیجه در صورت تعلیم مناسب این ساختار، م

گیرد که تنوعدات زائدد را نحوی شکل میهای پنهان بهشیه

هدای صدوتی حد ف بندی بهتدر شداخ در راستای دسته

 کنند.

 

 
عصبی بازگشتی با اتصال   ة(: ساختار یک شبک11-)شکل

 [.17پنهان ] ةبازگشتی در لای
(Figure-9): Structure of the recurrent neural network with 

the recurrent connection to the hidden layer [17]. 
 

  DANNطرح چهارم: استفاده از ساااختار    -5-3-4

های پنهان باارای  های لایهلفهؤدهی م برای شکل

 سازی تنوعاتجبران

و دوم از   نخسدتسدازی تنوعدات  های جبدراندر طرح

هدای دارای تندو  دادن نمونههای بهینه برای سوق شاخ 

استفاده شد.   ،هایی که بهتر قابل بازشناسی هستندبه نمونه

های بهینده قبدل از شد، شاخ بیان  تر  طور که پیشهمان

سدداختار سددازی بددا اسددتفاده از هددای جبددراناعمددال طددرح

شدوند و در هدای صدوتی اسدتخراج مدیبازشناس شداخ 

ضعف این   ةکنند. ن طو دوم تغییری نمی  نخستهای  طرح

های صدوتی بازشناس شاخ   ةروش در این است که شبک

ولدی   ،شدودو دوم بهبود و اصلاح مدی  نخستهای  در طرح

شدده و ثابدت های صوتی بهینه از پیش تعیدیناین شاخ 

شده در طدرح چهدارم از ایدده یادمشکل  هستند. برای رفع  

ن DANNدار )های عصبی عمیق جاذبشده در شبکهمطرح

 استفاده شده است.

[ بدرای جداسدازی 31ابتددا در ] DANNهدای شدبکه 

گویندگان پیشنهاد شد. بدین منظور در هر گامِ آمدوزش از 

پنهان انتهایی شبکه بدرای   ةشده از شیهای استخراجلفهؤم

شدود. ایدن م دادیر گیدری مدیدادگان هر گوینده متوسدط

 ؛شدودعنوان جاذب گویندگان در نظر گرفته میمتوسط به

ها محاسبه و بدا توجده جاذب  سس  فاصله دادگان تعلیم از

به نزدیکی و دوری از هر جاذب برچسب جدید گوینددگان 

 بردارهای ویژگی 
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برچسب قدیمی و جدید بدرای   ةشود. فاصلتخمین زده می

تعلیم شبکه مورد استفاده قرار گرفتده و تعلدیم تدا زمدانی 

تغییر زیدادی  طورت ریبیبهها یابد که مکان جاذبادامه می

همدین ایدده بدرای کداربرد [ هدم از  29نداشته باشدد. در ]

[ برای جداسازی منابع 13در ] جداسازی آهنگ از گفتار و

 و ح ف انعکاس استفاده شده است..

هدای از این ایده برای استخراج شاخ   پژوهشدر این  

های پنهان های شیهفهؤدهی مناسب مصوتی بهینه و شکل

برای ح ف تنوعات ناخواسته اسدتفاده شدده اسدت. بددین 

هدای صدوتی منظور در تعلیم سداختار بازشناسدی شداخ 

ن تغییراتی اعمال شده است و ساختار بدا دو خطدا 6)  شکل

خطددای بازشناسددی  نخسددتیابددد. خطددای تعلددیم مددی

هدای لفدهؤم ةهای صوتی است و خطای دوم، فاصدلشاخ 

ای های صوتی بهنیههای شاخ لفهؤپنهان شبکه از م  ةشی

دسدت هاز خروجدی شدبکه ب  تعلدیم  ةاست که در هر مرحل

های صدوتی بهینده در ایدن آید. واضح است که شاخ می

روش از قبل ثابدت نیسدت و در هدر گدام از تعلدیم شدبکه 

های بهینه عنوان شاخ های جدیدی بهممکن است نمونه

تواندد انتخاب شود. درصدورت تعلدیم مناسدب، شدبکه مدی

پنهدان ة  یطب ه در شهای مشابهی را برای دادگان هملفهؤم

های بهینده های که متناظر با شاخ لفهؤشکل دهد. این م

[ عمدل 31هدای بده کدار رفتده در ]مانندد جداذب  ،هستند

 کنند.  می

 
های لفهؤدهی مشکل -سازیجبران 4(: طرح 12-)شکل

 سازی تنوعات. های پنهان برای جبرانلایه
(Figure-12): Scheme 4- Shaping hidden layers 

 components to compensate variabilities. 

سددازی سدداختار طددرح چهددارم جبددرانن 12) شددکل

 ةمجموعدد *Hدهددد. در ایددن شددکل نشددان مددیتنوعددات را 

شدده در هدر مرحلده از انتخداب  ةهای صوتی بهیندشاخ 

هدای لفدهؤن مMSE1تعلیم است. خطای میانگین مربعداتِ )

ن از jhام از دادگددان تعلددیم ) jی پنهددان هددر نموندده ةشیدد
 

1 Mean Square Error 

*متندداظرش ) ةهای شدداخ  صددوتی بهینددلفدهؤم
ih ن بددرای

پنهدان مدورد اسدتفاده قدرار   ةهدای شیدلفدهؤدهدی مشکل

 گیرد.می

 

 سازی و نتایجپیاده  -6

 دادگان -6-1
دادگان مورد استفاده در این م اله، دادگان گفتاری 

 ینددهگو  304  دارایاست. این دادگان    "داتفارس"فارسی  

جملده از  بیسدتهدر گویندده متفاوت است.   ة  جمل  386و  

مختلف در اتاق  دارای عدایق  ة  را در دو جلس  این جملات

 .[11] رسدددمی خواندددده اسدددت صدددورت بهصدددوتی و 

[ 1آمددوزش، توسددعه و آزمددون مشددابه ] دادگانِمجموعدده

نحوی اسددت. ایددن دادگددان بدده 30و  50، 224ترتیب بدده

مشترک در همه   ة  انتخاب شده است که به غیر از دو جمل

 گویندگان، جملات مشابه دیگری نداشته باشند.
 

 هاستخراج ویژگیا -6-2
شده از دادگان گفتاری در ایدن های استخراجویژگی

[ نشان داده 3است. در ]  2LHCBهای طیفی  م اله، ویژگی

های عصدبی ها برای آموزش به شدبکهاست که این ویژگی

هددای معمدولِ دیگددر کددارایی نسدبت بدده تعددادی از ویژگی

 13-هدا در شدکلاستخراج ایدن ویژگی  ة  بهتری دارد. نحو

 نشان داده شده است. 
 

 
 LHCB [3.]روش استخراج   :(13-)شکل

(Figure-13): LHCB extraction method [3]. 
 

هدددای در ایددن م الدده از قاب LHCBهددای ویژگی

ثانیده میلی 10پوشدانی ثانیه و هممیلی 25گفتاری با طول  

هرتدز   44100از سیگنال گفتدار میکروفدونی بدا فرکدان   

طیدف   ة  استخراج شده است. بدین منظور، پ  از محاسدب

عدد   18زمان کوتاه هر قاب گفتاری،    ة  توان از تبدیل فوری

 7500تدا    0)در محدوده فرکانسی    3فیلتر در م یاس بارک

هرتزن اعمال شده و بر خروجی این فیلترها، لگاریتم اعمال 

ها نیز به بردار دلتا این ویژگی-سس  دلتا و دلتا  ؛شده است

شود. درنتیجه بردار ویژگی استخراج شده ویژگی اضافه می

بُعدی اسدت. در نهایدت، بردارهدای   54گفتاری،    از هر قاب

 ویژگی به میانگین و انحراف معیار هنجارسازی شده است. 

 

2 Logarithm of Hanning Critical Bands Filter Banks 
3 Bark Scale 
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انتخاب 
های شاخص

 صوتی بهینه

های پنهان استخراج مولفه

 های صوتی بهینهشاخص

 H*= {h1
*, h2

*, . . . , h313
*}

 

MSE 
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 معیار ارزیابی  -6-3

ها در ایدن م الده، متوسدط ندر  معیار ارزیابی مدل

خطای بازشناسی آوایِ دادگان آزمون است. این خطا برای 

 شود:زیر محاسبه می صورت بهآزمون   ة  هر داد

 ن1)
n

K D I S
PER

K

− − −
=

 
nآزمدون    ة  تعداد کل آواهدای داد  Kدر این رابطه،  

شدده،تعداد آواهای درج  Iشده،  تعداد آواهای ح ف  Dام،  

S شددده و تعددداد آواهددای جانشددین
nPER  نددر  خطددای

 ام است.nآزمون   ة بازشناسی آوای داد

 

نتااایج بازشناساای آوا بااا اسااتفاده از  -6-4

 های صوتیمبتنی بر شاخص ة سامان
ن بدا تعدداد 6-شدده در )شدکلساختار نمدایش داده

هدا و محتدوای ورودی مختلدف آمدوزش داده ها، نورونشیه

هدای گفتداری شد. م صود از محتدوای ورودی، تعدداد قاب

شود. بدین منظور، تعداد است که به ورودی شبکه داده می

m    قاب قبل وm    قاب بعد هر قداب مرکدزی )در مجمدو

2 1m ها داده شدده عندوان ورودی بده شدبکهقابن بده  +

های پنهدان برابدر هدم انتخداب های شیهاست. تعداد نورون

N صورت بهشده و   L (N شیه پنهان دارایL  ندورون

  شود.در هر شیهن بیان می
 
مبتنی بر   ة (: نتایج خطای بازشناسی آوای سامان3-)جدول

 های صوتی.شاخص
(Tabel-3): Phone error rate results of 

 landmark based system. 
 

 PER ساختار شبکه تعداد قاب ورودی  

1 13 103-5×500-702 22.29 

2 15 103-5×500-810 22.09 

3 17 103-5×500-918 22.18 

4 15 103-5×750-810 21.94 

5 15 103-5×1000-810 21.74 

6 15 103-5×1200-810 21.83 

7 15 103-6×1000-810 21.88 

8 15 103-7×1000-810 21.91 

 

های شبکه عصبی در ایدن برای آموزش تمامی مدل

اسدتفاده شدده اسدت.  2در پایتون 1کراس ة م اله از کتابخان

ها از م ادیر تصادفی شرو  شده و با اسدتفاده های مدلوزن

ایددن الگددوریتم بددا نددر  شددود. روز میبدده 3از الگددوریتم آدام
 

1 Keras 
2 Python 
3 Adam 

که م داردهی اولیه شده است و درصورتی  0.001یادگیری  

شبکه روی دادگان توسدعه   ةتعلیم، تابع هزین  ةدر پنج دور

از ندر    0.1خطا به میزان    بهبود خطایی نداشته باشد، نر 

 4ةیابد. ندر  کداهش نمدایی تکاندیادگیری قبلی کاهش می

و  0.999و دوم این الگوریتم نیدز بده ترتیدب برابدر   نخست

ها درصدورت آمدوزش مددل  در نظر گرفته شده اسدت.  0.9

عدم بهبود خطای بازشناسی روی دادگان توسدعه متوقدف 

آمدوزش روی شود. نر  یادگیری نیز در صدورت توقدف  می

یابدد. معیدار دادگان توسعه پ  از پنج تکدرار، کداهش می

خطای خروجی خطدای میدانگین مربعدات در نظدر گرفتده 

 شده است. 

هدددای ن نتدددایج برخدددی از آزمایش3-در )جددددول

شده برای تعیدین سداختار بهینده آورده شدده اسدت. انجام

 دهد که:  نتایج این جدول نشان می

فدریم قبدل و بعدد   7هدای ورودی  فریمبهترین میزان   •

 فریمن است. 15فریم مرکزی )مجموعاً  

نورون،   هزارپنهان به    ة  های شیبا افزایش تعداد نورون •

 شود.خطای بازشناسی آوا کمتر می

های پنهان تا پدنج شیده، خطدای با افزایش تعداد شیه •

 شود.بازشناسی آوا کمتر می

ساختار مشخ  شده در ردیف پنجم با توجه به این نتایج،  

هدای انتخداب شدد. روش  عنوان مدل بهیندهبه  3-از جدول

 پاشیش تنوعات روی این مدل اعمال شده است.
 

هاای پاالایش نتایج استفاده از روش  -6-5

 تنوعات

ی بازشناسد، چهار طدرح مختلدف بدرای  5در بخش  

های صدوتی معرفدی شدد. ایدن م اوم به تنوعدات شداخ 

های صوتی زیر روی بهترین مدل بازشناس شاخ ها  طرح

ن 4-هدا )جددولبخش قبل اعمال شد. نتدایج ایدن آزمایش

دهند که هدر چهدار طدرح موجدب بهبدود نتدایج نشان می

های شددوند و تددا حدددودی تنوعددات شدداخ بازشناسددی می

تدوان مدی 4-با توجه بده جددول کنند.صوتی را پاشیش می

 نتایج زیر را برداشت کرد:

و دوم   نخسدتهدای  دن حل ه بازگشدتی در طدرحافزو •

 مفید است.

، بازسازی کامل خروجی نخستبا توجه به نتایج طرح   •

پنهدان   ةهدای شیدلفدهؤنیاز نیست و بهتدر اسدت از م

 استفاده شود.

شود ولدی گرچه طرح سوم نیز موجب بهبود نتایج می •

 

4 Momentum 
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رسد که در طرح دوم به دلیدل اسدتفاده از به نظر می

دسدت ههای بهینه، نتدایج بهتدری بداطلاعات شاخ 

 آمده است.

بهتددرین نتددایج مربددوط بدده طددرح چهددارم اسددت کدده  •

هدای دیگدر مثدل از تمام مزایدای طدرح  طورت ریبیبه

هددای بهیندده اسددتفاده اسددتفاده از اطلاعددات شدداخ 

های سداختار اضدافه ولی پارامتری نیز به وزن  ،کندمی

 کند.نمی

 
 های پالایش تنوعاتروش(: نتایج اعمال 4-)جدول

 های صوتی  شاخص 
(Tabel-4): Phone error rate results of 

 landmark based system 

 PER ساختار شبکه

 21.74 شبکه بازشناس بهینه 

 پاشیش تنوعات  1شبکه بازشناس بهینه + طرح 

 ی آخر و بدون اتصال بازگشتیبا خروجی از شیه

21.83 

 پاشیش تنوعات  1بهینه + طرح شبکه بازشناس  

 اتصال بازگشتی ای آخر و ببا خروجی از شیه

21.57 

 پاشیش تنوعات  1شبکه بازشناس بهینه + طرح 

 و بدون اتصال بازگشتی پنهانی با خروجی از شیه

21.49 

 پاشیش تنوعات  1شبکه بازشناس بهینه + طرح 

 و با اتصال بازگشتی پنهانی با خروجی از شیه

21.35 

 

 پاشیش تنوعات  2شبکه بازشناس بهینه + طرح 

 بدون اتصال بازگشتی

21.16 

 پاشیش تنوعات  2شبکه بازشناس بهینه + طرح 

 با اتصال بازگشتی 

20.68 

 21.31 پاشیش تنوعات  3شبکه بازشناس بهینه + طرح 

 20.44 پاشیش تنوعات  4شبکه بازشناس بهینه + طرح 

 

این    ةمقایس  -6-6 باا دیگار   پژوهشنتایج 

 های بازشناسی آوای فارسیسامانه
-های ارائهای از روشدر این زیربخش برای م ایسه، نمونه

 دات آورده شدددده اسدددتشدددده روی دادگدددان فدددارس

شدده روی دادگدان نتدایج گدزارش  متأسدفانهن.  5-)جدول

های آمدوزش و فارس دات به دلیل یکسان نبودن مجموعه

دقیق نیسدتند.   ة  ت مختلف، قابل م ایسآزمون برای م اش

گیرانده آزمدون سدخت  ةبا این وجود با توجده بده مجموعد

بازشناسدی آوای   ة  شده در این م اله، نتایج سدامانانتخاب

مناسدبی را   نسدبهبههای صوتی کیفیت  مبتنی بر شاخ 

دهد. گرچه خطای بازشناسی آوای این روش در نشان می

 ن5)شدده در جددولیادهای موجود  م ایسه با برخی روش

آمدده، مفیددبودن ایدن دسدتبدهولدی نتدایج  ،بیشتر است

دهد. ایدن بازشناسی گفتار نشان می  دررا  متفاوت  رویکرد  

 تدوان بدا ادامدهاهمیت است که می  حائزنتایج از این نظر  

تح ی ات در این حوزه، این رویکرد را همسدنگ بدا سدایر 

 های متداول بازشناسی گفتار رشد داد. روش
 

 های بازشناسی آوایسامانه  ة (: مقایس5-)جدول

 فارسی در دسترس   
(Tabel-5): comparision of available Persian 

 phone recognition systems 

 مقاله 
 داده

 آزمون

 روش 
PER 

Babaali, 2016 [1]   30   نفر 
2+ MMI 1SGMM 

19.80 

Ansari, 2017 [9] 7   نفر 

3MDNN 19.02 

HMM 26.70 
Firooz, 2017 [19]   - HMM 23.31 

Alisamir, 2018  
 نفر  1 [7]

CNN-RNN 

+CTC 21.90 

Kermanshahi, 

2019  [28] 
 نفر  50

4HSMM -DNN   
20.93 

Veisi, 2020 [48] 30  نفر  HMM 24.80 
DNN- 5DBLSTM 16.70 

 نفر   30   این م اله
 هایمبتنی بر شاخ 

 صوتی
20.44 

 

 بندی جمع -7

بازشناسددی آوای مبتنددی بددر  ة در ایددن م الدده یدد  سددامان

منظور با های صوتی ارائه شد. بدیناستخراج م اوم شاخ 

هدای پدژوهششناسی موجدود و  بهره گرفتن از دانش زبان

های صوتی مناسب بدرای سدیگنال گفتدار گ شته، شاخ 

های طیفی مناسدب سس  ویژگی  ؛زبان فارسی انتخاب شد

عندوان های صدوتی بدهعنوان ورودی و برچسب شداخ به

عصبی جلوسو تمام متصدل   ة  خروجی به ی  ساختار شبک

داده شد. بهترین نتدایج بدا اسدتفاده از سداختار پدنج شیده 

؛ آمدد  دسدتبده  74/21پنهان بدا خطدای بازشناسدی آوای  

سس  برای افزایش م اومت ساختار ارائه شده بده تنوعدات 

های صوتی، اصلاحاتی در ساختار مدل ایجداد شدد. شاخ 

تنوعدات  حد ف ة با استفاده از ید  شدبک  نخستدر طرح  

های صوتی متنداظر های صوتی به شاخ جداگانه، شاخ 

شان نگاشدت شدد و خطدای بازشناسدی آوا بده عددد بهینه

سداز زمان جبرانرسید. در طرح دوم، با آموزش هم  21.35

های صوتی، خطدای بازشناسدی تنوعات و برچسب شاخ 

بهبدود یافدت. در طدرح سدوم از ید    16/21آوا به م ددار  

پنهان شبکه برای بازسازی ورودی   ةی در شیاتصال بازگشت

دسدت هبد  21.31استفاده شده و خطدای بازشناسدی آوای  
 

1 Sub-space Guassian Mixture Model 
2 Maximum Mtutal Information 
3 Modular Deeo Neural Networks 
4 Hidden Semi-Markov Model 
5 Deep Bidirectional Long Short-Term Memory 
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نهایت در طرح چهارم بدا اسدتفاده از ید  سداختار ؛ درآمد

خطدای بازشناسدی آوا بده   DANNهدای  مبتنی بدر شدبکه

پدردازش   ة  رسید. در مجمو ، کارایی مناسب سامان  20.44

شده های ارائهسایر سامانه  های صوتی در م ایسه باشاخ 

دهدد کده ایدن روی سیگنال گفتارِ زبان فارسدی نشدان می

بدرای بازشناسدی  مدؤثرعنوان ی  روش  تواند بهرویکرد می

 گفتار مورد بررسی قرار گیرد.  

 

 کار ةجهت ادام هاپیشنهاد -8

بیدان   ،های صوتی مست ل از سدرعتدر این م اله، شاخ 

اند و تا حد ممکدن بدا اسدتفاده از سداختارهای تعریف شده

هدای عصدبی، سدعی در حد ف تنوعدات مبتنی بدر شدبکه

 ؛ای چددون تنوعددات گوینددده از آنهددا شددده اسددتناخواسددته

هدای صدوتی اسدتفاده از شداخ   ،رسددرو به نظر میازاین

بازشناسدی گفتدار بده   ةشددن سدامانتواند موجب م اوممی

سته شدود. از آنجدا کده یکدی از مندابع مهدم تنوعات ناخوا

هددای محیطددی اسددت، یکددی از نوفددهتنوعددات ناخواسددته 

، م ایسه عملکدرد پژوهشاین    ةاصلی در ادام  هایپیشنهاد

هدای صدوتی بدا بازشناسی گفتار مبتنی بر شداخ   ةسامان

در   CTCهدای معمدولی چدون  مبتنی بدر روش  ةی  سامان

طدور کده بر این همدانعلاوه؛  محیطی است  ةنوفمواجهه با  

عندوان هدای صدوتی بدهشد، از محل شداخ   بیانتر  پیش

تدوان بدرای تشدخی  محدل نواحی پُراطلاعات گفتاری می

ورودی و   ة  ردیفدی رشدتگفتار و ایجاد هدم  ة  آواها در رشت

ایدن   ةخروجی استفاده کرد. بدا ایدن هددف، در ادامد  ةرشت

هدای صدوتی بدرای شاخ خواهد شد که از  سعی    پژوهش

هدای بازشناسدی گفتدار ردیفدی در سدامانهرفع مشکل هدم

تلفیددق  صددورت بهبازشناسددی گفتدداری  ةاسددتفاده و سددامان

های صوتی ارائه شدود. و شاخ  CTCهای مبتنی بر روش

های در ادامه سه مسیر ممکن برای تلفیق اطلاعات شاخ 

  CTCهای بروز بازشناسی گفتار مبتنی بدر  صوتی و سامانه

 پیشنهاد شده است:

های استفاده از اطلاعات نواحی حداوی شداخ   :1طرح  •

ردیفدی مناسدب صوتی برای محدودکردن جستجوی هم

 و بهبود سرعت آن  CTCدر الگوریتم 

های صدوتی استفاده از اطلاعات نواحی شاخ   :2طرح   •

توجده   دهدی جهدت اعمدالبه عنوان ی  سدیگنال وزن

 های حاوی اطلاعات بیشتربیشتر در محل فریم

 ةشدده از شدبکهای اسدتخراجلفهؤاستفاده از م  :3طرح   •

عنوان ویژگی کمکدی در های صوتی بهبازشناس شاخ 

 CTCبازشناسی گفتارِ مبتنی بر   ةسامان
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