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 چکیده
  د ی تول.  است  متن  یرو  از  ریتصو  خودکار  دیتول  در  ریتصو  پردازش  یفناور  و  قی عم  یریادگ ی  یابزارها  یریکارگ به  با  رابطه  در  پژوهش  نیا

  یاصل  هدف  دو  رابطه  نیا  در .  دیآیم  حساببه  یع یطب  زبان  پردازش  و  نیماش  یینایب  حوزه  در  دهیچیپ  مساله  کی  متن  یرو  از  ریتصو

  معنادار  یفیتوص دشده، یتول ریتصو نکهیا دوم و برسد؛ نظر به ی واقع تا حدممکن یستیبا دشدهیتول ریتصو کهنیا نخست. دشویم دنبال

 یمبتن  یمراتبسلسله  مدل  کی  پژوهش  نیا. در  دنبری م  بهره  ریتصاو  دیتول  یبرا  جمله  کی  از  نیشیپ  یهاپژوهش.  باشد  یورود  متن  از

 طرح   .کندیم  استفاده  ریتصو   بهبود  و  د یتول  یبرا  شوند،یم  ارائه  جمله  قالب  در  که  مختلف   فی توص  سه  از   که  استشده  ارائه  حافظه  بر

  ن یا هدف. دارد تمرکز بالا وضوح  با ریتصاو دیتول جهت  شتریب اطلاعات یریکارگ به بر مولد،  یرقابت ی هاشبکه از  یریگ بهره با یشنهادیپ

  که  است  صورت  نیا  به  شدهارائه  شبکه  ساختار.  است  بالاتر  وضوح  با  یریتصاو  دیتول  یبرا  شتریب   اطلاعات  یریکارگ به   بر  تمرکز  مقاله

  بهبود   ، ی بعد  جمله  دو  اساس  بر  ریتصو  نیا  سپس؛  شودیم  دیتول  نییپا  وضوح   با  هیاول  ریتصو  کی  جمله،  نخستین  از   استفاده  با  ابتدا

  که  یاطلاعات  بار  هر  که  کندیم  فراهم  را  یطیشرا  گام  هر  در  موجود،   حافظه  ساختار.  شودیم  دیتول   بالاتر  وضوح  با  یری تصاو  و  افتهی

  ازین  حوزه  نیا  به  مربوط  یهابرنامه   یاجرا  و  یسازادهیپ.  شوند یابیباز  توجه،   سازوکار  اساس  بر  دارند،   ریتصو  بهبود  یبرا  یشتریب  تیاهم

  واحد   25با    ترکلاس  کی  یرو   برکپنهاگ    دانشگاه  یافزارسخت  بستره  از  یریگ بهره  با  یشنهادیپ  طرح  لذا  ؛دندار  بالا  یپردازش  منابع  به

  ج ینتا..  شدند  انجام  ids-ade  و   CUB-200  دادگانمجموعه  یرو  هاشیآزما.  گرفت  قرار  آزمون  تحت  و  یسازادهیپ  یک یگراف  پردازش

  نسبت  یبالاتر  تیفیک   با  ریتصاو  تواندیم  شده  ارائه   مدل   که   دهندیم  نشان  R-precision  و  Inseption score  اریمع  دو  اساس  بر  هاش یآزما

 . کند دیتول AttGAN و StackGAN هیپا مدل دو به
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Abstract: 

This research is related to the development of technology in the field of automatic text to image 

transformation; also known as image generation from text. In this regard, two main goals are pursued; 

first, the produced image must look as real as possible; and second, the produced image should be a 

meaningful description of the input text. In recent years, generative adversarial networks that are 

capable of producing a wide range of content such as images, text and audio, have been emerged. The 

problem of producing images from text is a complex task in the field of machine vision and natural 

language processing. With the advancement of new technologies, automatic image production from text 

has become especially important due to its application in various fields, such as automated content 

production. The basic methods for producing images from text actually used a combination of search 
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and supervised learning. These methods use the correlation between the image regions and the words in 

the text that can be depicted. These selected words are then used to retrieve the images that are related 

to them. The problem with this solution is that it cannot generate images with new content. For this 

reason, in recent years, some studies have been introduced for text to image generation based on GANs 

and deep convolutional neural networks. In 2016, Reed et al. represented a model for text-to-image 

generation using GANs for the first time. They were able to generate images of flowers and birds with a 

resolution of 64 x 64. However, their proposed method usually lacked precise details of objects such as 

bird eyes and they were not capable of producing higher resolution images, such as 128 x 128. Zheng et 

al. proposed StackGAN model that divides the problem into two smaller subproblems. In the first step, 

they generate a low-resolution image with the initial design and color of the objects based on the text. In 

the second step, the output of the previous step and the text are given as input to the system to improve 

the original image and produce a high-quality image. In 2019, Zhou and colleagues introduced the DM-

GAN network. Their proposed model relies on dynamic key-value memory and focuses on improving 

the quality of the image produced in the first step. Primary image properties are used as the search key 

in the memory module. In memory units at each step, the words associated with the generated image are 

dynamically selected and written. The methods presented so far have used only one sentence to produce 

the initial image and also to improve it in the next steps. While the datasets used in this field contains at 

least five descriptions for each image. The proposed method is a Multi Sentences Hierarchical GAN 

(MSH-GAN) for text to image generation. In this paper, we have looked at two key options: 1) produce a 

higher quality image in the first step, and 2) use two additional descriptions to improve the original 

image in the next steps. Our goal is to focus on using more information to produce higher resolution 

images. The structure of the network is in such a way that in the first stage, one sentence is used to 

generate an initial low-resolution image. Then in the next steps, the initial image improves based on the 

next two sentences, and the model generates higher-resolution images. The structure of the existing 

memory retrieves more important text information in each step to improve image quality based on the 

attention mechanism. Implementing programs related to this field require massive processing resources. 

Therefore, the proposed method was implemented and tested on a cluster with 25 GPUs using the 

hardware platform of the University of Copenhagen. The experiments were performed on CUB-200 and 

ids-ade datasets. The experimental results based on Inception score and R-precision evaluation metrics 

show that the proposed model can produce higher quality images than the two basic models StackGAN 

and AttGAN. 

 

Keywords: Generative Adversarial Network, Deep Learning, Hierarchical Model, Natural Language 

Processing 

 

 مقدمه -5

 ارزش»  که  است  معروف  ریتصاو  پردازش  حوزه  در

  ر یتصاو  که  یی آنجا . ازاست«  کلمه  هزار  از  ش یب  ریتصو  کی

  و  ترقیعم ریتأث و  بگذارند ش ینما  به بهتر را ع یوقا توانندیم

  و   میمفاه  حیتشر  یبرا  ربازید  از  ،کنند  جادیا  یماندگارتر

پیشرفت  .  اند بوده  توجه  مورد  اطلاعات نمایش   با 

نوین،  هایفناور روی    از  ریتصو  خودکار  دیتول  مسئلهی 

  د یتول  ی مختلف، مانندهاحوزه   در  آن  کاربردجهت  به  ،متن

داده    یاژهیو  تیاهم  محتوا،  خودکار اختصاص  خود  به  را 

ی مختلف دانش و  هاحوزه است. این مسئله فصل مشترک  

جمله   از    ی عیطب  زبان  پردازش  و  نیماش  یینایبفناوری، 

 .[19] است

در    نیزتری برانگ  چالش  و  نیترجیرا  از  یکی مسائل 

 یگذارفیتوص ن،یماش بینایی  و یعیطب زبان پردازشحوزه 

از   که   است  نیا  هدف   ،مسئله  ن یا  در.  است  ر یتصاو  خودکار

 خودکار   صورتبه  ی،متن  فیتوص  کی  شده، داده   ریتصو  روی

 یگذارف یتوصمسئله    بالا،  سطح  دگاهید  کی  از.  شود  دیتول

مسئله   از  ییها نمونه   توانیم   را  متن  از  ریتصو  دیتول  و

  و   میمفاه  که  صورت  نی بدآورد؛    حساببه  یزبان  ترجمه

  و   متن  مختلف   زبان  دو  به  توانیم   را  مختلف  اطلاعات

  ن یا  با .  کرد  ترجمه  یگرید  به  را  کی  هر  و   انیب  ریتصو

 ترجمه  کی  با  متفاوت  کامل  طوربه مسئله    دو  نیا  وجود،

واقعهستند  یزبان در   لیتبد  و  ری تصو  به  متن  لیتبد   ؛ 

  مثال   برای.  شوند یم  یتلق  یچندبعد  مسائل  متن  به  ریتصو

 «است  با یز  گل  کی  نیا»  ساده   جمله  میخواهب  دیکن  فرض

این حالت، میکن  ترجمه  فرانسه  زبان  برای مثال  به  را   . در 

می  معتبر  لهجممحدودی    تعداد بهرا  ترجمه  توان  عنوان 

ارائه داد،     ر  یتصو  کی  میبخواه  اگر  که  یحال   درقابل قبول 

  تعداد   است  ممکن  م،یکن  دیتول  را  جمله  نیا  با  متناسب

 .کنند مطابقت آن با ریتصو یشماریب

مسئله    در  یچندبعد   رفتار  نیا  اگرچه

  وجود   لیدلبه  اما  دارد،  وجود   زین  ریتصو  یگذارف یتوص

  متن  ل یتبدمسئله  از ترسادهمسئله   نیا زبان،  در یوستگیپ 

  ی قبل  کلمات  از  کلمه،  هر  دیتول  یبرا  ، چوناست  ریتصو  به

 یبراوضعیتی    نیچن  کهیدرحال برد؛    بهره  توانیم  زین

 برقرار نیست. ریتصو به متن لیتبدمسئله 

  ی اصل  هدف  دو   متن  یرو  از  ریتصو  دیتولمسئله    در
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  ی واقع  درحدامکان بایستی    دشده یتول  ریتصو(  1:  دارد  وجود

 متن  از  معنادار  یفیتوص  دشده، یتول  ریتصو(  2  برسد؛  نظر  به

رقابتی  شبکه   ریاخ  یهاسال  در .  باشد  یورود  1مولد های 

به  شدهارائه  [4] قادر  که  دامنهاند  از  تولید  گسترده  هایی 

محتوا مانند تصاویر، متن و صوت هستند. در این ساختار،  

می تولید  ساختگی  داده  عمیق،  عصبی  شبکه  و  یک  کند 

یا   واقعی  تشخیص  وظیفه  دیگری  عمیق  شبکه 

بودن داده ورودی را به عهده دارد. دامنه عملکرد  ساختگی

اشی، شعر  مواردی چون خلق یک نق   تواندیم   ها شبکه این  

. درواقع، اغلب  [1]باشد    قبولقابلو یا یک قطعه موسیقی  

ارائهمدل برای  های  از روی تصویر  مسئلهشده  ،  تولید متن 

،   17،   18]اند  شدهی رقابتی مولد طراحی هابر اساس شبکه 

نام دارد که از    StackGANهای محوری،  . یکی از مدل[10

  برد یممراتبی برای تولید و بهبود تصویر بهره  روشی سلسله

مدل[17] آن  از  پس  روش.  پایه  بر  نیز  دیگری  های  های 

  2توجه  سازوکارکه   [7،  14،  21] اندشدهمراتبی ارائه سلسله 

کرده اضافه  آن  به  نیز  تصاویری را  هستند  قادر  که  اند 

 نواخت و با وضوح بیشتر را تولید کنند.  یک

اند پیشرفت مراتبی توانسته های سلسلههرچند روش 

کنندقابل ایجاد  حوزه  این  در  را  با    ،توجهی  همچنان  اما 

روبچالش اصلی ههایی  مورد  دو  ادامه  در  که  هستند  رو 

که تصاویر تولیدشده نهایی، وابسته این  نخستاند.  شدهبیان

تولیدش تصویر  گام  به  در  روش    نخستده  و  هستند 

نباشد،  سلسله  مناسب  اولیه  تصویر  که  صورتی  در  مراتبی 

است   این  چالش  دومین  داشت.  نخواهد  چندانی  موفقیت 

از اطلاعات   که هر واژه در توصیف ورودی، سطح متفاوتی 

از   باید  بصری  اطلاعات  دارد.  بر  در  نهایی  تصویر  برای  را 

هر   در  واژه  هر  اهمیت  آگاه میزان  تصویر  بهبود  برای  گام 

 [.  10باشند ]

اند تنها از یک جمله شدهارائه   تاکنونهایی که  روش

گام در  آن  بهبود  و همچنین  اولیه  تصویر  تولید  های  برای 

کرده استفاده  که  بعدی  است  حالی  در  موضوع  این  اند. 

هر  برای  حوزه  این  در  استفاده  مورد  دادگان  مجموعه 

حاوی   کمتصویر  تصویر   دست  هر  برای  توصیف  پنج 

 هستند.  

سلسله  روش  یک  مقاله  این  بر در  مبتنی  مراتبی 

  3GAN-MSHشبکه رقابتی مولد بر پایه چند جمله به نام  

شده بارائه  تمرکز  مقاله  این  هدف  ی ریکارگبهر  است. 

اطلاعات بیشتر برای تولید تصاویری با وضوح بالاتر است.  
 

1 Generative Adversarial networks (GANs) 

 2Attention  

3 Multi Sentences Hierarchical GAN (MSH-GAN) 

ارائه  شبکه  با  ساختار  ابتدا  که  است  صورت  این  به  شده 

  پایین جمله، یک تصویر اولیه با وضوح    نخستیناستفاده از  

شود، سپس این تصویر بر اساس دو جمله بعدی،  تولید می

بالاتر   وضوح  با  تصاویری  و  یافته  میبهبود  شود.  تولید 

فراهم   را  شرایطی  گام  هر  در  موجود،  حافظه  ساختار 

کند که هر بار اطلاعاتی که اهمیت بیشتری برای بهبود  می

 توجه، بازیابی شوند.   سازوکارتصویر دارند، بر اساس 

  MSH-GANبرای ارزیابی عملکرد مدل پیشنهادی  

مجموعه  روی  آزمایش  مجموعه    CUB-200دادگان  چند 

تصاویر    ids-ade  [6 ]  و   [13] کیفیت  و  شدند  انجام 

معیارهای   اساس  بر    precision-R  و4IS  [11  ]تولیدشده 

گرفته [10] قرار  بررسی  آزمایشمورد  نتایج  ها  اند. 

ارائهمینشان کیفیت شده میدهد که مدل  با  تصاویر  تواند 

پایه   مدل  دو  به  نسبت  و StackGAN  [17بالاتری   ]

AttGAN  [14]   .تولید کند 

 سهم اصلی این پژوهش سه مورد زیر است: 

سلسله • مولد  رقابتی  شبکه  ترکیبیک  با  مراتبی  شده 

تولید  برای  جمله  سه  از  استفاده  مبنای  بر  و  حافظه 

 یم. کردتصاویر با کیفیت بهتر ارائه 

ارائه   • پیشنهادی  مدل  با  متناسب  هزینه  تابع  یک 

بهکر بتواند  که  دقیقدیم  مرتبط صورت  بودن تری، 

بالاتری   کیفیت  با  تصویر  و  ارزیابی،  را  متن  با  تصویر 

 تولید کند. 

ن جدیدی با بیش از یک شیء  دادگابر روی مجموعه •

 و با پیچیدگی بیشتر تمرکز داشتیم. 

های  ، شبکه2، در بخش  شدهارائه برای تشریح مدل  

کنیم.  رقابتی مولد و ساختار مبتنی بر حافظه را معرفی می

شده در این  های انجاماختصار برخی پژوهشبه  3در بخش  

جزئیات  و  پیشنهادی  روش  داد.  خواهیم  توضیح  را    زمینه 

بخش   در  آن  به  پیاده  4مربوط  نحوه  اجرای و  و  سازی 

  ج ینتا  6در بخش    درنهایتاند.  آمده  5ها در بخش  آزمایش

 است.بحث روی آنها ارائه شدهو   ها شیآزما

 

 پژوهشمبانی نظری  -2
مدل   بهتر  درک  برای  نیاز  مورد  پایه  دانش  بخش  این  در 

 است.پیشنهادی، ارائه شده

 

 ی رقابتی مولد هاشبکه -1-2

مولد    یهامهم از شبکه  اریبس  دسته  ک ی  ، GAN  ی هاکه بش

سال   در  که  مطرح    [ 4]  گودفلو   ان یتوسط    2014هستند 
 

4 Inception Score 
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ا بر  شبکه  نیشدند.  رواها    ها ی باز  یتئور  کردیساس 
که    قیعم  یریادگیشبکه    کی  آن  در  که   اند شده  یبناگذار
با  کیبا    شودیم  دهی نام  D  1مولد تخاصم   ایشبکهروند 

 2Gزکننده یکه متما   گرید  قی. شبکه عمکندیرقابت م  گرید

نمونه  یسع   شود،یم  دهینام شبکه دیتول  یهادارد  از  شده 
دو    نیا  نیدهد. رقابت ب  صیتشخ  ی اصل  یهامولد را از داده

نها  ،شبکه بهبود عملکرد هر    یریادگی باعث    تیدر  بهتر و 
م  شبکه  )  .شودیدو  بین  1رابطه  رقابت   )D    وG    که را 

 . دهدیمبیشینه است، نشان –ی از بازی کمینه اگونه

 V(D, G)=Ex~pdata (x)
 [log D(x)]+  

                       Ez~pz (z)
  [log (1-D(G (z))] 

 

ا عبارت    نیدر    ی واقع  داده  یآنتروپ   نخسترابطه، 
دارد آن را به    ی سع  Dو شبکه    کندیعبور م  Dاست که از  

دوم،    کی  یعنیمقدار،    بیشینه عبارت  مقابل،  در  برساند. 
و شبکه    کند یعبور م  Gاست که از    یتصادف   داده  یآنتروپ 

D  نزد  یسع صفر  مقدار  به  را  آن  وظ  کیدارد   فهیکند. 
رفتار شبکه  کامل  طوربه  Gشبکه   بوده و تلاش    D  عکس 

   کند.  نهیعبارت را کم کند یم
 زیهن  یتوان بهه مهدل شهرطیرا م  GAN  یهاشبکه

ههر دو شهبکه مولهد و شهبکه   که  یصورت  در  ؛گسترش داد
 شهرطباشهند.  یگهرید یشامل اطلاعات اضاف  کنندهزیمتما

کهلاس   یهامانند برچسب  یتواند هر نوع اطلاعات کمکیم
 هیهعنوان لابه توانیشرط را م نیباشد. ا یگریهر داده د  ای

 زکننهدهیبه هر دو شبکه مولد و شهبکه متما  یاضاف  یورود
 یریادگیههو  میتنظهه یاعمههال کههرد. هههر دو شههبکه بههرا

اسههتفاده  یاضههاف یهههایورود نیههاز ا ،خههود یپارامترههها
تولید تصویر از روی متن درواقع شهرط  مسئلهدر .  کنندیم

شبکه مولد، متن ورودی است که تصویر از روی آن تولیهد 

 شود.می
 

 بدر  یمبتند  یچنددوجه  شباهت  مدل  -2-2

 3قیعم توجه

رمزگذار   کی  و  متن  ارذرمزگ  کی  با  DAMSM  [14]  مدل
 به  را  جمله  در  موجود  لغات  و  ریتصو  مختلف  ینواح  ر،یتصو

 شباهت  است  قادر  و  کندیم  نگاشت  مشترک  یفضا  کی
  ی ابیارز  را  ریتصو  تیفیک  زانیم  و  محاسبه  را  ریتصو-متن
رمزگذار  کند مدت  کوتاه  یطولان  حافظه  واحد  کی  ،متن. 
  بهتر   یدسترس  و  یسازرهیذخ  یبرا  که  است[  20]4ته جهدو

 

1 Generator  
2 Discriminator  
3 Deep Attentional Multimodal Similarity Model 

(DAMSM)  
4 Bidirectional Long Short Term Memory (Bi-LSTM) 

  تواند یم  و  ردیگیم  قرار  استفاده  مورد  اطلاعات،  به
-Bi.  کند  استخراج  یورود  فیتوص   از  را  معنادار  یبردارها

LSTM  است   5ی بازگشت  یعصب  ی هاشبکه   از  ی خاص  نوع
در این  بلندمدت را دارد.    ی هایوابستگ  یریادگی   ی یکه توانا

  ، مدل هر لغت، به دو واحد پنهان که در دو جهت هستند
از    پیوستمرتبط است و با   این دو بردار، نمایشی معنادار 

  e ϵآید. هر واژه موجود در توصیف، بردار  می  دستبهواژه  

RD×T    است کهT    ی توصیف و  هاواژهتعدادD    بردار طول 
الحاق   از  نیز  جمله  ویژگی  بردار  است.  لغت  هر  ویژگی 

 آید.  می دستبهآخرین خروجی لایه پنهان 
کانولوشن 6تصویر   رمزگذار عصبی  شبکه  لایه  یک   ،

است که ماتریس حاصل از آن،    Inception-v3  [12]به نام  

های مربوط به نواحی تصویر است. هر ناحیه  حاوی ویژگی

تعداد نواحی تصویر   Rاست که     f ϵ  RN×Rار  از تصویر، برد
طول بردار ویژگی هر ناحیه است. بردار ویژگی مربوط    N و
 دستبهدر مدل    poolingکل تصویر نیز، از آخرین لایه  به
، برای محاسبه میزان تشابه نواحی تصویر  درنهایت آید.  می

استفاده  های متن و تصویر با  و واژگان جمله، بردار ویژگی
نگاشت   یکسان  ابعاد  با  فضایی  به  پرسپترون  لایه  یک  از 

 شوند. می
 

 7ی مبتنی بر حافظه پویاهاشبکه 2-3

حافظه  یک  در  را  اطلاعات  ابتدا  حافظه،  بر  مبتنی  شبکه 
ی بعدی، از این اطلاعات  ها گامخارجی ذخیره و سپس در  

با  ها  های اخیر نوعی از این شبکهکند. در سالاستفاده می

کلیدبهره حافظه  از  ساختار  [9]  8مقدار-گیری  در 

. در این مدل، هر  استاستفاده شدههای رقابتی مولد  شبکه 
کلید   که  است  وزن  یک  دارای  حافظه،  ماژول  از  مقدار 
نتیجه خروجی، مورد  محاسبه  زمان  و در  دارد  نام  حافظه 

می قرار  پویا  استفاده  حافظه  بر  مبتنی  شبکه    [، 5]گیرد. 
پژوهششبکه  در  که  است  در  ای  اخیر  تولید    مسئلههای 

 است.  کار گرفته شدهه تصویر از روی متن ب
در   مدل،  این  گام در  که  به  هر  لغاتی  پویا،  صورت 

بیشترین ارتباط با تصویر تولیدشده دارند در حافظه نوشته 

می  ؛ شوندمی تصاویری  تولید  باعث  ارتباط  لذا  که  شود 
از  خواندن  بخش  در  دارند.  ورودی  توصیف  با  بیشتری 

ویژگی یک  حافظه،  فرم  به  اولیه،  شده  تولید  تصویر  های 
میوپرس کار  به  حافظه  از  اطلاعات  بازیابی  برای  رود.  جو 

 ه ی بعدی برای بهبود تصویر اولیه بهاگاماین اطلاعات در  
 روند. کار می

 

5 Recurrent Neural Networks (RNNs) 
6 Image encoder 
7 Dynamic Memory Networks 
8 key-value  

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.1

9.
4.

33
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             4 / 12

http://dx.doi.org/10.61186/jsdp.19.4.33
https://jsdp.rcisp.ac.ir/article-1-1170-fa.html


 

 
 53پیاپی  3شمارة  1401سال 

37 

که
شب

د 
بو

به
ی

ها
 

ابت
رق

 ی
را 

د ب
ول

م
 ی

ول
ت

ی
 د

صو
ر ت

کا
ود

خ
 ری 

رو
ز 

ا
 ی

ن
مت

 

 پژوهش سابقه  -3
برای تولید تصویر از روی متن    [ 15،    22]ی اولیه  هاروش 

با یادگیری  و  جستجو  فرآیند  ترکیب  از  نظارت    درواقع 
کرده بدیناستفاده  کار  روش  که   صورت  اند.  است 

واژه تصویر همبستگی  نواحی  و  متن  در  موجود  های 
واژه و  درمحاسبه  تصویر  به  قابل  که  هستند،  آمدن    هایی 

می بازیابی  انتخاب  برای  ادامه  در  واحدها  این  شوند. 
قرار  استفاده  مورد  هستند،  مربوط  آنها  به  که  تصاویری 

تولید  می توانایی  که  است  این  راهکار  این  مشکل  گیرند. 
ندارد را  جدید  محتوای  با  در  ؛  تصاویری  دلیل  همین  به 

ن  هایی برای تولید تصویر از روی متهای اخیر پژوهشسال
شبکه  بر  شبکهمبتنی  و  مولد  رقابتی  عمیق های  های 

ارائه   رمزگذار این    .  [14،    17،   18،    21]اند  شدهکانولوشن 
شوند که  های چندوجهی شناخته میعنوان روش ها بهروش

های مختلف برای  ایدهها و  ها، الگوریتمهایی از مدلویژگی

و    دی ر [.3،   7]شوند  حل مسائل با هم ترکیب میبهبود راه

سال  [  10]همکارانش   با  نخستینبرای    2016در  بار 
از شبکه مولد،  استفاده  رقابتی   یبرا  ی دیجد  یمعمارهای 

م  ریتصاو  یسازمدل که  دادند  به    هانویسه  تواندیارائه  را 
دهد.    هاکسلیپ  است  آن   یشنهادی پ   هسامانانتقال  قادر  ها 
قالب    کی در  را  آنها    شینما  ریتصو  کیجمله  دهد. 

تصاو گل  یقبولقابل  ریتوانستند  وضوح از  با  پرندگان  و  ها 
ا  دیتول  64×64 با  پ   ، حال  نیکنند.  ها  آن   یشنهادیروش 

جزئ فاقد  اش  ی قیدق  اتیمعمولاً  چشم    ریتصو  ایاز  مانند 
برای  با وضوح بالاتر    یری تصاو  د یتول  یی پرندگان بود و توانا

   را نداشت. 128×128 مثال

همکارانش  ژنگ تصو  [17]  و  از  الهام    ی رسازیبا 
پ   یمدل  ،یانسان برا  شنهادیرا  که  بهتر،   تیریمد  یدادند 
کرده و با    یبندمیتر تقسکوچک  مسئله  ریرا به دو ز  ئلهمس
آن   GAN  یاشبکه دسته   یریکارگبه مبه حل  .  پردازدیها 

اولنخستدر گام   رنگ  و  موجود در متن    یایاش  هی ، طرح 
م خروج  شوندیمشخص  تصو  نیا   یکه  با    یریمرحله، 

مرحله قبل و    یخواهد بود. در گام دوم خروج  پایینوضوح  
به ورودمتن  م   سامانهبه    یعنوان  تصویر   تا  دنشویداده 

ها  . آنتولید شودبالا    تیف یبا ک  یریتصواولیه بهبود یابد و  
تصاو  ارتقای  یبرا  نیهمچن شبکه دیتول  ریوضوح  در  شده، 
GAN  از    یجابه و    ک یاستفاده  مولد  شبکه    کیشبکه 

قرار    یدرخت  یاز چند شبکه که در ساختار  کننده،ک یتفک
 اند، استفاده کردند.  گرفته

ا تصاو  نیدر  مق  کی  ریروش،  با    ی هااسیصحنه 

شاخه از  تول  ی هامتفاوت  درخت  در  .  شوندیم  دیمختلف 
از  این حوزه پژوهش صورت شبکه رقابتی مولد بههایی که 

کردهسلسله  استفاده  با  مراتبی  تصاویری  تولید  به  قادر  اند 

هستند   بیشتر  این    [.14،    21]کیفیت  ابتدا در  روند 
های بعدی  شود و در گامتولید می  پایینتصویری با کیفیت  

می بهبود  تصویر  این  شبکه    StackGANیابد.  کیفیت  از 

GAN ،  استفاده می  در تصویر دو گام  تولید  از  پس  و  کند 

دوم   گام  در  شبکه  ریکارگبهبا    دوبارهاولیه،   ، GANی 
وضوح   با  با  تولید می 256×256تصویری  دوم  نسخه  کند. 

جای ارائه شد که برای بهبود تصویر، به ++StackGANنام

از ساختاری درختی استفاده کرده   ،GANاستفاده از شبکه 
ب  مرحله  چند  در  را  آن  می  هو  تصویری کار  تا  گیرد 

 تر تولید کند.  یکنواخت 
که بعد از آن ارائه شد مشابه AttGAN  [14  ]شبکه  

توجه نیز    سازوکارعلاوه اینکه از  به  ؛شده استیاددو شبکه  
می که استفاده  است  این صورت  به  شبکه  این  شیوه  کند. 

متندر   تعبیه  اساس  بر  نخست،  به1گام  جمله، مربوط  کل 
های  شود و سپس در گامتصویری با وضوح پایین تولید می

توجه، لغاتی را که حائز اهمیت بیشتری   سازوکاربعدی با  
گیرند. با  مورد استفاده قرار می  ،برای بهبود تصویر هستند

به و  داشت  خواهیم  کلی  تصویری  ابتدا  روند،  مرور این 
 شوند. ئیات به تصویر اضافه میجز

شبکه  که  در  کیفیت    تاکنونهایی  شدند،  بیان 
گام   در  که  است  تصویری  کیفیت  به  وابسته  نهایی  تصویر 

می  نخست تولیدشده   که  یصورت   درشود.  تولید  تصویر 
نداشته قبولی  قابل  گامکیفیت  قادر  باشد،  نیز  بعدی  های 

خوبی بهبود دهند. برای حل این مشکل،  نیستند آن را به

را  DM-GAN [21 ]و همکارانش شبکه    ژو،  2019در سال  
مقدار،  -بر حافظه پویای کلیدارائه دادند. این شبکه با تکیه

گام   در  تولیدشده  تصویر  کیفیت  بهبود  روی   نخستبر 
کلید جستجو  عنوان  به   هیاول  ریتصو  یهایژگیوتمرکز دارد.  

در واحدهای حافظه در    . شوداستفاده میماژول حافظه    در
گام،   تصوهر  با  مرتبط    ا یپو  طوربهشده  دیتول  ری کلمات 
 شوند. و نوشته میانتخاب 

های اخیر در استفاده از ساختار با توجه به پیشرفت
حل    GANی  هاشبکهمراتبی  سلسله  در  پویا  حافظه  و 
تولید متن از روی تصویر، ما روشی بر این مبنا ارائه    مسئله
جای  ها، بهایم. روش پیشنهادی ما برخلاف سایر روشکرده

بهره  تصویر  بهبود  و  تولید  برای  جمله  سه  از  جمله،  یک 
 .  بردیم

 

 روش پیشنهادی -4
  ی مبتن  یمراتبمولد سلسله  ی شبکه رقابتروش پیشنهادی،  
برا است. ما در   ی متناز رو  ریتصو  دیتول   یبر چند جمله 

این پژوهش، دو گزینه کلیدی را مورد بررسی قرار خواهیم 
 

1 Text embedding 
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گام  1داد:   در  بالاتر  کیفیت  با  تصویری  تولید  و  نخست(   ،
( استفاده از دو توصیف اضافه برای بهبود تصویر اولیه در  2

مورد  گام به  نیل  برای  بعدی.  از  نخستهای  سه    پیوست، 
 کنیم.   جمله برای تولید تصویر اولیه استفاده می

مجموعه هر  در  برای  حوزه،  این  در  موجود  دادگان 

دارد.    کمدست تصویر   وجود  توصیف  به پنج  رسیدن  برای 

یک   از  تنها  که  پیشین  کارهای  برخلاف  هدف،  دومین 

استفاده کرده اند، در این  جمله برای تولید و بهبود تصویر 

جمله سه  ب  پژوهش  برده  هرا  بالای  بهایم.  کار  حجم  دلیل 

افزار با قدرت بیشتر، امکان انجام  محاسبات و نیاز به سخت

آزمایش با پنج جمله وجود نداشت. در ادامه، ابتدا معماری  

را شرح می پیشنهادی  تابع هزینه  مدل  آن  از  و پس  دهم 

 .شودمیشده برای مدل پیشنهادی معرفی ارائه 

 

 معماری مدل جزئیات 
مراتبی است که تصویر را  مدل پیشنهادی، یک مدل سلسله

می تولید  زیاد  به  کم  وضوح  ابتدا  صورتیبه  ؛کنداز  که 

تولید  توصیف،  به  مربوط  کلیات  شامل  طی    تصویری  و 

اضافه   آن  به  جزئیات  بعدی  معماری  شودمیمراحل   .

یی در این سزا هبهای اخیر پیشرفت  مراتبی در سالسلسله 

ابتدا،    . [2،   8،   16]ینه داشته است  زم متن که    رمزگذاردر 

است، تعبیه متن جمله اولیه را تولید    Bi-LSTMیک مدل  

کند. بردار حاصل، بردار ویژگی مربوط به جمله ورودی  می

 شود.  میمحسوب 

آنجا تعب  که   ییاز  متون  در  هیتعداد  شده 

هستند  یآموزش  های دادهمجموعه  افزایش  کم  برای   ،

تقویت   ماژول  به  قبل  مرحله  خروجی  مدل  عمومیت 

می  [17]  1شرطی اضافهارسال  شرطی  متغیر  تا  ای  شود 

که  است  صورت  این  به  ماژول  این  عملکرد  شود.  تولید 

گوسی  توزیع  فضای  از  شرطی  متغیر 

N (μ (φ
t
), 𝛴 (φ

t
که  میگرفته  (( φشود 

t
متن  تعبیه   ،

ورودی،   جمله  به  μ (φمربوط 
t
Σ (φو   (

t
ترتیب به  (

و   این    انسیکووارمیانگین  با  هستند.  متن  تعبیه  بردار 

مشکل   می  برازششیبروش،  مدلی  کاهش  و  یابد 

داشت2قدرتمندتر به  ؛  خواهیم  شرطی  متغیر  این  سپس 

داده مولد  شبکه  ورودی  به  و  الحاق  نویز  تا  میبردار  شود 

وضوح   با  تولید    64× 64تصویری  اولیه  تصویر  کند.  تولید 

های آموزشی و بردار تعبیه متن، به مدل  همراه دادهشده به

می داده  تصویر متمایزکننده  کیفیت  متمایزکننده،  شوند. 

 

1 Conditional Augmentation (CA) 
2 Robust  

است مربوط  ورودی  توصیف  به  چقدر  اینکه  و  ،  تولیدشده 

 کند.  بررسی می

به دوم  جمله  بعد،  گام  بدر  ورودی  کار  عنوان  ه 

بردار جای تعبیه متن کل جمله،  رود. در این مرحله بهمی

می کار  به  را  آن  لغات  ویژگی    ؛بریمویژگی  بردار  سپس 

تصویر تولیدشده در گام قبل و بردار ویژگی جمله قبلی، به 

داده پویا  از  میحافظه  استفاده  با  تا  توجه،    سازوکارشود 

دارند،  اولیه  تصویر  بهبود  برای  بیشتری  اهمیت  که  لغاتی 

با وضوح   تولید تصویر  برای  به شبکه    128×128بازیابی و 

داده  دوم  روند شوند.    مولد  از    این  استفاده  با  بعد،  گام  در 

وضوح   با  تصویری  تولید  برای  جمله   256×256سومین 

 شود.تکرار می
 

 تابع هزینه 
صورت  تابع هزینه برای شبکه مولد و شبکه متمایزکننده به

   شود که در ادامه شرح آنها آمده است.جدا تعریف می
 

 تابع هزینه شبکه مولد  2-  1-4

از   مولد  شبکه  هزینه  در  تابع  که  شده  تشکیل  بخش  سه 

 : ( آمده است2رابطه )
 L=LG+λ1LCA+λ2LDAMSM 

رابطه،            این  توابع هزینه سه شبکه    LGدر  مجموع 

یک از آنها از   مولد موجود در شبکه پیشنهادی است که هر

 : آیدمی دستبه( 3رابطه )
 

LGi
=-

1

2
ΕĨi~pGi

Di
uc(Ĩi) -

1

2
ΕĨi~pGi

Di
c(Ĩi,φt) 

و   نخستعبارت   هزینه شرطی  تابع  رابطه،  این  در 

تابع هزینه   را نمایش  رشرطیغ عبارت دوم  تابع  دهدیمی   .

تصویر تولیدشده تا حد    ، کندیمهزینه غیر شرطی، تلاش  

  کند یمامکان واقعی به نظر برسد و تابع شرطی نیز تلاش  

افزایش  را  ورودی  جمله  با  تولیدشده  تصویر  تطابق  میزان 

 دهد.  

در   دوم  )عبارت  به 2رابطه  مربوط  هزینه  تابع   ،)

اشاره شد و در رابطه  1-4ماژول شرطی است که در بخش 

رابطه،  4) این  است.  آمده    3بلریل-کولبک  ییواگرا  اریمع( 

به   نسبت  شرطی  ماژول  توزیع  رفتار  تشابه  میزان  و  است 

 دهد. میتوزیع نرمال را نشان
    LCA=DKL(N (μ (φt), Σ (φt)) ∥ N (0, I) 

هزینه   تابع  که است    DAMSM  [14]عبارت سوم، 

را   ورودی  توصیف  و  شده  تولید  تصویر  ارتباط  از  معیاری 

توصیف  دهدیمنشان ارتباط  عبارت  این  تصویر .  و  ورودی 

 

3 Kullback-Leibler divergence 
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ارزیابی   واژه  سطح  در  و  جمله  سطح  در  را  تولیدشده 

 کند.  می

 متمایزکنندهتابع هزینه شبکه    2-  2-4

صورت مستقل و  تابع هزینه برای هر شبکه متمایزکننده به

 : آیدمی دستبه( 5با توجه به رابطه )
 
(5) 

LDi
=

1

2
[ΕIi~pdatai

{max (0,1-Di
uc(Ii)} 

+ΕIi~pdatai
{max (0,1-Di

c(Ii,φt)}] +   

1

3
[ΕĨi~pGi

{maz (0,1+Di
uc(Ĩi)}  

+ΕĨi~pGi
{max (0,1+Di

c(Ĩi,φt)}  

+ΕĨi~pdatai
{max (0,1+Di

c(Ii,φt))}]  

بالا،   رابطه  φدر 
t

ورودی،    اصلی    Iiتوصیف  تصویر 

تصویر تولیدشده در    Ĩiمربوط به توصیف در داده آموزشی،  

بیان  گفتنی است.    امiگام   آخر  عبارت  ارتباط  است که  گر 

اشتباه )جمله  از داده یک جمله  از توصیف ورودی  ای غیر 

که   است  ورودی  تصویر  با  خوانده  آموزشی(  منفی  ارتباط 

 دهد. شود و قدرت یادگیری را بهبود میمی

 

 سازی و اجرایادهپ -5
سازی روش پیشنهادی به زبان پایتون و بر بستر  پیاده      

با  افزارسخت  کلاستری  دانشگاه    25ی  در  پردازشی  واحد 

گرافیکی  کپنهاگ پردازش  واحد  چهار  شد.  مدل    1انجام 

1080-GTX    تصادفی   32با دسترسی  حافظه    2گیگابایت 

 برای این آزمایش مورد استفاده قرار گرفت.  
 

 دادگانمجموعه  -1-5
پیشنهادی،   مدل  ارزیابی  دو    هاشیآزمابرای  روی  بر 

شدند.    ids-ad  [6]و    CUB200  [13]داده  مجموعه  انجام 

چون یکی از اهداف مقاله، تولید تصاویر با پیچیدگی بیشتر 

-idsو دارای بیش از یک شیء و با جزئیات است، دادگان  

ade    دارای که  گرفتند  قرار  استفاده  داده    3528مورد 

است که این    گفتنیداده آزمایشی است.    441آموزشی و  

تصویر،   هر  برای  دارمجموعه،  وابسته  توصیف  که پنج  د 

  طورمعمول بهتوصیف کلی از تصویر است که    نخستجمله  

میادستهبه   اشاره  دارد،  تعلق  آن  به  تصویر  که  کند.  ی 

به انمونه  تصویر  از  این هاف یتوصهمراه  ی  از  آن  ی 

 است. شدهنشان داده( 1)دادگان در شکلمجموعه 

  حاضر   پژوهش  شد،  اشاره  شتریپ   که  گونههمان

  در   را  ids-ade  گاندادمجموعه  که  است  یامطالعه  نخستین
 

1  Graphics Processing Unit (GPU) 
2 Random-Access Memory (RAM) 

  روش   سهیمقا  رو  نیا  از  است،  گرفتهکار   به   حوزه  نیا

پایه روی مجموعه هاروشبا    یشنهادیپ  دادگان پرندگان  ی 

و    8855با   آموزشی  آزمایشی    2933داده  انجام  داده 

 است.  شده

 

 ids-ade  [6]داده ی از مجموعهانمونه: 1 -شکل

Figure-1: An example of ids-ade dataset. 

 

 ی سازاده یپجزئیات 
متن،   تعبیه  آموزش برای  با    LSTM-Bi  3دیده مدل 

پرندگان  کار گرفته شد. در مجموعه  هب  256اندازه   دادگان 

پیش  رمزگذاربرای   مدل  نیز  دیده  آموزش تصویر، 

Inception-v3  ب گرفتیم.   هرا  های  داده  کهییازآنجاکار 

روی    رمزگذارکه    ImageNetی  هادادهبا    ،ids-adeمجموعه  

از   پژوهش  این  در  است،  متفاوت  شده،  داده  آموزش  آن 

 

3 Pre-trained model 

 

 
 

1. It’s a bedroom with jade green walls. 
2. The bedroom suite is all light colored 

wood. There is a bed, dresser, night stand 
and an armoire. 

3. The bed is a Full bed with a wooden 
headboard and footboard inset with 
scrolled metal . 

4. An off-white oriental carpet is in the 
middle of the white floor . 

The armoire is elevated on a platform. 
5. It’s a bedroom with jade green walls. 
6. The bedroom suite is all light colored 

wood. There is a bed, dresser, night stand 
and an armoire. 

7. The bed is a Full bed with a wooden 
headboard and footboard inset with 
scrolled metal . 

8. An off-white oriental carpet is in the 
middle of the white floor . 

9. The armoire is elevated on a platform . 
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داده  رمزگذار مجموعه آموزش  این  روی  استفاده  شده  داده 

یادگیری   کردیم. فرآیند  اندازه    ADAM  سازنهیبهدر  با 

رفته هب  10  1دسته  برای  کار  تکرار  تعداد  ی  هاداده است. 

CUB-200  ،600    و همچنین برای دادگانids-ade،  2000  

 در نظر گرفته شدند. 

 

 معیارهای ارزیابی 
هزار سیآن    هوسیلبهیی مدل پیشنهادی،  ابرای ارزیابی کار

توصیف روی  از  مجموعهتصویر  در  موجود  دادگان  های 

تولید   در  شدآزمایشی  جهت  ها شبکه.  مولد،  رقابتی  ی 

از معیار   تولیدشده  تنوع تصاویر  بهره    ISبررسی کیفیت و 

 :شود( محاسبه می6رابطه ) هلوسیبهبرند. این معیار می
(6 ) IS (G) =exp (Εx~pg

 DKL(p (y|x) || p (y))   

 ع یتوز  یمعنا به  p (y|x)  عبارت  ،(6)  رابطهدر  

 ینیبشیپ   برچسب  y  آن  در  که  است  x  به  نسبت  y  یشرط

با توجه به رابطه   .است  Inception-v3  مدل  هوسیلبه  شده

داده6) توزیع  به  تولیدشده  تصاویر  توزیع  چه  هر  های  (، 

  ISو همچنین تنوع تصاویر بیشتر باشد،    ترکینزدآموزشی  

در و  داشت  خواهد  بیشتری  بهتری    مقدار  مدل  نتیجه 

 داریم.

چون این معیار قادر به ارزیابی میزان ارتباط تصویر  

رود.  کار می به  R-precisionبه متن ورودی نیست، معیار  

تصویر  برای  ابتدا  که  است  صورت  این  به  کار  روش 

انتخاب میتولیدشده،   این    Rشود.  صد توصیف  از  توصیف 

 توصیف انتخابی، مربوط و وابسته به تصویر هستند.   

بهتو  R-100تعداد   از  صیف  تصادفی  صورت 

میهاف ی توصمجموعه   انتخاب  تصویر  با  نامرتبط  شوند.  ی 

کسینوسی شباهت  معیار  از  استفاده  با  میزان  2سپس   ،

و   محاسبه  تولیدشده  تصویر  با  توصیف  صد   Rشباهت 

شوند. اگر تعداد  ها انتخاب میترین توصیفتوصیف از شبیه 

r  توصیف از مجموعهR،  آنگاه مقدار    ،مرتبط با تصویر باشد

R-precision    برابر باr/R    شده،  ی انجامهاشیآزمااست. در

 در نظر گرفته شد.  R=1مقدار 

 

 نتایج آزمایشی و تحلیل -6
پیشنهادی   از مدل  تولیدشده  تصاویر  ارزیابی کیفیت  برای 

معیار   پژوهش،  این  معیار، هر  شدمحاسبه    ISدر  این  در   .

تصویر با کیفیت بالاتری داریم.    ،بیشتر باشد  ISچه مقدار  

که در    ، CUB-200دادگان  آمده برای مجموعهدستهنتایج ب

 

1 Batch size 
2 Cosine similarity 

دانش   1  -جدول مرزهای  مبنای  خط  با  است.    3آمده 

مقدار  شدمقایسه   است،  مشهود  جدول  در  چنانکه   IS؛ 

پیشنهادی   مدل  به  MSH-GANبرای  پررنگ )که  صورت 

داده روششدهنشان  به  نسبت  بهتری  عملکرد  های  است( 

دارد مقدار  ؛  دیگر  در    ISدرواقع،  پیشنهادی  مدل  در 

روش   با  روش    StackGANمقایسه  که   AttGANو 

بهروش بهحساب میهای  از  ترت آیند،    % 72/29)    70/3یب 

افزایش یافته است   80/4بهبود( به   %1/10)  36/4بهبود( و  

 . استتوجهی که بهبود قابل
 

 CUB-200بر روی مجموعه دادگان  IS: مقدار (1 -جدول)
Table-1: The IS on the CUB-200 dataset. 

IS (↑) Model 

2.88 GAN-INT-CLS [10] 

3.70 StackGAN [17] 

4.36 AttGAN [14] 

4.69 DM-GAN [21] 

4.80 MSH-GAN 

 

شبکه  از  تولیدشده  تصاویر  اینکه  ارزیابی  برای 

چقدر به متن ورودی به مدل ارتباط دارد،    GANمبتنی بر  

معیار    نکهیا  به  توجه  با دیم.  کراستفاده    R-precisionاز 

  ن یا  های پژوهش  در  اریمع   نیا  ارائه  از  ی ادیز  زمان  مدت

روش  گذردینم  حوزه دو  با  تنها  پیشنهادی  مدل   ،

AttGAN    وDM-GAN   جدول در  نتایج  و    2-مقایسه 

شده مقدار  آورده  هرچه  معیار،  این  در  آمده  دستبه است. 

است   قادر  و  بوده  بهتر  پیشنهادی  مدل  باشد،  بیشتر 

مرتبط   ورودی  جمله  به  بیشتر  که  کند  تولید  تصاویری 

 است. 

جدول طوهمان در  که  داده  2-ر  است،  شدهنشان 

روی   R-precisionمقدار   بر  پیشنهادی  روش  در 

و  مجموعه  دارد  را  بیشتری  مقدار  پرندگان  دادگان 

 بهبود دهد.   %88/16نتایج را  ،استتوانسته 
 

 دادگان بر روی مجموعه R-precision: مقدار (2 -جدول)

 CUB-200 . 
Table-2: The R-precision on the CUB-200 dataset. 

R-Precision (↑) Model 

67.82 AttGAN  

72.31 DM-GAN  

79.27 MSH-GAN 

 

 

 

 

3 State-of-the-art 
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Generated images Examples of Descriptions Ground truth 

  

1. The bird has a white and gray speckled belly 

and breast with a short orange bill. 

2. A bird with a grey head and white throat, the 

bill is short and pointed, with grey covering 

the rest of the body. 

3. A large bird with a grey coloring.  

  

1. This bird has a red breast and a white belly 

and has a red head. 
2. A small predominantly red colored bird with a 

small rounded beak, and a speckled white and 

red belly 
3. A small red bird with light brown sides and a 

small brown beak.  

  

1. A medium sized bird that has tones of grey 
and a large sized bill 

2. This small bird has a thick beak, with brown 

feathers on it. 

3. A bird that has a thick yellow beak, and a 

thick gray neck. 
 

 MSH-GANپیشنهادی  تولید شده از مدلتصاویر  نتایج ی از انمونه: (2  -شکل)
Figure-2: Example results of generated images from proposed model MSH-GAN 

 

بر امونه ن پیشنهادی  از مدل  تولیدشده  از تصاویر  ی 
است.  آورده شده  (2)دادگان پرندگان در شکلروی مجموعه 

تصویر واقعی در داده آزمایشی    نخستستون  ،  (2شکل)در  
تصویر  به  از ده جمله مربوط  است. ستون دوم، سه جمله 

به مدل  که  میاست  انتخاب  تصادفی  برای صورت  ما  کند. 
تولید   تصویر  پنج  آزمایشی،  مجموعه  در  موجود  داده  هر 

تولیدشده  (  2شکل)کردیم که در ستون سوم   ، دو تصویر 
 است.شدهمدل پیشنهادی نشان داده وسلةبه

بخش در  که  آنچه  به  توجه  قبل  با  شد،    بیان های 
مجموعه روی  بر  تمرکز  مقاله  این  اهداف  از  دادگان  یکی 

ids-ade  پیچیده تصاویر  حاوی  که  به  است  نسبت  تری 
 دادگان پرندگان است.  مجموعه 

هر   برای  که  توصیفی  پنج  از  پیشنهادی،  مدل  در 
را  تصویر در داده  های آموزشی وجود دارد، ما سه توصیف 

می سه  انتخاب  ما  جمله،  سه  این  انتخاب  برای  کنیم. 
به ادامه  در  که  کردیم  اجرا  را  مختلف  نام  دیدگاه  همراه 

 اند: شدهها، شرح دادهانتخابی برای آن

• CS123:    جمله سه  از  همان   نخستاستفاده  به 

 اند. های آموزشی آمدهترتیبی که در داده

• CS1RR:    از داده   نخستین استفاده  در  توصیف 

به گام  آموزشی،  به  ورودی  جمله  در    نخستعنوان 
از چهار   انتخاب دو جمله تصادفی  پیشنهادی و  مدل 

 های دوم و سوم. جمله باقی مانده برای گام

• CSRRR :   توصیف پنج  از  تصادفی سه جمله  انتخاب 

 های آموزشی. موجود در داده

شده در  کارهای ارائه ر راه ببا تکیه  MSH-GANمدل  
مجموعه روی  بر  قرار    ids-adeدادگان  بالا  ارزیابی  مورد 

جدول  در  نتایج  و  است  بهترین  شدهدرج  3-گرفته  اند. 
 است.  شدهصورت پررنگ نشان دادهنتیجه به 
 

   ids-adeبر روی دادگان  MSH-GAN: ارزیابی مدل (3 -جدول)
Table-3: Evaluation of MASH-GAN model on ids-ade 

dataset. 

 
نتایج   به  توجه  جدولدستبهبا  در  ،  (3)  آمده 

راه  که  است  دارد.   CS1RRکار  مشخص  را  نتیجه  بهترین 
آمده مطابق با آن چیزی است که ما از مدل  دستبه نتیجه  

همان داشتیم.  انتظار  پیش پیشنهادی  شد،  طورکه  ذکر  تر 
جمله حاوی اطلاعات   نخستین ids-adeدادگان  در مجموعه 

کلی مثل اشیای موجود در تصویر یا برچسب کلاس تصویر 
دق توصیف  به  بعدی  جمله  چهار  و  تصویر یقاست  از  تری 

انتخاب    ؛ پردازدمی با  داده    نخستینبنابراین  از  جمله 
تصویر   به  را  کلی  نمای  یک  پیشنهادی  مدل  آموزشی، 

کشد و با استفاده از دو جمله بعدی که تصادفی انتخاب  می
میمی اضافه  بیشتری  جزئیات  بهبود شوند،  تصویر  و  شود 
 یابد. می

روی   بر  پیشنهادی  مدل  نتایج  بتوانیم  اینکه  برای 
های علمی  را با روشی از آخرین پیشرفت  ids-adeدادگان  

میان   از  را  روش  بهترین  کنیم،  مقایسه  حوزه  این  در 
  DM-GANآمده است، یعنی  (  1)  هایی که در جدولروش

  githubدیم. کد مربوط به این مدل را از بستر کررا انتخاب 

R-Precision 

(↑) 
IS (↑) Method 

69.95 4.98 CS123 

80.59 5.19 CS1RR 

69.57 4.87 CSRRR 
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مجموعه کردریافت   روی  بر  را  آن  و    ids-adeدادگان  ده 
آنکرد از  مدل  یم.  برای  که  یک    DM-GANجایی  تنها 

 کار زیر آزمودیم: توصیف لازم داریم، این روش را با دو راه

• C-R  :.انتخاب تصادفی یک توصیف از پنج توصیف 

• C-1  :  حاوی  جم  نخستینانتخاب که  جمله  پنج  از  له 

 اطلاعات کلی از تصویر است.
کار  بر اساس دو راه  DM-GANنتایج اجرای مدل    

مجموعه  بالا روی  جدول  ids-adeدادگان  بر  آمده    (4)در 
مقایسه   با  می4و    3ی  هاجدولاست.  اجرای ،  که  بینیم 

مجموعه روی  بر  پیشنهادی،  نتایج    ids-adeدادگان  مدل 
 کند.  بهتری را تولید می

 
 

   ids-adeبر روی دادگان  MSH-GANارزیابی مدل : (4 -جدول)
Table-4: Evaluation of MASH-GAN model on ids-ade 

dataset. 
R-Precision (↑) IS (↑) Model 

69.73 4.61 C-R 
65.3 4.35 C-1 

 

شکل تولیدشده  هانمونه  (3)  در  تصاویر  از  یی 
  ids-adeدادگان  مدل پیشنهادی بر روی مجموعه   هوسیلبه

همراه  آمده است. در هر ردیف، سه توصیف از آن نمونه به
داده نشان  تولیدشده  در    گفتنی است.  شدهتصویر  است که 

جمله در نمونه آزمایشی   نخستینهر سطر، جمله نخست،  
از بین چهار جمله   صورت تصادفی بهاست و دو جمله دیگر  

 اند.  شدهدیگر انتخاب
 

 

1. There are two wooden doors shown. 
2. There is one picture of a woman on the 

back wall. 
3. There is a cocoa brown colored rug on the 

floor of the image. 

 

1. A picture contains the glass window with 
wooden frame 

2. A table is there near the window 
3. A plug point was there under the window 

 

1. A bathroom with birght yellow walls 
2. There is yellow towel sitting on the his and 

hers sink 
3. Using the mirror over the sink; you can see 

a red towel next to the shower . 

 

1. All around the room there are very dark 
wooden cabinets 

2. Above the kitchen sink there's a window 
with white lacy scalloped curtains 

3. Above the oven there's a white microwave 
built in to the cabinets 

 در  شده دیتول  ریتصاو هایینمونه: (3 -شکل)

  ids-adeمجموعه دادگان  
Figure-3: Examples of generated images on ids-ade dataset  

شکلهمان در  که  در   (3)  طور  است،  مشخص  نیز 
برخی موارد مدل قادر به تولید تصویری قابل قبول از نظر  

 بودن به متن، نیست. بودن و مرتبطواقعی

مجموعه  در  که  آنجا  جملات ،  ids-adeدادگان  از 

را  تصویر  در  موجود  اشیا  واقع  در  پنجم  تا  دوم 
ای کنند و دو جملهصورت جدا توصیف میبه   طورمعمولبه

ب تصویر  بهبود  برای  می هکه  بهکار  تصادفی  روند  صورت 
می تا    ؛شوندانتخاب  مدل  از  تولیدشده  تصویر  بنابراین 

ب همچنین  است.  جملات  انتخاب  به  وابسته  ررسی حدی 
نشاندستبهنتایج   جمله  ،  دهدمیآمده  که  حالاتی  در 
حاوی اطلاعات مناسبی نباشد، تصویر تولیدشده از   نخست

 خواهد داشت. تریپایینمدل، کیفیت 
 

   گیرییجهنت -7
های  مراتبی مبتنی بر شبکه روش سلسله   در این مقاله یک

تولید تصویر از   مسئلهرقابتی مولد بر پایه چند جمله برای  
روی   بر  پیشنهادی  روش  عملکرد  دادیم.  ارائه  متن  روی 

داخلی  مجموعه  طراحی  و  پرندگان  به  مربوط  دادگان 
نتایج  شد.بررسی   روش مینشان  ها شیآزما.  که  دهد 

نسبت   بهتری  هاروش   بهپیشنهادی  عملکرد  پیشین  ی 
با  با    دارد. همچنان  پیشنهادی  مدل  حاصل،  بهبود  وجود 

روبچالش نتایج  استرو  ههایی   خصوصبهآمده  ستدبه. 
مجموعه  به  ids-adeدادگانبرای  جملات  وابسته که  هم 

است.  جملات  انتخاب  نوع  به  حساس  هستند، 
برای    ids-adeدادگان  مجموعه  پژوهش  این  در  که 
مورد  نخستین  حوزه  این  در  گرفته،  بار  قرار  استفاده 
بیشتری مجموعه  جزئیات  دارای  تصاویر  که  است  ای 

به  نسبت  مجموعه  این  دیگر  طرف  از  هستند. 
که  مجموعه  استفاده    قبل  دردادگانی  مورد  حوزه  این  در 

نمونهقرار گرفته  تعداد  دارد اند،  آموزش  برای  کمتری  های 
شبکه  یادگیری  برای  چالش    GANهای  که  یک 

موارد ازاین  شود.میمحسوب  بعضی  در  پیشنهادی  مدل  رو 
نیست.  ورودی  برای جملات  مناسب  تصویر  تولید  به  قادر 

می پژوهش  این  ادامه  روشدر  با  بر  توان  مبتنی  های 
گام در  شبکه  پارامترهای  حجم  اشتراک  مختلف،  های 

محاسباتی را کاهش داد تا بتوان مدل را با هر پنج جمله  
 آموزش داد.

 
 

 اقرار و تقدیر
وری از بهورس فرصهت مطالعهاتی، این پژوهش ضمن بههره

اعطایی از طرف »وزارت علوم، تحقیقات و فناوری ایهران«، 
 شد.« اجرا کپنهاگدر »دانشکده علوم کامپیوتر دانشگاه  
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پژهان:   مقطع   دانشجویالهام 

کامپیوتر،   یدکتر مهندسی  رشته  در 

هوش و  گرایش  در کیرباتمصنوعی   ،
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سال   در  را  دانشگاه    1392خود  از 

دریافت   کامپیوتر  مهندسی  رشته  در  از  کرشیراز  ایشان  د. 

دانشگاه    1398مهر   کامپیوتر  علوم  دانشکده  در  تاکنون، 

مهمان حضور دارند.    گرپژوهشعنوان  کپنهاگ دانمارک به

علاقه   مورد  پژوهشی  طبیعی،  زمینه  زبان  پردازش  ایشان 

 پردازش تصویر و یادگیری عمیق است.

   :از ایشان عبارت است نشانی رایانامه
                                   e.pejhan@stu.yazd.ac.ir    

 

دانشکده    اریدانش:  زادهقاسم  محمد

، که  زد ی  دانشگاه  در  وتریکامپ  یمهندس

 دررا    خود  کارشناسی  1368  سال  در

 از   وتریکامپ  یمهندس   و  علوم  رشته

 ارشدیکارشناس  و  راز،یش  دانشگاه

 در  را  کیربات  و  ماشین  هوش  شیگرا  وتر،یکامپمهندسی  

  ک یتکنیپل)  ریرکبیام  یصنعت  دانشگاه   از  1374  سال

تا    1380بهمن    از  یبرای مقطع دکتر.  کرد  افتیدر(  تهران

به    آلمان،   پتسدام  و  ریی رت   یهادانشگاه  در  1384بهمن  

بود. مشغول  تز    یو  پژوهش   علوم»  در  خود  یدکترااز 

همچنین در .  دکردفاع    1384  ماهید  در  کامپیوتر«  ینظر

  گر پژوهش  عنوانبه  را  خود  یمطالعات  فرصت  1395سال  

گذراند.    آلمان  HPI  در  پسادکترا  گرپژوهشو    مهمان

  ل یتحل  و  یطراح  شامل  شانیا  یپژوهش  یهاحوزه 

  ، ی عیطب  زبان  پردازش  ، یمصنوع هوش  ی هاروش  تم،یالگور

  .است افزارنرم تیامن و  میحج یهاداده

   :ایشان عبارت است از نشانی رایانامه
m.ghasemzadeh@ yazd.ac.ir    
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