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  چکیده

بندی متون خبری باید ابتدا آنها را به شیوه مناسبی بندی متون است. برای دستهطبیعی، دستهیکی از کاربردهای مهم در پردازش زبان 

روش کرد.  روشبازنمایی  آنها  بیشتر  ولی  دارد  وجود  متن  بازنمایی  برای  مختلفی  اطلاعات  های  از  فقط  و  هستند  منظوره  همه  هایی 

بازنمایی  هم برای  کلمات  اول  مرتبه  و  محلی  می رخدادی  بی ک استفاده  روشی  مقاله  این  در  ارائه  ند.  خبری  متون  بازنمایی  برای  ناظر 

از اطلاعات همشده که  اسناد استفاده میاست  بازنمایی  برای  و اطلاعات موضوعی  بر د. اطلاعات موضوعی علاوهکن رخدادی سراسری 

رخدادی سراسری های مراتب بالاتر نیز هست. اطلاعات هم دیرخدا حاوی اطلاعات هم  ، دهدتری از متن ارائه میاینکه بازنمایی انتزاعی 

اند.  کارگرفته شدهه بندی متن، هر دو بتری برای دستهمنظور تولید بازنمایی غنیبنابراین در این مقاله به   ؛دو موضوعی مکمل یکدیگرن

پیکره روی  بر  پیشنهادی  پیکره   Newsgruops-20و    R8های  روش  از  برای دستههای شناختهکه  متون هستند شده  با    ، بندی  و  آزمایش 

 شد.مشاهده  %3ها افزایش دقتی به میزان افزایش  د. در مقایسه با روش پیشنهادی با سایر روششهای مختلفی مقایسه روش

 
 بندی متن رخدادی کلمات، اطلاعات موضوعی، دستهکلیدی: بازنمایی سند، تعبیه سند، تعبیه کلمه، همواژگان  

 

A New Document Embedding Method for News 

Classification  
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University of Technology, Tehran, Iran 

 
Abstract 

Text classification is one of the main tasks of natural language processing (NLP). In this task, documents 

are classified into pre-defined categories. There is lots of news spreading on the web. A text classifier can 

categorize news automatically and this facilitates and accelerates access to the news. The first step in text 

classification is to represent documents in a suitable way that can be distinguishable by a classifier. 

There is an abundance of methods in the literature for document representation which can be divided 

into a bag of words model, graph-based methods, word embedding pooling, neural network-based, and 

topic modeling based methods. Most of these methods only use local word co-occurrences to generate 

document embeddings. Local word co-occurrences miss the overall view of a document and topical 

information which can be very useful for classifying news articles. 

 In this paper, we propose a method that utilizes term-document and document-topic matrix to 

generate richer representations for documents. Term-document matrix represents a document in a 

specific way where each word plays a role in representing a document. The generalization power of this 

type of representation for text classification and information retrieval is not very well. This matrix is 

created based on global co-occurrences (in document-level). These types of co-occurrences are more 

suitable for text classification than local co-occurrences. Document-topic matrix represents a document 
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in an abstract way and the higher level co-occurrences are used to generate this matrix. So this type of 

representation has a good generalization power for text classification but it is so high-level and misses 

the rare words as features which can be very useful for text classification.  

The proposed approach is an unsupervised document-embedding model that utilizes the benefit of 

both document-topic and term-document matrices to generate a richer representation for documents. 

This method constructs a tensor with the help of these two matrices and applied tensor factorization to 

reveal the hidden aspects of data. The proposed method is evaluated on the task of text classification on 

20-Newsgroups and R8 datasets which are benchmark datasets in the news classification area. The 

results show the superiority of the proposed model with respect to baseline methods. The accuracy of 

text classification is improved by 3%. 

 
Keywords- Text classification, Document representation, Document Embedding, Topic modeling, word 

co-occurrences 
 
 

 مقدمه -1
ها،  ا نم  تارها،  رایانامهامروزه منابع متنی زیادی مانند متون  

گفتگویاتاق  شبکه   های  در  غیره  موجود  و  اجتماعی  های 

وسیله  برای استفاده و درک این متون به در دسترس است.  

به  رایانه را  آنها  بتوان  مناسبی دستهباید  کرد.  طریق  بندی 

متن دسته  به 1بندی  متون  خودکار  تقسیم  فرایند  به   ،

 شود.   میشده گفتههای از پیش تعییندسته 

به بتواند  متن  یک  اینکه  از  و قبل  خودکار  صورت 

مناسبی  بندی  دسته   رایانه  لهوسیبه شیوه  به  باید  شود 

روش شود.  بازنمایی  بازنمایی  برای  تاکنون  مختلفی  های 

شده  2متن میارائه  که  دسته  است  پنج  به  را  آنها  توان 

های  ، روش3های مبتنی بر کیسه کلماتد: روشکرتقسیم  

روش کلمات،  تعبیه  بر  مدل  مبتنی  بر  مبتنی  های 

روش و  موضوعی،  عصبی  شبکه  بر  مبتنی  های  روشهای 

این روش بر گراف.  بهمبتنی  با  ها  و  این بخش  در  اختصار 

توضیح   پیشین  کارهای  بخش  در  بیشتر  جزئیات 

 اند. شدهداده

کلمات  روش کیسه  بر  مبتنی    [3]–[1]های 

را    طورمعمولبه سند  در  کلمه  یک  وجود  عدم  یا  وجود 

می با  نشان  اسناد  بازنمایی  روش دهند.  این  از  ها،  استفاده 

است آن  ،ساده  نمیولی  بها  و  هتوانند  سند  معنای  خوبی 

دهند   نشان  را  کلمات  کیسه [4]ترتیب  ابعاد  همچنین   .

ساخته سند  کلمات  یک  برای  اندازه  به طورمعمول  بهشده 

لغت در  موجود  کلمات  بزرگی    4نامهتعداد  اندازه  که  است 

است تنک  بسیار  بردار  این  و  می  در  ؛است  به  نتیجه  تواند 

 .  [5]منجر شود  5نفرین بعد 

روش  ارائه  از  )بعد  کلمه  تعبیه  ]6]های   ,]7]  )
نویسندگان  به معنا،  بازنمایی  در  آنها  ذاتی  ویژگی  دلیل 

 

1 Text classification (Text Categorization) 
2 Text representation (document representation) 
3 Bag of Words (BOW) 
4 Vocabulary 
5 Curse of dimensionality 

تولید   برای  بردارها  این  از  استفاده  در  سعی  بسیاری 
توان ها را می(. این روش[ 10]–[8]ند )کردبازنمایی اسناد  

روش  زیرشاخه  دو  ادغام به  روش  6های  معنا  و  کیسه  های 
ری از عملیات جب  [14]–[11]های ادغام  د. روشکرتقسیم  

میانگین یا مثل  بیشینه  مجموع،  محاسبه  گیری، 

استفاده میکمینه  کلمه  بردارهای  روی  بر  این  کگیری  ند. 
میانگین مثل  جبری  نمیعملیات  نشانگیری  دهنده  توانند 

باشند   سند  کلی  روش[1]معنای  کیسه .  بر  مبتنی  های 
]8]  7مفهوم  خوشه   طورمعمولبه  [9[,  بردارهای  از  بندی 

استفاده   روشکنندمیکلمه  این  قابل .  انسان  توسط    ها 
های  شده توسط آنها بهتر از روشتفسیرند و بازنمایی ارائه

ولی بسیاری   ؛دهنده معنای سند استکیسه کلمات، نشان
جنبه  را  از  موضوعی  اطلاعات  مثل  سند  در  موجود  های 

ها  گیرند و از طرفی تعیین تعداد مناسب خوشه نادیده می

 در آنها مشکل است.  
شبکه روش یک  از  عصبی،  شبکه  بر  مبتنی  های 

چندلایه، کانولوشنال، شبکه   8رویعصبی مثل شبکه پیش
کوتاه9بازگشتی حافظه  ماندگار،  –[15](  LSTM)  10مدت 

استفاده    [17] اسناد  بردار  تولید  از کنندمیبرای  بسیاری   .
روش  که  این  است  این  آنها  مشکل  و  هستند  ناظر  با  ها 

های محلی کلمات برای رخدادیبسیاری از آنها فقط از هم 
می استفاده  سند  بردارهای  اطلاعات  تولید  و  کنند 

سراسری هم اطلاعات    11رخدادی  و  سند(  سطح  )در 
می نادیده  را  روشموضوعی  این  آموزش  زمان  ها  گیرند. 

روشطورمعمول  به است.  گراف  طولانی  بر  مبتنی  های 
معمولاً[20]–[18] ی  ،  کلمات  گراف  و  از  کلمات  گراف  ا 

استفاده   اسناد  بردار  تولید  برای  زمان  کنندمیاسناد   .
روش  این  اطلاعات  آموزش  از  فقط  و  است  طولانی  ها 

 . کنندمیرخدادی استفاده هم
 

6 Pooling 
7 Bag of concepts approach 
8 Feedforward 
9 Recursive 
10 Long short-term memory (LSTM) 
11 Global co-occurrences 
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شدهمان بیان  معایب    ،طورکه  از  های  روش  بیشتریکی 

اطلاعات هم  ،پیشین از  فقط  است که  رخدادی محلی  این 

استفاده   اسناد  بردار  تولید  که    یصورت  در  کنند؛ میبرای 

هم اطلاعات  مثل  بیشتری  اطلاعات  حاوی  رخدادی متن، 

اطلاعات   برتری  نیز هست.  موضوعی  اطلاعات  و  سراسری 

میهم که  است  این  در  سراسری    نندتوارخدادی 

و نشان درک  سبب  و  باشند  متن  دسته  یا  موضوع  دهنده 

بهت شد  دریافت  خواهند  آن  ]21]ر  اطلاعات  [22[,   .

انتزاعی از متن را در اختیار ما  موضوعی نیز دید  قرار  تری 

افزایش قدرت تعمیم دسته می  شودبند میدهد که سبب 

روش[23] ضعفِ  این  بر  غلبه  برای  روشی  .  پیشین،  های 

شده  میارائه  که  هماست  اطلاعات  از  هم  رخدادی تواند 

سند( و هم از اطلاعات موضوعی  -سراسری )ماتریس کلمه

موضوع( برای تولید بازنمایی اسناد استفاده  -)ماتریس سند

کلمهکن ماتریس  هم-د.  اطلاعاتی  حاوی  رخدادی  سند 

سناد و کلمات است. در این ماتریس که کلمات سطرهای  ا

ستون  اسناد  و  میآن  نشان  را  آن  درایه های  هر  دهند، 

سند  نشان یک  در  کلمه  یک  تکرار  بارهای  تعداد  دهنده 

رخدادی  نوعی دربردارنده اطلاعات هماست. این ماتریس به

توان به این اطلاعات   کلمات در سطح سند نیز هست )می

استفا ترانهادهبا  در  ماتریس  این  ضرب  از  دست ده  اش 

بردارهای  تولید  برای  کلمات  فرکانس  از  فقط  اگر  یافت(. 

شود سند استفاده شود، بیش از اندازه به کلمات توجه می

توان گفت بازنمایی سند با این روش فقط یک دیدگاه  و می

ایجاد می را  از سند  اگر کلمات عوض شوند خاص  و    ، کند 

همان سند  بدهد  ولی  را  یک    ، معنا  به  سند  دو  این  شاید 

دسته   رده تعمیم  قدرت  نتیجه  در  نگیرند  تحت تعلق  بند 

اینکه اسناد بتوانند ب برای  خوبی هتأثیر قرار خواهد گرفت. 

تر از سند داریم که  نیاز به دیدگاه انتزاعی  ،از هم جدا شوند

تواند این دیدگاه را در اختیار ما  موضوع می-ماتریس سند 

سند   ماتریس  ولی  دهد.  یک  –قرار  تنهایی  به  موضوع  

می ارائه  را  سند  از  کلی  بسیار  را دیدگاه  کلمات  که  دهد 

میهب نادیده  کلی  گاهیدرصورتی   ؛گیردطور  اوقات  که 

می سند  یک  از  خاص  و  نادر  کمک  کلمات  ما  به  توانند 

مزایای   از  استفاده  برای  ارائه کنند.  روشی  دیدگاه،  دو  هر 

شده است که با استفاده از تنسور این دو دیدگاه را ترکیب 

است کن قادر  که  تنسور  تجزیه  از  استفاده  با  و  یم 

دادهویژگی پنهان  آشکار  های  را  بازنمایی    [24]د  کنها 

یم. شیوه تجزیه تنسور باید  کنمناسبی را برای اسناد ایجاد  

بگونه به بتواند  که  باشد  ویژگیهای  پنهانخوبی  در    های 

فاکتورهای  داده بتواند  باید  همچنین  کند.  استخراج  را  ها 

برازش سازی دچار بیش د و در روند بهینهکنهمواری ایجاد  

از   پیشنهادی  روش  در  تنسور  نشود.  تجزیه  شیوه 

منظم موازی  شدهسازیفاکتورهای  استفاده  که  شده  است 

منظمبه عبارت  در  دو  نرم  از  استفاده  فاکتورها    1سازدلیل 

فاکتورهای    [25]شده در  کارگرفتههنسبت به شیوه تجزیه ب

 شود. برازش نمیکند و دچار بیشهموارتری ایجاد می
 

 کارهای پیشین -2
های مختلف بازنمایی سند که  در این بخش به معرفی روش

سال مطرحدر  پیش  آنها  شدههای  مزایای  و  معایب  و  اند 

عنوان   است. همانپرداخته شده طور که در بخش مقدمه 

میروش  ،شد را  سند  بازنمایی  دسته  های  پنج  به  توان 

از  کردتقسیم   عبارتند  کیسه روش  :که  بر  مبتنی  های 

روش روشکلمات،  موضوعی،  مدل  بر  مبتنی  های  های 

های مبتنی بر شبکه عصبی  مبتنی بر تعبیه کلمات، روش

روش توضیح  و  ادامه  در  که  گراف  بر  مبتنی  های 

 اند.  شدهداده

 

 مبتنی بر کیسه کلمات هایش رو  -1-2
روش از  روش  یکی  سند  بازنمایی  برای  ساده  های 

سند   یک  بردار  طول  روش،  این  در  است.  کلمات  کیسه 

بار   mنامه کلمه از لغت ithنامه است. اگر اندازه طول لغتبه

مؤلفه از بردار کلمات   ithمقدار    ، در سند ظاهر شده باشد

های  یکی از روش Tf-IDFگیرد.  قرار می mآن سند برابر با 

. در این روش، کلماتی  [3]ی به کیسه کلمات است  وزنده

شده تکرار  سند  زیادی  تعداد  در  می  ،اندکه  شوند.  جریمه 

شدهروش ارائه  زمینه  این  در  نیز  دیگری  مثل   ؛استهای 

له کسینوسی بین تعبیه که از فاص   [2]کیسه کلمات فازی  

از    [26]د. در  کندهی به آنها استفاده میکلمات برای وزن 

ج شیوه  وزنیک  فازی دید  منطق  از  استفاده  با  دهی 

 است.  استفاده شده

 

 های مبتنی بر مدل موضوعی روش  -1-3
پنهان ابتدایی معنایی  تحلیل  زمینه  این  در  روش   2ترین 

سند با استفاده از  -. در این روش، ماتریس کلمه[27]است  

تجزیه شده و با این تجزیه به    3( SVDتجزیه مقدار منفرد )

موضوع میفضای  سند ها  ماتریس  موضوع -رود. 

میدستهب را  تجزیه  این  از  به آمده  بازنمایی  توان  عنوان 

را  احتمالاتی  مدلی  روش،  این  گرفت.  نظر  در  سند  برای 
 

1 regularization 
2 Latent Semantic Analysis (LSA) 
3 Singular Value Decomposition (SVD) 
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نمی نظر  در  سند  در  برای  بعدها  مدل    [28]گیرد. 

که  این مدل  در  گرفته شد.  نظر  در  برای سند  احتمالاتی 

صورت یک توزیع احتمالاتی  بهاست، سند    1یک مدل مولد 

شود و هر کلمه، موضوع مخصوص  ها مدل میروی موضوع 

دارد را  خود  است  ؛ به  ممکن  مدل  این  داده  ،ولی  ها  روی 

شود و همچنین مدل احتمالاتی از کلمات بر    2برازش بیش

موضوع  نمیروی  نظر  در  روش  ها  دلیل  همین  به  گیرد. 

دیریکله  پنهان  این   [29](  LDA)  3تخصیص  در  شد.  ارائه 

ب سند  هر  موضوع هروش،  روی  توزیعی  هر  صورت  و  ها 

ب میه موضوع  تعریف  کلمات  روی  توزیعی  شود.  صورت 

ماتریس   دو  روش  این  که    𝜃و     𝜙خروجی    𝜙هستند 

 θها روی کلمات است و  احتمال موضوعدهنده توزیع  نشان

احتمال موضوع  را نشان میتوزیع  اسناد  دهد. بعدها  ها در 

مثل بازنمایی متن با استفاده    ، های دیگری ارائه شدندروش

موضوع  پنهان  از  دیریکله   [30]های  پنهان  توزیع  از  که 

روش .  کنندمیاستفاده    [31]گوسی     طورمعمول بهها  این 

ارائه می را  از متن  انتزاعی  افزایش دیدگاه  که سبب  دهند 

ولی بسیاری از  ، شودبندی میقدرت تعمیم در هنگام دسته

نادیده  ویژگی را  خاص  کلمات  مثل  کلمه  سطح  در  های 

 . [23]گیرندمی

 

 های مبتنی بر تعبیه کلماتروش  -1-4
روش  این  تولید در  برای  کلمات  تعبیه  از  ها، 

مورد   اغلبهایی که  روششود.  بردارهای سند استفاده می

می قرار  میانگین،   ،گیرنداستفاده  از  استفاده  از  عبارتند 

کمینه  و  بیشینه  یا  یا  مجموع  تعبیه پیوست گیری  کردن 

سند   یک  در  موجود  از [14]–[11]کلمات  استفاده  تنها   .

ب جبری  عملیات  نمیه این  نشانخوبی  معنای  تواند  دهنده 

باشد   روش[ 1]متن  سال.  در  نیز  دیگری  اخیر های  های 

خوشه  از  که  شدند  استفاده  ارائه  کلمات  تعبیه  بندی 

روشمی این  به  که  روشکنند  مفهوم ها،  بر  مبتنی   4های 

]8]شود  میگفته  روش[9[,  این  به.  انسان ها  وسیله 

های مناسب در  ولی تعیین تعداد خوشه   ،تفسیر هستندقابل

 . [9] آنها مشکل است

 

 های مبتنی بر شبکه عصبی روش-1-6
روش  این  شبکه در  از  تولید  ها  برای  عصبی  های 

می استفاده  اسناد  بازنمایی  برای  از  بردارهایی  یکی  شود. 

روشمعروف زمینه،  ترین  این  در   paragraph-vectorها 
 

1 Generative 
2 Over-fit 
3 Latent Dirichlet allocation (LDA) 
4 Concept-based 

 6و میکولو  5توسط لی   2014است. این روش در سال    [15]

به   بسیار  که  روش  این  در  شد.  شباهت   word2vecارائه 

پیش عصبی  شبکه  یک  از  مخفی  دارد  لایه  یک  با  رو 

یکدیگر  استفاده می با  همراه  کلمات  و  اسناد  بردار  تا  شود 

بی روش  یک  روش،  این  شود.  گرفته  در   7ناظریاد  است. 

از   [16] استفاده  با  جملات  بازنمایی  برای  دیگری  روش 

شده  ارائه  کانولوشنال  باشبکه  روش  یک  روش  این   است. 

روش است.  با  ناظر  اسناد  بازنمایی  برای  نیز  دیگری  های 

کوتاه حافظه  از  )استفاده  ماندگار  و    LSTM  )[32]مدت 

کوت )اهحافظه  دوطرفه  ماندگار   LSTM-Bi )8  [33]مدت 

شده  روش ارائه  این  در  نظر است.  در  کلمات  ترتیب  ها، 

بازگشتی  ،شودمیگرفته شبکه  زمان   طورمعمولبه  9ولی 

در   دارد.  طولانی  بر    از  [34]آموزش  مبتنی  ادغام  روش 

 کند.  برای تولید بازنمایی اسناد استفاده می 10توجه 

بیشتر روش مزایای  بر شبکه عصبی  از  مبتنی  های 

می که  سند  در  موجود  کلمات  ترتیب  که  است  تواند  این 

ب را  باشد  تأثیرگذار  سند  معنای  نظر  هروی  در  نوعی 

روش  ؛گیرندمی این  آموزش  ولی  زمان  و  ها،  دارند  طولانی 

را در نظر میرخدادیفقط هم اول  پس    ؛گیرند های مرتبه 

میرخدادیهم گرفته  نادیده  بالاتر  مراتب  در  های  شوند. 

روش بهاین  اسناد  نظر  ها  در  کلمات  از  دنباله  یک  صورت 

از اطلاعات پنهان در سند مثل اطلاعات  گرفته و بسیاری 

 شوند. موضوعی نادیده گرفته می

 
 مبتنی بر گراف  هایشرو-1-5

روش  کلمه  این  بردارهای  تولید  برای  گراف  از  ها 

مقاله  کنند میاستفاده   در  گراف    [ 35].  بر  مبتنی  روشی 

شده گراف  ارائه  یک  سند  هر  برای  آن  در  که  است 

میهم تولید  کلمات  عصبی    [19]شود.  رخدادی  شبکه  از 

کانولوشنی می  11گراف  در  کن استفاده  یک    [19]د.  ابتدا 

 های تعبیهشود و سپس از روشگراف از کلمات تولید می

تعبیه تولید  برای  مینود  استفاده  سند  و  کلمه  کند.  های 

روش نمیاین  نظر  در  را  کلمات  ترتیب  نیز  مگر    ، گیرندها 

جهت گراف  از  استفادهاینکه  ایندار  در  که  صورت کنند 

مدل میپیچیدگی  و  بالا  اسناد  اطلاعات  همچنین  رود. 

هم بالاتر  اطلاعات  مراتب  میرا  رخدادی  بسیار  توانند  که 

 .  کنند میاستفاده ن ،مفید باشند 
 

5 Le 
6 Mikolov   
7 unsupervised 
8 Bi-directional Long short-term memory (Bi-LSTM) 
9 Recurrent neural network 
10 Attentive pooling 
11 Graph Convolutional neural net 
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 ها زمینهپیش -2
این بخش به شرح تعاریف و نمادهای مورد نیاز در  

 پردازد.مقاله می

 

 هاتعریف-2-1

تنسور1تعریف   که    -:  است  چندبعدی  آرایه  یک  تنسور 

داده بازنمایی  استفاده  برای  مورد  بعد  دو  از  بیش  با  های 

می بهقرار  تنسور  رسمیطور  گیرد.  یک  از   N-wayتر  یا 

فضای برداری است   N، جزئی از ضرب تنسوری  1Nمرتبه  

خود  به  مربوط  مختصات  سیستم  دارای  کدام  هر  که 

شده   خطاطی  حروف  با  تنسورها  مقاله  این  در  هستند. 

 شوند.  نشان داده می 𝒟شکل به

 

اسلایس2  تعریف  برشاسلایس  -:  یا  بخشها  های  ها، 

نگه ثابت  از  که  هستند  تنسور  یک  همه دوبعدی  داشتن 

 3آیند. تنسور از مرتبه  دست میهآنها بجز دو تا از  هابعاد ب

اسلایس   از  عبارتند  که  است  اسلایس  نوع  سه  دارای 

افقی 2روییهروب اسلایس  پهلویی   3،  اسلایس  برای   4و  که 

 ∷𝒟∷𝑘  ،𝒟𝑘ترتیب با نمادهای  ها به، این اسلایس𝒟تنسور  

 شوند. نشان داده می :𝒟:𝑘و  

 

با  3  تعریف بردار  دو  خارجی  ضرب  خارجی:  ضرب   :

 شود.مینشان داده ⊚استفاده از نماد  

 

ضرب  4  تعریف   :Hadamard-   به مؤلفه  ماتریسی  ضرب 

 است.شدهنشان داده ⊛مؤلفه که با نماد  

 

ضرب  5  تعریف  :Kronecker-    ضربKronecker   دو

𝐴ماتریس   ∈ ℝ𝐼×𝐽    و𝐵 ∈ ℝ𝐾×𝐿  صورت  هب𝐴⨂𝐵    نشان

اندازه  میداده با  ماتریس  یک  آن  حاصل  و  (𝐼𝐾)شود  ×

(𝐽𝐿) :است 
 

(1) 𝐴⨂𝐵 = [

𝑎11𝐵 ⋯ 𝑎1𝐽𝐵

⋮ ⋱ ⋮
𝑎𝐼1𝐵 ⋯ 𝑎𝐼𝐽𝐵

] 
 

 

ضرب    -Khatri-Raoضرب    :6تعریف     Kroneckerیک 

 شود. مینشان داده ⨀ستونی است که با نماد  

 
 1 Nth-order 
2 Frontal slice 
3 Horizontal slice 
4 Lateral slice 

 نمادها  -2-2
ب مقاله  ه  نمادهای  این  در  رفته  در   اختصاربهکار 

 است. آورده شده  (1جدول )

 
 نمادها فهرست :(1 -)جدول

(Table-1): Symbols used in the paper 

 توضیح  نماد

 ( aحرف کوچک انگلیسی ) اسکار 

 ( aحرف کوچک پررنگ انگلیسی ) بردار 

 a 𝑎𝑖از بردار  iمؤلفه 

 ( Aبزرگ انگلیسی ) حرف   ماتریس 

A 𝑎𝑖𝑗از ماتریس  ijدرایه   

 ( 𝒜حرف اسکریپت انگلیسی )  تنسور

یک درایه تنسور سه  

 𝒜 بعدی 

𝑎𝑖𝑗𝑘  

 

 توضیح روش  -3
نهفته  متن،  یک  در  زیادی  اطلاعات    .استاطلاعات  این  از 

غنیمی بازنمایی  تولید  برای  متن توان  برای  تری 

می  کرد؛استفاده مثال  و  برای  موضوعی  اطلاعات  از  توان 

.  کردرخدادی برای تولید بازنمایی متن استفادهاطلاعات هم

سند ماتریس  مثل  موضوعی  حاوی  -اطلاعات  موضوع 

هم اطلاعات  اطلاعات  و  هست  نیز  بالاتر  مراتب  رخدادی 

رخدادی سراسری، رخدادی در سطح سند یا همان همهم

مناسب بازنمایی  تولید  دسته   برای  اسناد  برای  بندی 

بیشتر روشمی در  باشد.  ارائهتواند مفید  پیشین های  شده 

هم  طورمعمولبه اطلاعات  استفاده  از  محلی  رخدادی 

  [21]بندی سند زیاد مناسب نیست  شود که برای دستهمی

کلی دید  که  موضوعی  اطلاعات  همچنین  از   [23]تری  و 

می قرار  اختیار  در  کلمات  به  نسبت  را  نادیده  متن  دهد 

ارائه میگرفته روش  در  از  شود.  استفاده  با  ابتدا  شده، 

سند ماتریس  از  مستخرج  ماتریس  -اطلاعات  و  موضوع 

سپس تنسور   ،هایی برای تنسور ساختهسند اسلایس-کلمه

بازنمایی و  شده  تجزیه  میحاصل،  تولید  اسناد  شوند.  های 

یک کلمه در اسناد    Tf-idfسند،  –سطر ماتریس کلمه  هر  

نشان را  هممیمختلف  اطلاعات  از  که  رخدادی  دهد 

استفاده می موضوع کنسراسری  استخراج  فرایند  در  و  ها  د 

رخدادی    تحلیل پنهان دیریکله نیز از اطلاعات هم  هوسیلبه

شده استفاده  پنهان سراسری  تحلیل  همچنین  است. 

 استرخدادی مراتب بالاتر نیز  اطلاعات همدیریکله شامل  

کلمات   در همرخدادی  از  بیشتری  اطلاعات  حاوی  نتیجه 

 باشد.   
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رویی باا اساتفاده از هساخت اسلایس روب  -3-1

 سند-اطلاعات حاصل از ماتریس کلمه
کلمه آن  -ماتریس  سطرهای  که  است  ماتریسی  سند، 

لغتکلمه در  موجود  ستونهای  و  آن  نامه  اسناد  های 

کلمه اگر  سند  i  هستند.  یک  و    j در  باشد  شده  ظاهر 

کلمه با  -ماتریس  شود،    𝑀سند  داده  با    𝑚𝑖𝑗نشان  برابر 

بارهایی است که کلمه   است.  ظاهر شده  jدر سند    iتعداد 

1TFدهی با  در اینجا از وزن − IDF  جای فرکانس کلمه  هب

 است.  استفاده شده

که   است  تنسوری  تولید  هرهدف،  از    اندازه  یک 

𝑑اش  روییهای روبهاسلایس × 𝑑    باشد که𝑑    تعداد اسناد

رویی با استفاده  ههای روباست. برای ساخت چنین اسلایس

کلمه ماتریس  در  موجود  اطلاعات  زیر  -از  رابطه  از  سند 

 : شوداستفاده می

(2) 𝒟 = 𝑀𝑇 × 𝑀    

 

رابطه   این  سند   𝐷در  ماتریس  که  -یک  است  سند 

از  هب یکی  روباسلایسعنوان  قرار   روییههای  تنسور 

از  می اسناد  بین  رابطه  کار  این  انجام  با  واقع  در  گیرد. 

 .  شودمیدیدگاه کلمات آنها مشخص 

 
 

رویی باا اساتفاده از هساخت اسلایس روب  -3-2

 موضوع-ماتریس سند
آن   موضوع-سندماتریس   سطرهای  که  است  ماتریسی 

دهنده  های آن نشانمختلف و ستون   سندهایدهنده  نشان

خروجی  موضوعات از  یکی  ماتریس  این  های  هستند. 

 است.  2الگوریتم تخصیص پنهان دیریکله

-سندهر سطر از ماتریس  طور که بیان شد،    همان

موضوع نشان   موضوع احتمال  توزیع  دردهنده  سند    ها  آن 

 یک بردار از احتمالات  هر سطر این ماتریس  اینبنابر  ؛است

سند    موضوعات میبرای  و  است  یک مربوطه  گفت  توان 

می ارائه  سند  آن  برای  موضوعی  بنابراین    ؛د کنبازنمایی 

بر روی سطرهای    k-meansالگوریتم  کارگیری  هبا بتوان  می

ماتریس،   خوشه این  را  کرد اسناد  از    ؛بندی  قبل  ولی 

در مختصات    k-meansدلیل اینکه الگوریتم  ، بهبندیخوشه 

می قرار  استفاده  مورد  از   ،گیردحقیقی  استفاده  با  باید 

  ، هستند  3هایی ترکیبی های احتمالاتی که دادهتبدیلی داده

داده از به  منظور  این  برای  شوند.  تبدیل  حقیقی  های 
 

1 Term frequency (TF)-inverse document frequency 
(IDF) 
2 Latent Dirichlet Allocation (LDA) 
3 compositional 

ایزومتریک  لگاریتمی  نرخ  توان می (ilr)  4نگاشت 

 صورت رابطه زیر است: این نگاشت بهد. کراستفاده
(3) 𝑖𝑙𝑟: 𝑆𝐷 → ℝ𝐷−1 

رابطه   این  سیمپلکس  𝑆𝐷در   ،Aitchison    از بعد  است. 

تبدیل این  بردارهای    k-meansالگوریتم    ، انجام  روی  بر 

بندی انجام شود. بعد  شود تا خوشه می  موضوع اعمال-سند

خوشه  اینکه  تولید از  برای  زیر  رابطه  از  شد  انجام  بندی 

 . گرددمربوطه استفاده میاسلایس روبرویی  
(

4) 

𝑑𝑖𝑗

= {
1       𝑖 ∧ 𝑗 𝑎𝑟𝑒 𝑚𝑒𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟

0   𝑖 ∧ 𝑗 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑚𝑒𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟
 

 

هاای ساخت تنسور با استفاده از اسلایس  -3-3

 شده تولید
اسلایس اینکه  از  اطلاعات    هایبعد  از  استفاده  با  روبرویی 

از ماتریس سند سند تولید شدند،  -موضوع و کلمه-حاصل 

یک    دهند. اندازه هرها تشکیل یک تنسور میاین اسلایس

اسلایس حاصل،  از  تنسور  روبرویی  𝑑های  × 𝑑    و است 

𝑑اندازه آن    × 𝑑 × ( نشان  1است. این فرایند در شکل )  2

 است. شدهداده

 سیلاسا
 زا لصاح
 سیرتام
عوضوم-دنس

 سیلاسا
 زا لصاح
 سیرتام
دنس-هملک

d

d

d

d

d

d

2

 روییهروب هایاسلایس از استفاده  با تنسور ساخت :(1 -شکل)
(Figure-1): Constructing tensor with frontal slices 

 

 ساخت بردارهای سند   -3-4
-برای ساخت بردارهای سندی که از مزایای ماتریس سند

ببرند، تنسوری که در بخش قبل  سند بهره  -موضوع و کلمه

شد موازی   ،تولید  فاکتورهای  روش  از  استفاده  با 

می  5شدهسازیمنظم غنیتجزیه  بازنمایی  تا  تری  شود 

تواند الگوهای پنهان موجود حاصل شود. تجزیه تنسور می

داده آشکار  در  را  تجزیه  .  [24]د  کن ها  به شرح  بخش  این 

موازی  موازی   6فاکتورهای  فاکتورهای  تجزیه  و 

ب  7شدهسازیمنظم بردارها  ساخت  چگونگی  آنها  هو  وسیله 

 پردازد. می

 

4 Isometric log-ratio transformation (ilr) 
5 Regularized Parallel Factors 
6 Parallel Factors 
7 Regularized Parallel Factors 
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 تجزیه فاکتورهای موازی  -3-4-1

تجزیهدر   الگوریتم  باین  تنسور  از   مجموعیصورت  ه، 

تجزیه تنسور مرتبه شود.  یک تجزیه می  1مرتبههای  مؤلفه 

تولی فاکتورهای   دسه  تجزیه  روش  از  استفاده  با  شده، 

 شود:  میصورت زیر انجام ه موازی ب
  (5) 

𝒟 ≈ 𝒟̂ = ∑ 𝑎𝑟 ∘ 𝑏𝑟 ∘ 𝑐𝑟

R

r=1

 

 

دهنده رنک  و نشانیک عدد صحیح مثبت    Rدر این رابطه  

𝑎𝑟و    تنسور است ∈ ℝ𝐼    و𝑏𝑟 ∈ ℝ𝐽    و𝑐𝑟 ∈ ℝ𝑘    برای𝑟 =

1, … 𝑅    .بهینههستند تولیدرابطه  برای  بهترین    سازی 

 :صورت زیر استه( ب𝒟̂تجزیه )بهترین 

(6 ) 
min
𝐴,𝐵,𝐶

1

2
∥ 𝒟 − 𝒟̂ ∥F

2 

امین  -iهایی هستند که  ماتریس  Cو    Bو    Aدر این رابطه  

را   Aیعنی    ؛است  𝑐𝑖و    𝑎𝑖  ،𝑏𝑖ستون آنها شامل یک بردار  

بمی 𝐴صورت  هتوان  = [𝑎1, 𝑎2, … , 𝑎𝑅]   این به  داد.  نشان 

ماتریسماتریس فاکتورها،  حل  میگفته   2های  برای  شود. 

بهینه  مسئله  فاکتور محدب  این  سه  هر  روی  بر  که  سازی 

استفاده    3مربعات تناوبی سازی کمینه  نیست از شیوه بهینه 

با درنظرگرفتن  می فاکتورها  از  این شیوه هر یک  شود. در 

بثابت دیگر  فاکتور  دو  شیوههبودن  با  و  جداگانه  ای صورت 

 . [24]شوند تکراری بهینه می

فاکتورهای   که  است  این  روش  این  معایب  از  یکی 

ب ماتریس  از  یک    4صورت هموارهحاصل  به  نیاز  و  نیستند 

از تولید فاکتورهاست و همینمرحله نرمال طور سازی بعد 

بیش است  مستعد  روش [36]برازش  در  دلیل  همین  به   .

منظمارائه  از  مقاله  این  در  نرم  شده  تابع    2سازی  در 

استفاده شدهبهینه  تنسور  تجزیه  تا  سازی  فاکتورهای  است 

تر و هموارتری تولید شود که منجر به افزایش دقت  مناسب

بیش از  میو  جلوگیری  رابطه    شود؛برازش  حل  ولی 

بهبهینه  روش  این  در  سخت سازی  قبل  مراتب  حالت  از  تر 

به بعدی  بخش  در  موازی است.  فاکتورهای  روش  اختصار 

 است.شدهشده توضیح دادهسازیمنظم
 

 
 

 

سازی شااده  منظمتجزیه فاکتورهای موازی  -3-4-2

 2 با نرم

از   یک  هر  برای  دو  نرم  تنسور  تجزیه  روش  این  در 

منظمماتریس ضریب  یک  از  استفاده  با  فاکتور  سازی های 

 

1 rank 
2 Factor matrices 
3 Alternating Least Square (ALS) 
4 smooth 

شود. در این رابطه اضافه می  7به تابع هدف همانند رابطه  

𝜆 سازی است.نرخ منظم 

 
(7) 

min
𝐴,𝐵,𝐶

ا 

2
∥ 𝒟 − 𝒟̂ ∥𝐹

2 +
𝜆

2
(∥ 𝐴 ∥𝐹

2 +∥ 𝐵 ∥𝐹
2 +

∥ 𝐶 ∥𝐹
2  ) 

 

تنک   تنسورهای  بر  بهینه   طوربهبرای  فقط  سازی 

انجام صفر  غیر  عناصر  بالا    [36]شودمیروی  رابطه  و 

 آید: صورت رابطه زیر در میبه
(

8) 
min
𝐴,𝐵,𝐶

 
1

2
∑ (𝒟(𝑖, 𝑗, 𝑘)

{𝑖,𝑗,𝑘}∈Ω

− ∑ 𝐴(𝑖, 𝑟)𝐵(𝑗, 𝑟

𝑅

𝑟=1

)𝐶(𝑘, 𝑟))2 +
𝜆

2
𝐴 ∥𝐹

2 +

∥ 𝐵 ∥𝐹
2 +∥ 𝐶 ∥𝐹

2  ) 

 

 

رابطه   این  تنسور   مجموعه  Ωدر  صفر  غیر  عناصر  همه 

بهینه  مسئله  این  حل  برای  نمیاست.  دیگر   توانسازی، 

الگوریتم   از  قبل  حالت  تناوبی کمینههمانند   5مربعات 

روش   از  باید  و  نمود   6ADMM-AOاستفاده 

بهینه استفاده مسئله  ابتدا  روش  این  در  در کرد.  با  سازی 

سازی با  نظر گرفتن یک جمله کمکی به یک مسئله بهینه

صورت تکراری و هشود و بعد بمحدودیت تساوی تبدیل می

 . [36]شودحل می ADMMو   AOبا ترکیب دو روش 

 

 تولید بردارهای سند-3-4-3

اندازه    Bو    Aهای فاکتور  ماتریس 𝑑دارای  × 𝑅    هستند و

اندازه  است.  سند  یک  به  مربوط  بردار  آنها  سطر  هر 

بهتعبیه  سند  میهای  است.  تنسور  رنک  از اندازه  توان 

ماتریس این  از  حاصل  بردارهای  برای  ترکیب  فاکتور  های 

بردار سند   آزمایشاستفادهتولید  از  نتیجه کرد ولی  این  ها 

که   شد  مناسب   طورمعمولبه  Aگرفته  برای  بردار  را  تری 

 .  کندمی بندی متن تولید  دسته 
 

 نشدههای دیدهدتولید بردار سند برای سن-3-5
از روش استفاده    سندهای برای    بخش قبل  شده درارائه  با 

می ولیموجود  نمود  تولید  بردار  اینجا   توان  در  که  سؤالی 

می کهمطرح  است  این  اسناد  شود  بدون  دیده  برای  نشده 

چطور   فرایند  این  نمودتکرارِ  تولید  بردار  این  باید  در  ؟ 

برای تولید بردار برای اسناد دیده ارائه  بخش، روشی  نشده 

 است.شده
 

5 Alternating Least square (ALS) 
6 Alternating optimization(AO)-Alternating Direction 

Method of Multipliers (ADMM) 
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در روند آموزش،    Cو    Bو    Aهای فاکتور  تاکنون ماتریس 
های جدید باید بتوان با استفاده از  اند. برای دادهتولید شده

A  ،B    وC  داده و  تجزیه، قبلی  تکرار  بدون  جدید،  های 
𝐴𝑛𝑒𝑤  ،𝐵𝑛𝑒𝑤    و𝐶𝑛𝑒𝑤   آن تولید  برای  کرد.  تولید  از  را  ها 

 شود: روابط زیر استفاده می
  

(9) 𝐴𝑛𝑒𝑤(𝑖, : ) = (Hi
𝑇𝐻𝑖 + 𝜆𝐼)−1𝐻𝑖

𝑇𝑣𝑒𝑐(𝒟(𝑖, : , : ) 
 

(10) 𝐻𝑖(𝑙, : ) = [𝐵(𝑗, : ) ⊛ C(k, : )] 

صفر   امین درایه غیر  𝑙اگر    است.  Hadamardضرب    ⊛که  
,𝒟(𝑖در   : , : مودهای    ( ,𝑖)دارای  𝑗, 𝑘)    آنگاه امین   𝑙باشد 

𝐻𝑖سطر   . [37]آید  دست میه ب 10صورت رابطه هب  
 

 

 ها آزمایش-4
می اندازه  چه  تا  روش  این  اینکه  آزمایش  تواند  برای 

دسته برای  مناسبی  ارائه  بردارهای  متن  دو   کندبندی  از 
است. این دو پیکره، جزء  استفاده شده  20NGو    R8پیکره  
دسته پیکره زمینه  در  معروف  خبری های  متون  بندی 

پیکره   پیکره    8شامل    R8هستند.  و  شامل    20NGدسته 
پیکره  20 این  آمار  است.  در  دسته  )اجدها    ( 3)و    (2ول 

 است. آورده شده
 

 R8 یکرهاطلاعات پ :(2 -جدول)
(Table-2): R8 corpus statistics 

 رده تعداد اسناد در هر  ها ردهنام 

acq 2292 

crude 374 

earn 3923 

grain 51 

interest 271 

Money-
fx 

293 

ship 144 

trade 326 

 

پیکره   و    R8   ،5485در  آموزش  برای   2189سند 
پیکره   در  و  شد  استفاده  آزمایش  برای  -20سند 

Newsgroups   ،11300    سند   7518سند برای آموزش و
 برای آزمایش مورد استفاده قرار گرفت.

پیکره   و علائم  واژهایست  20NGو    R8در  اعداد  ها، 
ها،  همه سرنوشت   20NGحذف شدند. همچنین در پیکره  

دسته پانوشت اطلاعات  حاوی  که  حذف  ها  نیز  هستند  ها 
 شدند. 

 Newsgroups-20 یکرهاطلاعات پ :(3 -)جدول

(Table-3): 20-Newsgroups corpus statistics 

 رده  هر در اسناد تعداد ها رده نام
Alt.atheism 799 

Comp.graphics 973 

Comp.os.ms- 966 

windows.misc 982 

Comp.sys.ibm.pc.hardware 963 

Comp.sys.mac.hardware 985 

Comp.windows.x 975 

Misc.forsale 989 

Rec.autos 996 

Rec.motorcycles 996 

Talk.sport.baseball 944 

Rec.sport.hockey 999 

Sci-crypt 991 

Sci.electronics 984 

Sci.med 990 

Sci.space 987 

Soc.religion.christian 966 

Talk.politics.guns 909 

Talk.politics.mideast 940 

Talk.politics.misc 775 

Talk.religion.misc 628 

 

 های پایهروش-4-1
اند برای شدههای اخیر استفادهسالهای زیر که در  از روش 

ارائه  روش  از  حاصل  بهبود  میزان  سنجش  و  شده  مقایسه 
 است.  استفاده شده

• CNN-random   یک شبکه عصبی کانولوشنال را برای
می استفاده  اسناد  بازنمایی  با  تولید  روش،  این  کند 

 . [16] ناظر است

• CNN-non-static  این روش مشابه :CNN  فقط    ،است
تفاوت آن این است که در فرایند بازانتشار خطا فقط  

می استفاده  ورودی  کانال  یک  کار  از  این  با  و  شود 
آموزش   نیز در طی   شوندمی  fine-tuneبردار کلمات 

[16]. 

• Paragraph vector  توسط  ن روشای  Le    وMikolov 
 word2vecارائه شد. در این روش که بسیار مشابه با  

است در طی فرایند تولید بردار کلمات بردار اسناد نیز 
پیشتولید می از یک شبکه  روش  این  در    ی روشوند. 

 . [15] استسه لایه استفاده شده

ها نیز به  در این روش اطلاعات موضوع  1TWEروش   •
برد  روییپیششبکه   تولید  برای  در که  کلمات  ار 

word2vec [38] شودمیداده ،شد استفاده می. 

 

1 Topical word embedding (TWE) 
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• 1LTTR  موضوع اطلاعات  از  نیز  روش  این  ها  در 
شده باستفاده  اسناد  و  مخلوط هاست  یک  صورت 

 . [30] اند شدهگرفتهگوسی در نظر 

• Gaussian LDA:  LDA    استفاده توزیع گوسی  از  که 
   . [31]کندمی

• 2LSTM    شبکه یک  از  روش  این  برای    LSTMدر 
 شود. تولید بردار اسناد استفاده می

• 3LSTM-BI    شبکه یک  از  روش  این  دو   LSTMدر 
 شود. جهته برای تولید بردار کلمات استفاده می

• Tens-Embedding دو هر  از  نیز  روش  این  در   :
همین و  موضوعی  و  سراسری  تنسور    اطلاعات  طور 

 .[25]استبرای تولید بردار کلمات استفاده شده

 
جدول  پیشنهادیروش   -regularized Tens  با   هادر 

Embedding+”kmeans”+”number of clusters”   نشان
دسته  است.شدهداده متون  برای  روش بندی  همه  از  ها  در 

 . استاستفاده شده SVM دبندسته 

 
 R8آمده بر روی پیکره دستهنتایج ب-4-1-1

دسته توسط  نتایج  متون  مقایسه   SVMبند  دسته بندی  با 
روش  بانواع  قبل  بخش  در  که  اسناد  بازنمایی  آهای  نها  ه 

از داده   ( 4جدول )  در  R8های پیکره  اشاره شد با استفاده 
داده نشان  شدهنشان  جدول  این  در  موجود  نتایج  است. 

  R8پیکره   بر روی  مقالهدهند که روش پیشنهادی این  می
روش  سایر  از  بهتر  مینیز  عمل  طبق  .  کند ها  نتایج،  بر 

هم  TWEو    LTTRمثل    یی هاروش اطلاعات    از  که 
همموضوع  اطلاعا  از  هم  و  استفاده  ها    ، کنندمیرخدادی 

ضعیف روش  بسیار  از  تنسور پیشنهادی  تر  بر  مبتنی 
(regularized-Tens-Embedding) اند. ظاهر شده 

 
ب  -4-2-1 -20آمااده باار روی پیکااره  دسااتهنتایج 

Newsgroups 
دسته توسط  نتایج  متون  مقایسه   SVMبند  دسته بندی  با 
روش  بانواع  قبل  بخش  در  که  اسناد  بازنمایی  نها  آ  ههای 

 Newsgroups  -20 های پیکرهاشاره شد با استفاده از داده
 اند. شدهنشان داده  (5جدول ) در

دست آمده  هدقت ب  ، شده در جدولبر طبق نتایج ارائه
روش   تنسور  از  بر  -regularized-Tens)مبتنی 

Embedding)  روش سایر  از  با  بهتر  مقایسه  در  و  هاست 
LTTR    وTWE    وTens-Embedding    اطلاعات از  که 
 دقت بالاتری دارد.، کنند میها استفاده  تاپیک

 

1 Latent topic text representation (LTTR) 
2 Long short-term memory (LSTM) 
3 Bi-directional LSTM (BI-LSTM) 

  هایداده روی بر متون بندی دسته دقت  درصد :(4 -)جدول

 R8 یکرهپ یشیآزما
(Table-4): Accuracy of text classification on R8 

های -دقت بر روی داده روش 

 آزمایش )درصد( 
TF-IDF 92.5 

paragraph-vector (CBOW) 85.87 
TWE 91.67 

CNN-rand 94.0 
CNN-Non-static 95.7 

Fast text 96.0 
Bi-LSTM 96.09 

LSTM 96.3 
LDA 93.65 

Gaussian LDA 93.78 
LTTR 93.55 

Tens-Embedding 97.07 
regularized Tens-Embedding 97.3 

 
های آزمایشی  بندی بر روی دادهدرصد دقت دسته :(5 -)جدول

 Newsgroups-20پیکره 
(Table-5): Text classification accuracy on 20-

Newsgroups 

 ( %دقت ) روش
TF-IDF 70.0 

paragraph-vector (DBOW) 70.01 

TWE 68.87 

W2vec averaging 70.56 

LDA 69.85 

Gaussian LDA 72.43 

LTTR 73.22 

Bag of Concepts 53.02 

LSI 74.0 

Embedding -Tens 76.74 

Regularized Tens-Embedding 
+Kmeans+20 clus 

77.60 

 

 بحث بر روی نتایج  -4-3-1
به   توجه  دادهبا  نشان  در  نتایج  )شده  جدول  4جدول  و   )

پیشنهادی    (5)  regularized-Tens-Embeddingروش 
به بالاتری نسبت به سایر روشبرای تعبیه کلمات  ها  دقت 

عمیق مقایسه  به  ادامه  در  است.  روش  رسیده  بین  تری 
روش سایر  و  از  پیشنهادی  یکی  پرداخت.  خواهیم  ها 

شده از جهت استفاده از موضوع  روش ارائه هایی که بهروش
است. در    4TWEرخدادی کلمات شباهت دارد روش  و هم

ارائه روش  برخلاف  روش  هماین  از  محلی  شده  رخدادی 
هدف(  )هم کلمه  اطراف  پنجره  سطح  در  کلمات  رخدادی 

رخدادی )هم سراسریرخدادی . همدشوکلمات استفاده می
دسته  برای  سند(  سطح  در  مکلمات  متن  تواند  یبندی 

را در اختیار س بیشتری  همچنین قرار دهد.    امانهاطلاعات 
دار در این روش برای یافتن بازنمایی اسناد از مجموع وزن 

 

4 Topical Word Embedding (TWE) 
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شده استفاده  کلمات  متوسط بردارهای  از  استفاده  است. 
نمی اسناد  بازنمایی  برای  کلمات  ببردارهای  خوبی هتواند 

 دهنده خصوصیات معنایی یک متن باشد.  نشان
روش دیگری که به سبب استفاده از اطلاعات اسناد  

ارائه به روش  روش  دارد  شباهت  نتایج    1LTTRشده  است. 
شده نسبت به این روش دارای  دهد که روش ارائه مینشان

روش   در  است.  بالاتری  هر  LTTRدقت  عنوان،   موضوع، 
احتمال یک کلمه در  یک مخلوط گوسی از کلمات است و  

وزن  مجموع  با  سند  مؤلفه یک  کلمه  دار  آن  گوسی  های 
بموضوع   عنوان)یعنی   کلمه(  آن  میه های  هر  دست  آید. 

یک   سهم  در  عنوانوزنی  نشان   موضوع  را  دهد.  میسند 
LTTR    به چون   TWEنسبت  دارد  بالاتری  وزن 
میموضوع  نظر  در  سند  هر  در  را  مختلفی  ولی  های  گیرد 

برای موضوعات و مخلوط گوسی  استفاده   از توزیع گوسی 
ساده شاید  اسناد،  لزوماً برای  ولی  باشد  روش  فرض    ترین 

تأثیر خود قرار  تواند دقت مدل را تحت درستی نیست و می
 دهد. 

هم  Paragraph Vectorروش   از  های  رخدادیفقط 
بنابراین این   کند؛میمحلی برای تولید بردار اسناد استفاده  

شده عمل  تر از روش ارائه بندی متن ضعیفروش در دسته
روش سایر  در  است.  روشکرده  مثل  از ها  فقط  که  هایی 

استفاده   موضوعی    LDA  ،LSAمثل    ،کنندمیاطلاعات 
ارائه  است. در روش روش  بهتر عمل کرده  های شبکه شده 

نظر  عصب در  را  کلمات  بین  ترتیب  اینکه  وجود  با  ی 
نمی  ؛ گیرندمی استفاده  موضوعی  اطلاعات  از    ؛ کنندولی 

ارائه  روش  و  بنابراین  است  کرده  عمل  بهتر  آنها  از  شده 
 دارای دقت بالاتری است. 

روش  یک از  میانگین  سری  از  استفاده  مثل  ها 
نمی نیز  سند  بازنمایی  برای  کلمات  توانند  بردارهای 

شده از بر روش ارائهو علاوه  ؛ دهنده معنای سند باشندنشان
نیز   LTTRو    LSA  ،LDA  ،Paragraph-Vectorهای  روش

 .  هستندتری دارای دقت پایین
 

 بررسی اثر تعداد موضوعات بر روی دقت  -4-4-1
ها بر روی دقت روش مورد موضوع در این بخش اثر تعداد  

گرفته   قرار  پیکره  ارزیابی  است.ارزیابی  روی  بر  ارزیابی  ها 
  است. دهد انجام شدهدرصد از آموزش را تشکیل می 10که 

تعداد  موضوعتعداد   به  توجه  با  در ردهها  موجود  های 
انتخاب  برایاند. تعداد موضوع شدهمجموعه داده   پیکره  ها 

20-Newsgroups    تعداد با  تعداد  ردهبرابر  از  کمتر  ها، 
تعداد  رده از  بیشتر  و  گرفته ردهها  قرار  برای  ،اندها   ولی 

اینکه تعداد    R8 پیکره   است و مقدار    8ها  ردهبا توجه به 

 

1 Latent topic text representation (LTTR) 

از آن بسیار کوچک می ها برابر با  موضوعشود تعداد  کمتر 
تعداد  ردهتعداد   از  بیشتر  و  دادهردهها  قرار  است.  شدهها 

پیکره برای  ول اجددر    Newsgroups-20و    R8ی  هانتایج 
داده  ( 7)  و   (6) علاوهشدهنشان  روشاند.  دقت،  های  بر 

نیز با یکدیگر مقایسه   F1-Measureمعیار    وسیلةبهمختلف  
بهاند.  شده آزمایش  برای این  مقدار  بهترین  تعیین  دلیل 

الگوریتم   و  انجام شده  LDAتعداد موضوعات    همان   است 
می مشاهده  که  روی    ،شودطور  بر  موضوعات  تعداد  تغییر 

مقاوم  دقت تأثیر چندانی ندارد و روش نسبت به تغییر آنها  
به   است. پیشنهادی  از منظمروش  استفاده   سازی نرمدلیل 

دهد و  هموارتری را در اختیار ما قرار میکه فاکتورهای    2
از بیش بهبرازش جلوگیری میهمچنین  توانسته  دقت  کند 
 دست یابد.  Tens-embeddingروش بالاتری نسبت به

 

 R8 یکرهپ یبر رو هاموضوع تعداد اثر بررسی :(6 -)جدول

(Table-6): The effects of the number of topics on R8 

 F1-score دقت هاتعداد موضوع

8 96.72 97.00 

16 95.9 96.00 

24 96.3 96.00 
 

-20 یکرهپ یاثر تعداد موضوعات بر رو یبررس (:7 -)جدول

Newsgroups 
(Table-7): The effects of the number of topics 

 on 20-Newsgroups 

 F1-score دقت هاتعداد موضوع

20 82.6 82.00 

50 82.7 82.00 

80 82.7 82.00 

 

 سازیعیین نرخ منظم  -4-5-1
نرخ منظم تعیین  پارامتر  برای  یا همان  از   𝜆سازی 

ارزیابی   ب  20NGپیکره  دقت  و  شد  آمد.  هاستفاده  دست 
 است. شدهنشان داده ( 2)نتایج در شکل

 

 
 سازی بر روی دقت روی اثر نرخ منظم: (2  -شکل)

 های ارزیابیداده 
(Figure-1): The effect of regularization 

rate on the accuracy 
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 سپاس تقدیر و 
فناوران    و  گرانپژوهش  از   حمایت  صندوق   از  وسیلهبدین
به   پژوهش  این  از  معنوی  و  مادی  حمایت  برای  کشور

 آوریم. عمل میگزاری به سپاس 97009308شماره  
  

 ینده گیری و کارهای آ نتیجه -6
در این مقاله روشی برای بازنمایی اسناد مطرح شد که هم  

اطلاعات هم اطلاعات  از  از  هم  و  اسناد  و  کلمات  رخدادی 
استفاده  هم موضوعات  و  اسناد  برای  کندمیرخدادی   .

تولید   برای  و  استفاده  تنسور  از  اطلاعات  این  ترکیب 
کمک  موازی  فاکتورهای  تنسور  تجزیه  از  سند  بردارهای 

ب نتایج  شد.  روش  هگرفته  که  داد  نشان  آمده  دست 
بمطرح برای دستههشده  است  قادر  بندی متن عمل  خوبی 

روش از  بهتر  بسیار  و  میکند  عمل  پایه  برای کندهای   .
آ روش   یندهکارهای  از  که  داریم  نظر  تجزیه  در  دیگر  های 

مثل   میتنسور  که  دیگری  اطلاعات  و  تاکر  از روش  توان 
احساسی  بار  اطلاعات  مثل  نمود  استخراج  متن 

 کرد.استفاده
 

 Refrece -7                           مراجع -7

[1] M. Fu, H. Qu, L. Huang, and L. Lu, “Bag of 
meta-words: A novel method to represent 
document for the sentiment classification, ” 
Expert Syst. Appl., vol. 113, pp. 33–43, 2018. 

[2] R. Zhao and K. Mao, “Fuzzy Bag-of-Words 
Model for Document Representation, ” IEEE 
Trans. Fuzzy Syst., vol. 26, no. 2, pp. 794–804, 
2018. 

[3] G. Salton and M. J. McGill, Introduction to 
Modern Information Retrieval. 1987. 

[4] M. A. M. Garcia, R. P. Rodriguez, M. V. Ferro, 
and L. A. Rifon, “Wikipedia-Based Hybrid 
Document Representation for Textual News 
Classification,” 2016 3rd Int. Conf. Soft 
Comput. Mach. Intell., no. November, pp. 148–
153, 2016. 

[5] P. Bojanowski, E. Grave, A. Joulin, and T. 
Mikolov, “Enriching Word Vectors with 
Subword Information, ” Trans. Assoc. Comput. 
Linguist., vol. 5, pp. 135–146, 2016. 

[6] T. Mikolov, K. Chen, G. Corrado, and J. Dean, 
“Efficient Estimation of Word Representations 
in Vector Space, ” in International estimation 
on learning representations: Workshop Track, 
2013, pp. 1–12. 

[7] R. Collobert and J. Weston, “A unified 
architecture for natural language processing, ” 
pp. 160–167, 2008. 

[8] P. Li, K. Mao, Y. Xu, Q. Li, and J. Zhang, 
“Bag-of-Concepts representation for document 
classification based on automatic knowledge 
acquisition from probabilistic knowledge base, ” 
Knowledge-Based Syst., vol. 193, no. xxxx, 
2020. 

[9] H. K. Kim, H. Kim, and S. Cho, “Bag-of-
concepts: Comprehending document 

representation through clustering words in 
distributed representation, ” Neurocomputing, 
vol. 266, pp. 336–352, 2017. 

[10] M. Kamkarhaghighi and M. Makrehchi, 
“Content Tree Word Embedding for document 
representation, ” Expert Syst. Appl., vol. 90, pp. 
241–249, 2017. 

[11] R. A. Sinoara, J. Camacho-Collados, R. G. 
Rossi, R. Navigli, and S. O. Rezende, 
“Knowledge-enhanced document embeddings 
for text classification, ” Knowledge-Based Syst., 
vol. 163, pp. 955–971, 2019. 

[12] J. Camacho-Collados and M. T. Pilehvar, 
“From word to sense embeddings: A survey on 
vector representations of meaning, ” J. Artif. 
Intell. Res., vol. 63, pp. 743–788, 2018. 

[13] D. Tang, F. Wei, B. Qin, N. Yang, T. Liu, and 
M. Zhou, “Sentiment Embeddings with 
Applications to Sentiment Analysis, ” IEEE 
Trans. Knowl. Data Eng., vol. 28, no. 2, pp. 
496–509, 2016. 

[14] D. Tang, F. Wei, N. Yang, M. Zhou, T. Liu, 
and B. Qin, “Learning Sentiment-Specific Word 
Embedding for Twitter Sentiment 
Classification, ” in Proceedings of the 52nd 
Annual Meeting of the Association for 
Computational Linguistics (Long Papers), 2014, 
vol. 1, pp. 1555–1565. 

[15] Q. Le and T. Mikolov, “Distributed 
representations of sentences and documents, ” 
in International conference on machine 
learning, 2014, vol. 32, pp. 1188–1196. 

[16] Y. Kim, “Convolutional Neural Networks 
for Sentence Classification,” 2014. 

[17] G. Rao, W. Huang, Z. Feng, and Q. Cong, 
“LSTM with sentence representations for 
document-level sentiment classification, ” 
Neurocomputing, vol. 308, no. May, pp. 49–57, 
2018. 

[18] W. Etaiwi and A. Awajan, “Graph-based 
Arabic text semantic representation, ” Inf. 
Process. Manag., vol. 57, no. 3, p. 102183, 
2020. 

[19] L. Yao, C. Mao, and Y. Luo, “graph 
convolutional networks for text classification,” 
2018. 

[20] K. Bijari, H. Zare, E. Kebriaei, and H. 
Veisi, “Leveraging deep graph-based text 
representation for sentiment polarity 
applications, ” Expert Syst. Appl., vol. 144, 
2020. 

[21] E. H. Huang, R. Socher, C. D. Manning, 
and A. Y. Ng, “Improve Word Representation 
via Global Context and Multiple Word 
Prototypes, ” in Proceedings of the 50th Annual 
Meeting of the Association for Computational 
Linguistics, 2012, no. July, pp. 873–882. 

[22] J. Pennington, R. Socher, and C. Manning, 
“‘Glove: Global Vectors for Word 
Representation, ’” in Proceedings of the 2014 
conference on empirical methods in natural 
language processing (EMNLP), 2014, pp. 
1532–1543. 

[23] C. Chemudugunta, P. Smyth, and M. 
Steyvers, “Modeling General and Specific 
Aspects of Documents with a Probabilistic 
Topic Model, ” Adv. Neural Inf. Process. Syst., 
pp. 241–248, 2007. 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.1

9.
4.

13
7 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                            11 / 12

http://dx.doi.org/10.61186/jsdp.19.4.137
https://jsdp.rcisp.ac.ir/article-1-1159-fa.html


 
 54پیاپی  4شمارة  1401سال 

148 

[24] T. G. Kolda and B. W. Bader, “Tensor 
Decompositions and Applications, ” SIAM Rev., 
vol. 51, no. 3, pp. 455–500, 2009. 

[25] Z. Rahimi and M. M. Homayounpour, 
“Tens-embedding: A Tensor-based document 
embedding method, ” Expert Syst. Appl., vol. 
162, p. 113770, 2020. 

[26] R. Lakshmi and S. Baskar, “Novel term 
weighting schemes for document representation 
based on ranking of terms and Fuzzy logic with 
semantic relationship of terms, ” Expert Syst. 
Appl., vol. 137, pp. 493–503, 2019. 

[27] S. Deerwester, S. T. Dumias, G. 
W.Furmas, T. K.Lander, and R. Harshman, 
“Indexing by Latent Semantic Analysis,” J. Am. 
Soc. Inf. Sci., vol. 41, no. 6, pp. 391–407, 1990. 

[28] T. Hofmann, “probabilistic latent semantic 
analysis, ” in Hofmann, Thomas. “Probabilistic 
latent semantic analysis.” Proceedings of the 
Fifteenth conference on Uncertainty in artificial 
intelligence, 1999, pp. 289–296. 

[29] D. M. Blei, A. Y. Ng, and M. I. Jordan, 
“Latent Dirichlet Allocation, ” J. Mach. Learn. 
Res., vol. 3, pp. 993–1022, 2003. 

[30] B. Jiang, Z. Li, H. Chen, S. Member, and 
A. G. Cohn, “Latent Topic Text Representation 
Learning on Statistical Manifolds, ” IEEE 
Trans. Neural Networks Learn. Syst. 29, pp. 
5643–5654, 2018. 

[31] R. Das, M. Zaheer, and C. Dyer, 
“Gaussian LDA for Topic Models with Word 
Embeddings, ” Proc. 53rd Annu. Meet. Assoc. 
Comput. Linguist. 7th Int. Jt. Conf. Nat. Lang. 
Process., pp. 795–804, 2015. 

[32] P. Liu, X. Qiu, and X. Huang, “Recurrent 
Neural Network for Text Classification with 
Multi-Task Learning, ” Proc. Twenty-Fifth Int. 
Jt. Conf. Artif. Intelligen, pp. 2873–2879, 2016. 

[33] T. N.Kipf and M. Welling, “Semi-
Supervised classification with Graph 
Convolusional Networks,” Iclr, pp. 1–11, 2017. 

[34] C. Wu, F. Wu, T. Qi, X. Cui, and Y. 
Huang, “Attentive Pooling with Learnable 
Norms for Text Representation, ” in 
Proceedings of the 58th Annual Meeting of the 
Association for Computational Linguistics, 
2020, pp. 2961–2970. 

[35] Í. C. Dourado, R. Galante, M. A. 
Gonçalves, and R. da Silva Torres, “Bag of 
textual graphs (BoTG): A general graph-based 
text representation model, ” J. Assoc. Inf. Sci. 
Technol., no. April, 2019. 

[36] K. Huang, N. D. Sidiropoulos, and A. P. 
Liavas, “A Flexible and Efficient Algorithmic 
Framework for Constrained Matrix and Tensor 
Factorization, ” IEEE Trans. Signal Process., 
vol. 64, no. 19, pp. 5052–5065, 2016. 

[37] S. Smith, J. Park, and G. Karypis, 
“SPLATT: Efficient and Parallel Sparse Tensor-
Matrix Multiplication Sparse Tensor 
Factorization on Many-Core Processors with 
High-Bandwidth Memory, ” no. May, 2015. 

[38] Y. Liu, Z. Liu, T. Chua, and M. Sun, 
“Topical Word Embedding, ” in Proceedings of 
the Twenty-Ninth AAAI Conference on Artificial 
Intelligence Topical, 2015, pp. 2418–2424. 

 

رحیمی حاضر،   زهرا  حال  در 
دکتر مهندسیا دانشجوی  در   رایانه  ی 

. ایشان استدانشگاه صنعتی امیرکبیر  
کارشناسی در  مدرک  را  خود  ارشد 

هوش همان گرایش  در  مصنوعی 
و تحصیلات کارشناسی    1392دانشگاه در سال   اخذ کرد 

افزار در دانشگاه صنعتی شاهرود در  خود را در گرایش نرم
رسانید.   1384سال   پایان  مورد   پژوهشیهای  زمینه   به 

و   ماشین  یادگیری  طبیعی،  زبان  پردازش  ایشان،  علاقه 
 باشد. داده کاوی می

 ایشان عبارت است از: هنشانی رایانام
 zah-ra@aut.ac.ir 

 

مهد   پور  ونیهما  یمحمد 
مقطع یتحص در  خود  لات 

مهندس   یارشناسک رشته  در    یرا 
)ال دانشگاه  یکترونکبرق  در   )

)سال  یبکریام  یصنعت (،  1366ر 
برق  یارشناسک رشته  در  را  ارشد 

نص خواجه  دانشگاه  از  طوسیرالدی)مخابرات(،  )سال   ین 
در  یارشناسک(،  1369 را  خود  دوم  فونتیزمارشد   یکنه 

جد 1374) سوربون  دانشگاه  در  همی(  و  فرانسه  در  زمان  د 
پار  یتراکد  هدور دانشگاه  در  را  زم  11س  یخود  نه  یدر 

)  یمهندس ب1374برق  رسانی پاه  (  سال  یان  از  ایشان  د. 
ه  1374 عضو  سمت  علمئیدر  مهندسکدانش  یت    ی ده 

فناوریامپک و  صنعت  یوتر  دانشگاه  به  یبکریام  یاطلاعات  ر 
مورد    یتخصص  ی هانه ی. زماستمشغول    پژوهش س و  یتدر

ا سیعلاقه  پردازش  شامل  تال،  یجید  یهاگنالیشان 
ماشین،   یادگیری  طبیعی،  زبان  پردازش  گفتار،  پردازش 

اتوماس عمیق،  صنعتییادگیری  طراح  یون  افزار سخت  یو 

  .است

 ایشان عبارت است از: هنشانی رایانام
homayoun@aut.ac.ir 

 

 
 

 

 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.1

9.
4.

13
7 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

Powered by TCPDF (www.tcpdf.org)

                            12 / 12

http://dx.doi.org/10.61186/jsdp.19.4.137
https://jsdp.rcisp.ac.ir/article-1-1159-fa.html
http://www.tcpdf.org

