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 ده یچک
.  بدون برچسب را بر عهده دارد یهاپنهان در داده یفه کاوش الگوهایاست که وظ یکاودر داده یاز مراحل اصل یکی هاداده یبند خوشه

پبه ضعمسئله    یدگیچیخاطر  روشو  امروزه  یپا  یبندخوشه  یهاف  به   بیشتره،  روشمطالعات  ت یهدا  یبیترک   یبندخوشه  یهاسمت 

ت  یفین، ک یاثرگذار باشد. همچن  ییج نهایت نتایفیتواند در ک یاست که م   ین عواملیتراز مهم  یکیه  یج اولیدر نتا  یکندگ اپراست.  شده

  ی بیترک   یبندر خوشهیقات اخیاست. هر دو عامل در تحق  مؤثرب  یج حاصل از ترک یت نتایفیاست که در ک   یگریز عامل دیه نیج اولینتا

گرفته قرار  توجه  امورد  در  جدیجا  نیاند.  چارچوب  برایک  کارا  ید  شدهیپ  یبیترک   یبندخوشه  ییبهبود  که  شنهاد    پایه   براست 

خوشه  یارمجموعهیز  کارگیریبه ارائه  هستند، ه  یاول  یهااز  نشانروش  که  میشده  ج  ینتا  از  یارمجموعهیز  کارگیریبهدهد 

از  یم  هیاول  یهایبند خوشه بهتر  نتا  کارگیریبهتواند  باشدیکل  پ  ؛ج  را  معیاری  اولینتادهد که چگونه  شنهاد مییهمچنین  ه نسبت  یج 

نتایتوان تشخیص داد کدام زوسیله آن میدهد که بهه میئمعیاری ارا  پژوهششوند. این    یابیهم ارزبه از  تواند  ی ه میج اولیرمجموعه 

به به  خوشهمنجر  عملکرد  آنشود  یبیترک   ی بندبود  از  الگوریتم.  که  توانستههای  جایی  تکاملی  پیچیده    بیشتراند  هوشمند  مسائل 

است. این  های اولیه استفاده شده ای از خوشههای هوشمند برای انتخاب زیرمجموعه ، در این مقاله نیز از این روش کنندمهندسی را حل  

به ژنتیک، شبیهانتخاب  )الگوریتم  ازدحام ذرات(  کمک سه روش هوشمند  الگوریتم  و  تبرید  اانجام میسازی  در    یاصل   یهادهیگیرد. 

ز   یبرا  ی شنهادیپ  یهاروش بهیپا  یهاخوشه  کارگیریبه  ، هاخوشهاز    یارمجموعهیانتخاب  الگوریتمدار  های جستجوی هوشمند  کمک 

تکاملی(  )الگوریتم از  خوشه  یابیارز  یبرا  .هستندهای  پایمعها،  شده  پایه  بر  یدار یار  استفاده  متقابل  در  اطلاعات  نیز    پایاناست. 

استاندارد و    داده  مجموعهن  یچند  یرو  یج تجربیکنیم. نتاکمک چندین روش ترکیب نهایی با هم جمع میشده را بههای انتخابخوشه

 ، Berikov،  CLWGC،  RCESCC  علیزاده، عظیمی،های  شده، فیشر و دقت در مقایسه با روشبا معیارهای ارزیابی اطلاعات متقابل نرمال 

KME، CFSFDP،  DBSCAB،  NSC  و  Chen  که روشیمنشان بهیم  یشنهادیپ  هایدهد  ترک   یمؤثرطور  تواند  بهبود  یروش  را  کامل  ب 

 . دهد
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Abstract 
Data clustering is one of the major tasks in data mining, which is responsible for exploring hidden 

patterns in unlabeled data. Due to the complexity of the problem and the weakness of the basic 

clustering methods, today most of the studies are directed towards the clustering ensemble methods. 

Diversity in the initial results is one of the most important factors that can affect the quality of the final 

results. Also, the quality of the primary results is another factor that is effective in the quality of the 

results of the ensemble. Both factors have been taken into consideration in the recent researches of 

clustering ensemble. Both have been the goal of optimization in various researches. Recently, the 

simultaneous optimization of these two has also been investigated. But most of the optimization of these 

two is consecutive. Here, a new framework is proposed to improve the efficiency of clustering ensemble 

based on the use of a subset of primary clusters. The presented method shows that using a subset of the 

primary clustering results can be better than using the whole results. Also, this article suggests a 

criterion on how to evaluate the preliminary results. This research provides a criterion by which it can 

be determined which subset of the primary results can lead to an improvement in the clustering 

ensemble performance. Since evolutionary optimization algorithms have been able to solve complex 

engineering problems, in this article these optimization methods have been used to find the optimal 

subsets of primary clusters. This selection is done with the help of three optimization methods (genetic 

algorithm, simulated simulation and particle swarm algorithm). The main ideas in the proposed 

framework for selecting a subset of clusters are the use of stable clusters with the help of optimization 

search algorithms (evolutionary algorithms). To evaluate the clusters, the stability criterion based on 

mutual information has been used. Finally, we combine the selected clusters with the help of several 

final consensus functions. The experimental results are presented in terms of Fisher and accuracy and 

normalized mutual information evaluation criteria. The proposed methods are compared to Alizadeh, 

Azimi, Berikov, CLWGC, RCESCC, KME, CFSFDP, DBSCAB, NSC and Chen methods on several 

standard data sets. The experimental results show that the proposed methods can effectively improve 

the state of the art methods. A benchmark of 10 real datasets is used in the experiments. PSO method is 

significantly better than other methods. The proposed method opens a wide field of studies on the future 

of clustering algorithms. Introducing the concept of fuzzy in clustering ensemble is one of the first ideas 

that can be investigated in future studies. Data normalization is one of the necessary measures when 

using Euclidean distance. Since there is no guarantee to improve the quality of clustering when using 

normalized data, usually the clustering methods present their reports on raw non-normalized data. 

Therefore, another idea that can be studied in future studies is to find a dynamic method to assign a 

normalization method to each data set.  
 

Keywords: Clustering Ensemble, local optimization, evolutionary algorithm, correlation matrix, 

diversity. 

 

 مقدمه -1
 است های یادگیری بدون نظارت  بندی یکی از شاخه خوشه 

نمونه  آن،  طی  در  که  است  خودکاری  فرآیند  به  و  ها 
میخوشه  افراز  مشابه  شوندهای  آن  اعضای    یکدیگر  که 

نمونه  هستند با  خوشه و  دیگر  در  موجود   بیشینه ها  های 
 توانمی  بودنگیری مشابه اندازه  برای  باشند.فاصله را داشته 

مثال  ،گرفت  نظر  در  را  مختلفی  معیارهای  توانمی برای 
  و   داد   قرار  استفاده  مورد  بندیخوشه   برای  را  فاصله  ارمعی
نزدیکیکدی   به  که  را  ییاشیا هستندگر  یک هب  ،تر  عنوان 

خوشه  نوع  این  به  که  گرفت  نظر  در  بندی،  خوشه 
پا  بندیخوشه  گفته   هیبر  نیز  روش  شود.میفاصله    ی هادر 

متغ ناظر  هدف یبدون  نمی تعر  یر  الگوریف  و  تم  یشود 
رها را ین تمام متغیب  یو ساختارها  هایهمبستگ  یکاوداده

م مهمیجستجو  از  روشیترکند.  بدون    کاویداده  یهان 
خوشه م  یبندناظر،  برد.  یرا  نام  خوشه توان    یبندمسأله 

شود.    یبندفرمول   یسازنهیک مسأله بهیصورت  تواند بهیم
  ی ریگمیتصم  یرهایطور متغهاست که چ  نیا  یدینکته کل

تعر را  هدف  توابع  خوشه کنیمف  یو  در  ن  یتریکل  یبند. 

نمونه نه یکم  هدف، تفاوت  و    ی هاکردن  خوشه  هر 
نمونه  کردننه یشیب بای   یهاتفاوت  خوشه    ی هاخوشه   ک 
ک.  استگر  ید نتایفیالبته  خوشه ی ت  بهج  روش بندی 

نیگاندازه شباهت  هر  یری  دارد.  وابستگی  از یز  ک 
به  یبندخوشه   ی هاتم یالگور توجه  با  رو  کهاین،    ی بر 
داده  ی متفاوت  یهاجنبه  ت از  میکأها  دادهید  را کنند،  ها 

همکنندمیبندی  خوشه   ی متفاوت  ی هاصورت به به  ن ی. 
نیدل روشیل،  با  یهست  ییهاازمند  بتواند  که    ی ریکارگبهم 

ایترک الگوریب  ج  یک، نتایها و گرفتن نقاط قوت هر  تمین 
تول  یترنه یبه اصل  ؛ کندد  یرا  هدف    ی بندخوشه   ی درواقع 

خوشه یبهتر  یجستجو   یبیترک با  ن  ب یترک  یریکارگبهها 
 .[2 , 1] گر استید ی هاتمیج الگورینتا
 

 لهأبیان مس -1-1
توان به دو صورت بیان  بندی را میله خوشه أ کلی مسرطوبه

𝑛صورت یک ماتریس  . یک نوع بهکرد × 𝑛  شود  بیان می
به برای که  شباهت  بدون  یا  شباهت  ماتریس  یک  عنوان 

𝑛شود و دیگری یک ماتریس  ها تعریف میداده × 𝑑   است
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می توصیف  را  شیء  یک  آن  سطر  هر  خروجی   کند.که 
 :بیان شودصورت    سهتواند به  می  بندی نیزخوشه   الگوریتم

مجموعهگروه  یکی به  اشیا  مجزابندی  مجموعههای  های  ، 
 که یک درخت  ،مراتبیبندی سلسلهخوشه   فازی و دیگری

تقسیم میبرای  پیدا  اشیا  نوع  الگوریتم  کند.بندی  دو  های 
سریع سوم  اول  نوع  از  هر  هستندتر  الگوری.  از    ی هاتمیک 

از    ی متفاوت  یهاجنبه  ینکه بر روی، با توجه به ایبندخوشه 
می کأ ت  هاداده دادهید  بهکند،  را    ی متفاوت  یهاصورت ها 

همی نمایم   یبنددسته  به  دلید.  نین  روشیل،    یی ها ازمند 
با  یهست بتواند  که  ایترک  یریکارگبهم  الگوریب  و  تم ین  ها 

هر   قوت  نقاط  نتایگرفتن  بهیک،  تول  یترنه یج  کندیرا  ؛  د 
ن یبهتر  یجستجو  یبیترک  یبندخوشه  یدرواقع هدف اصل

با  خوشه  نتایترک  یریکارگبهها  الگوریب  گر  ید  ی هاتمیج 
خوشه [2  ,  1]است   جواب یم   یبی ترک  یبند.    ی هاتواند 

استحکام  یبهتر لحاظ  پا1از  انعطاف  2ی داری ،   3ی ریپذو 
شامل دو    یبیترک  یبندخوشه  اختصاربه.  [4-1]د کند  یتول

 : استر یز یمرحله اصل
زیتول  -الف از    یهامجموعه یرد    ی هانمونه   همهمتفاوت 

به خوشه داده،  بر  عنوان  اولیه  اِعمال    پایهبندی 
خوشه   یهاتم یالگور رو  یبندمتفاوت   ی بر 

که این    ی اصل  یهانمونهجادشده از  یا  یهارمجموعه یز
ا مرحله  را  پراکندگیمرحله  پراکندگی   یجاد    4ی ا 

 نامند. یم

نتا یترک  -ب از خوشه دستج بهیب  متفاوت    یهایبندآمده 
برا یاول نهایتول  یه  خوشه  ایید  که  کار  ی؛   هوسیلبه ن 

 شود.یم کننده( انجامبیتم ترکی)الگور 5ی تابع توافق
 
خوشه رطوبه در  مسبندی  کلی  دو  مهم  أ ترکیب  له 

پراکندگ  یکی  شود.  گرفته  نظر  در    ی هاتمیالگور  یباید 
به   یبندخوشه  ا  یطورمختلف  از  کدام  هر  ن  یکه 
و  یبندخوشه  یهاتم یالگور داده  یخاص   یهایژگ یبر  ها  از 

د  یتول  یج برایکننده نتابی تم ترکید کنند و دوم الگوریکأ ت
مساست  یی نها   یهاخوشه  با  رابطه  در  یعنی  أ .  اول  له 

پراکندگینتاآوردن  دستبه و  یج  بر  کدام  هر    ی ژگ یکه 
داده  یخاص تاز  میکأها  کند،  روشید  چهار  از   توان 

 د: کرمختلفی به شرح زیر استفاده
 .[5] یبندمتفاوت خوشه   یهاتمیالگور یریکارگبه -1
مقادییتغ  -2 اولیر  و  یر  سایه  پارامترهای ا  تم  یالگور  یر 

 .[6]شده انتخاب یبندخوشه 

 

1 Robustness 
2 Stability 
3 Flexibility 
4 Diversity 
5 Consensus Function 

ب  -3 و  یرخانتخاب  ایها  داده  یژگ یاز  ویا   یهایژگ یجاد 
 . [11 , 1] جدید

 ییهار مجموعهههیبه ز  یاصل  یهاداده  یم بندیتقس  -4
 .[10-7]متفاوت و مجزا  

الگور ترکیبرای  نتابیتم  برایکننده  د  یتول  یج 
صورت گرفته است    یا، مطالعات گستردهیی نها  یهاخوشه 

پراکندگ  مقالات  گرد  یو   .[15-12]  است(دهیچاپ 
ا  یبنددر رده  یپراکندگ به  که اگر   استن معنا  یاطلاعات 

طبقه ی دارایبندک  باشد،    یکننده  نمونه  چند  در  خطا 
بهآن  ما  طبقهگاه  دیبنددنبال  که  یگردیم  یگری کننده  م 
نمونه  ییخطاها  یدارا خطاها  ی متفاوت  یهادر    ی از 

ب  یباشد تا ترک  یریادگیاول در مجموعه    ه کنندبندیطبقه 
وجود   نبودرا حاصل کند.    یجه بهتریها نتکنندهن طبقه یا

ایادگیمجموعه   قابلیر  روش ین  از  را   یبندخوشه  یهات 
ن  یا  ی نوع م بهیاکرده  یاطلاعات سلب کرده است و ما سع

خوشه  بحث  وارد  را  کن  یبندمفهوم  .  [18-16]  م یاطلاعات 
  ی هاقات سالیدر تحق  یاطور گسترده به  یمفهوم پراکندگ

است  یاخ گرفته  قرار  استفاده  مورد  زمینه   .[22-19]ر  در 
در  خوشه  که  گرفته  انجام  زیادی  کارهای  ترکیبی  بندی 

می اشاره  مورد  چند  به  روشادامه   یبندخوشه  یهاشود. 
ترکیم  یسع  یبیترک با  تا  افرازهایکنند  مختلف   6یب 
روش یتول از  افراز یه،  یپا  یبندخوشه   یهادشده  ک 

 بیشتر. در  [11  ,  5  ,  1]  د کنندیرا تول  ها از داده  7مستحکم
اخ ترکیمطالعات  در  برابر  وزن  با  افرازها  نهایر، همه    یی ب 

م خوشه شوند  یحاضر  همه  همه    ی هاو  در   هاافرازموجود 
برابر  ز  ین وزن  ترکبا  نهایدر  م  ییب  د.  کننیشرکت 

مرجع   معی  [5]نویسندگان  برایک  م  یار  از  ان یانتخاب 
ارائه کرده یترک پااند که  بات ممکن  ک  ی  یت کلیفیک  یهبر 

ن افراز یزان ثبات بین کار، آنها میا  یبرااست.    یبندخوشه 
  یری کارگبهو با    انده را در نظر گرفتهیپا  یو افرازها  یبیترک

ترکی قاعده  مع یثابت،    یبیک  دویک  به  دو  شباهت  را   8ار 
برده  یبعد-𝑑  یهایژگیو  یفضا  یرو کار  عظاند به    ی می. 
پراکندگ  [1] مفهوم   یبندخوشه   کردنهوشمند  یبرا  ی از 

ا  یصورت پون روش که به یاستفاده کرده است. در ا  یبیترک
ز انتخاب  به  بهیاقدام  نتا  یانه یرمجموعه  اولیاز  در  یج  ه 

ساده    یبیترک  یبندک خوشه یکند، ابتدا  یم   ییب نهایترک
ا  ؛شودیمانجام م یسپس  روش  نتاین  تمام  شباهت  ج  یزان 

به  یاول  یهایبندخوشه  نسبت  را  آمده  دستبه  پاسخه 
سع  یابیارز طبقه  یو  سه  دادهمجموعه  9یبنددر  به  ها 

 

6 Partitions   
7 Robust 
8 Pairwise 
9 Classification 
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راحت مجموعه  معمول1داده  سخت   2ی ،  ایم  3و  در  ن  ی کند. 
اطلاق    یاداده  مجموعه راحت به    داده  مجموعه،  یبندطبقه 

که  یم چندانیاول  یهایبندخوشه شود  تفاوت  با    یه 
نداشتهدستبه  یبیترک  یبندخوشه  اآمده  به  ن  یباشند. 

خوشه   یمعن هر  تقر  یبندکه  بتواند  مانند    باًیساده 
مشابهینتا  یبیترک  یبندخوشه  ا  یاج  کند.  رویارائه  داد ین 
دادهیمنشان که  نظر    یهادهد  مورد    طورکاملبهمجموعه 

روش  یمرزها  یدارا و  هستند  و    یهامشترک  ساده 
ده و قدرتمند  یچیپ   یهاهمانند روش  یبندخوشه   یمعمول
جداساز  یبیترک  یبندخوشه  به  ننمونه   یقادر  ؛  ستندیها 

خوشه ینتا  همهسپس   چهار  یاول  یهایبند ج  به  ه 
ج  یشان با نتاق دقتیزان تطبیم پایهرمجموعه متفاوت بر یز

تقس  یبیترک  یبندخوشه  بر  یم میساده  و   4رده   پایهشوند 
معمول  داده  مجموعه هر   به   ی)راحت،  اقدام  سخت(  و 

ا  یکیانتخاب   زیاز  برارمجموعهین  و  یترک  یها  ب 
نتدستبه نهایآوردن  نتایکنیم   ییجه  تجربیم.  ز  ین  5یج 

ن یشتریه با بیاول  یهایب خوشه بندیاند که ترکنشان داده
میکمتر و  تطب  یمتوسطزان  ین  خوشه یاز  با   یبندق 

نتیاول  یبیترک بهتریه،  به  یجه  در  یترترا  ب، 
م  یهادادهمجموعه  متوسط  و  سخت  روش  یراحت،  دهد. 

  ی بندج خوشه یکند تا نتایم  ی سع  داده  مجموعهدر هر    بالا
از    ، شودیم  یی ج نها یشدن نتاکه موجب منحرفرا    یاه یاول

نهایترک ا  ییب  به  ترتیخارج کند و    ی هایبندب خوشهین 
هستند،    یمناسب  نسبهبهدقت    یرا که دارا  یاه یاول  یبیترک

ترک نهایوارد  به[1]کند    ییب  بسیار  که  دیگری  روش   . 
روش   است،  نزدیک  ما  برای   است  [2]روش  آنجا  در  که 

پایداری مرتب و    پایهبر    هاخوشه ها ابتدا  داده  مجموعه   ةهم
می  33سپس   انتخاب  پایدارتر  در  درصد  کار  این  شوند. 

الگور یک  مقاله  این  کار  با  قطعی  مقایسه  .  استیتم 
همکاران    6بامگارتنر روش  ی  [ 23]و  پاک   یهبر 
برا   یبرداربازنمونه ج  ینتا   یاعتبارسنج  یبررس   یرا 
کردهئارا  یفاز  یبندخوشه  سال  اند.  ه  چند    ، ریاخدر 

مع یعنوان  به   خوشه  یداری پا ارزیک  مورد    یابیار  خوشه 
ز است   یادیتوجه  گرفته  ا\  قرار  برایاول  یهادهی .    ی ه 

با    یاعتبارسنج   [ 26]در    یبرداربازنمونه  یریکارگبهخوشه 
در   بعدها  و  نویسندگان  استتر شدهکامل  [27]ارائه شده   .

اند  ه کردهئها اران تعداد خوشه ییتع یبرا یروش [28]مرجع 
به ویژگیکه  خودکار  وزن طور  را  م ها  کند.  یدهی 

مرجع     ی بیترک  یبندخوشه   یبرا  یروش  [15]نویسندگان 
 

1 Easy 
2 Intermediate 
3 Hard 
4 Class  
5 Experimental Results 
6 Baumgartner 

 یاز افرازها  یترمؤثر  یرمجموعهیاند که از زشنهاد کردهیپ 
ترکیاول در  نها یه  م   یی ب  ا  کند. یاستفاده  اگر  یدر  روش  ن 

اعضا تعداد  ترکشرکت  یچه  در  نها یکننده  از    یی ب  کمتر 
به  7کامل   یبیترک  یبندخوشه ک  ی انتخاب یدلاست،  ل 

کارا  یافرازها نتا   ییبا  نهایبالاتر،  م  ییج  ابند.  ی یبهبود 
ا  یی پارامترها در  گرفته یکه  قرار  توجه  مورد  روش    ، اندن 

کند تا  یم  ین روش سعی . ایت و  پراکندگیفی: کعبارتند از
نتا   ییافرازهااز    یارمجموعه یز اولیاز  ترکیج  وارد  را  ب  یه 

ت برخوردار بوده و در  یفیزان کین میکند که از بالاتر یی نها
را دارا باشند.    ین  پراکندگیشترین حال نسبت به هم بیع 

ا معیدر  از  روش  نرمالی ن  متقابل  اطلاعات  شده  ار مجموع 
SNMI)8(  مقای  ی)برا در  افراز  افرازهایک  با  گر  ید  یسه 

برایترک شده  یت  یفیک  یریگاندازه  یب(  استفاده  افراز  ک 
 است. 

 

 هدف اصلی و نوآوری روش پیشنهادی -2-1
اصل روش  یهدف  اکثر  خوشه یاخ   یهادر  ،  یبیترک  یبندر 
بررس زوا  داده  مجموعه  یتنها  ا  یایاز  و  است  ن  یمختلف 

  "   ا نه؟ی  استد  یبه وجود آمده مف  ی ا پراکندگیآ"ال که  ؤس
مورد   نگرفتهچندان  قرار  درتوجه  به یحق  است.  خاطر قت 

ن امر  یمطالعه ا  یبندله خوشه أ ت بدون ناظر بودن مسیماه
دشوار نتاهروب  یادیز  یهای با  اگرچه  تجربیروست.   یج 

ه  یاول  هایبندیخوشه در    یجاد پراکندگ یاند که انشان داده
خوشه به بهبود  موجب  معمول  مواقع    یبندطور  اکثر  در 
است که در  شدهنشان داده  [30  ,  29]مراجع    شود اما دریم

پراکندگ داده  مجموعه  یبعض لزوماًیب  یها،  به   یکمک  شتر 
 کند.ینم ییج نهایش دقت در نتایافزا

زمینه   در  تاکنون  که  مطالعاتی  اکثر  اصلی  هدف 
هایی است  انجام گرفته است، جستجوی روشبندی  خوشه 

ها را بهتر کند. در  دبنکه بتواند پراکندگی نتایج مجمع رده
بررسی ااین  آیها،  که  اصل  پراکندگین  آمده    ه ب  یا  وجود 

نگرفتهی  استد  یمف قرار  نظر  مورد  چندان  نه،  در  ا  است. 
به یحق ماهقت  مس یخاطر  بودن  ناظر  بدون  له أ ت 

زییبندخوشه  مطالعه  صورت  ،  زمینه  این  در  ادی 
نتانگرفته تجربیاست.  ا  یج  که  است  داده  جاد  ینشان 

خوشه  ی پراکندگ موجب طورمعمولبهه  یاول   یهایبنددر   ،
 . [31] شودیدر اکثر مواقع م  یبندبهبود خوشه 

ت  مقاله  این  در  اصلی  بر  أنوآوری  همزمان  کید 
خوشه  کیفیت  و  انتخاب  یاول  یهایبندپراکندگی  برای  ه 

د  عامل  است.  بهبود   یبرا  طورمعمولبهکه    یگریبوده 
خوشه  شده  یبیترک  یبندعملکرد  استفاده  آن  است،  از 

 

7 Full Ensemble 
8 Sum of Normalized Mutual Information 
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نتایفیک اولیت  نشان  استه  یج  چه شدهداده.  هر  که  است 
اولینتا پراکندگیج  داشتن  بر  علاوه  ک  یه  از  ت  یفیلازم، 

ز بهتر ین  یی نها  یهات خوشه یفیبرخوردار باشند، ک  یبالاتر
اند که نشان داده  [15]. اگرچه نویسندگان  [22]خواهد بود  

ج  یت در نتا یفیو ک  یهمزمان دو عامل پراکندگ  یسازنه یبه
خوشه یاول کارایم   یبیترک  یبنده    ی بندخوشه   ییتواند 

به   یبیترک چشم را  تنظ  یریگطور  بخشد،  و یبهبود  م 
ق آن یاست که حل دق  یا لهأ ن دو عامل مسین ایمصالحه ب

دشوار با  مقاله هروب  یفراوان  یهای هنوز  این  در  روست. 
خوشه أ ت کیفیت  و  پراکندگی  بر  همزمان    ی هایبندکید 

 . استه برای انتخاب یاول

 

 های جستجو مکاشفهروش -3-1

 یسازنهیمسائل به  ی هایدگ یچیافزون ابعاد و پ ش روز  یافزا
معمول و احساس    یهاروش  ییاراکاهش  کسبب    یمهندس

از ادهین جستجو گردینو  ی هااز به روشین ن رو در  یاست. 
ابزار جستجو  یکعنوان به ی املک ت یهار، روشیاخ یهادهه
به بس  یسازنهیو  حوزه  یاریدر  توسعه  از  مورد ی ها  و  افته 

گرفته قرار  دامنه  استفاده  وسعت  سهولت کاند.  اربرد، 
نه مطلق  یبه به  یکبه جواب نزد  یابیت دستیاستفاده و قابل

در این بخش دو    .استها  ن روش یت ایل موفقیجمله دلا  از
پاالگوریتم   این  روش  هیبر  در  استفاده  مورد  تکاملی  های 

 شود.طور اجمالی بررسی میمقاله به
 

 کیتم ژنتیالگور  -1-3-1

ژنتیالگور تکاست    یافتیره  1یک تم  طبکه    ی عیامل 

م قرار  الگو  را  تقلیا.  [32]  دهدیموجودات  روش  از   یدین 
تیفرا با  کند  است.   ایرایانه  یهاتمیالگور  یریکارگبهامل 

تیتریاساس اصل  مبتکن  است.  وراثت  الگورکامل،  تم یر 
 گرفتن ازبا الهام  یلادیدر دهه هفتاد م   هلندجان    یکژنت

الگورکت  یتئور  یهایژگیو جستجویامل،  رد کابداع    یتم 
اک در  الگوریه  اصولین  همان  از  طبک  یتم  ند  یفرا  عتیه 
روکت را  م  یژن  ی نمادها  یامل  برا[32]  دهد یانجام   ی، 
جواب کت حل  یهاامل  به    لهأ مس  یک  ی هامربوط 

م  سازیبهینه  الگور.  ندکیاستفاده  در  مهم  جنبه  تم یدو 
دائماً   یکژنت که  دارند  و  جواب   وجود  کرده  آشفته  را  ها 

  ی کیآورند.  یرا فراهم م   یموضع  یهانه یمجال خروج از به
ا جنبه یاز  آمن  که  یها  است  برا  از GAزش  د  یتول  یآن 

استفاده نام  که عمل  گریکند. جنبه دیم جواب  گر جهش 
مقاد است  قادر  جدیدارد،  ب  ی دیر  در  تیبه  که  بدهد  ها 

والد  نداشتهیگروه  وجود  کمک  ن  جهش  عملگر  است. 

 1 Genetic algorithm 

پراکندگ   کندمی باق یژنت  یکه  به   یک  جستجو  و  بماند 
شامل  پارامترهای   برسد.  یدیجد  ینواح ژنتیک  الگوریتم 
نسل1000جمعیت    هانداز تعداد  طول   500های  ،  و 

با   برابر  خوشه   120کروموزوم  تعداد  واقعی  برابر  های 
جهش  است  180علاوه  هب احتمال  از  همچنین   .01/0  

یک تقطیع  مرتبعملگر  انتخاب  عملگر  و  سازی  نواخت 
 است. استفاده شده

 شدهیسازهیورد شبم الگوریتم    -2-3-1
شبم به  یکشده  یسازه ی ورد  ه  کاست    یسازنه یروش 

فرابه به  آن  شباهت  سردیجهت  و  فلزات  حرارت  ردن  کند 
 ین روش برا یا  .[33]   شودیده م ین اسم نامیها به اآرام آن 

هدف  است    ی توابع  فقط  کمؤثر  و  ساده  نقطه    یک  یداراه 
(. یسازبیشینها  ی  کمینهمسائل    یباشند )برا  ی موضع  یحد
، یسازبیشینه مسائل    یطور مثال براهده، بیچ یتوابع پ   یبرا

بهیا نقطه  موضعین  بهکمم  ینه  با  است  عمومین   ینه 
به  طورکاملبه باشد و مدل  ارائه   یسازنه یمتفاوت  به  قادر 

روش    یریکارگبهبا    SAنه مورد نظر نباشد.  یبه  یهاجواب 
حداقل،  خارج  یی توانا  یتصادف  یرهاساز نقاط  از  شدن 
 گردد. یح میه در ادامه تشرکرا دارد  یموضع

ام  یکاز    SAند  یفرآ  q0مانند    یریپذانکجواب 
م یتصم  یرهایه متغیلکدهنده  ه نشان ک  یقیبردار حق  یک)

متناظراست هدف  تابع  و   ) J0 = J(q0)  م شود.  یشروع 
تابع هدف ب  q1  دیجواب جد  یک J1  ا  = J(q1)  صورت به

همسا  ی تصادف اول  یگ یاز  ارزیجواب  مورد  و  انتخاب    ی ابیه 
م میگیقرار  تغیرد.  متغ  رییزان  تصمیدر  عموماً یر  م 

ر ییا بعد تغیل جهت  یدلبه  یت تصادفیمشخص است. ماه
حالت  برای)  است در  استکمم  یمثال،  تغ  ،ن   xر  ییمقدار 

باشد  به  ی ول  ،مشخص  آن  تصادفجهت  ن  ییتع  ی صورت 
جد  (.شود جواب  دارای اگر  هدف    ید  تابع    یمترکمقدار 

J1باشد   < J0  جوابیا  (،یساز کمینهمسائل    ی)برا   ن 
شود.  یمنتقل م  q1  رفته شده و عمل جستجو به نقطهیپذ

جد جواب  فعلیاگر  جواب  از  بهتر  J1)   نباشد  ید  ≥ J0 ،)  
جد ممیجواب  انتخاب  کد  است  شود  ی ن  رد  اکا  امر  یه  ن 

 .ر داردیرش زیاحتمال پذبه یبستگ
 

𝑝𝑎𝑐𝑐 = 𝑒−
𝐽1−𝐽0

𝑇  
(1)  

 

انجام    =9/0Tشده نیز با  سازیورد شبیه مالگوریتم  
پیپذیرفته جواب  دو  خطای  میزان  الگوریتم  رداست.  پی 

شبیه م از  سازی ورد  کمتر  نباید  باشد   001/0شده 
(001/0ε=  این کروموزوم  (.  نمایش  از همان  الگوریتم هم 

 کند. الگوریتم ژنتیک و تابع برازندگی آن استفاده می

 الگوریتم ازدحام ذرات  -3-3-1
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( ذرات  ازدحام  از  یبا    PSO  )[34]الگوریتم  گروه  ک 
به  ی تصادف  هایجواب  م شروع  برا  ؛ کندیکار   یسپس 

ت یکردن موقعزروله با بهأ مس  ینه در فضایافتن جواب بهی
م جستجو  به  ذره  هر  سرعت  بهیو  ذره  هر  صورت  پردازد. 

𝑣𝑖 له( با دو مقدار  أ عت مسی)بسته به طب  یچندبعد
𝑑 ، 𝑥𝑖

𝑑 
به بهیترتکه  از 𝑑−بعد  ب معرف مکان و سرعت مربوط  ام 

𝑖-تعریام هستند  ذره  مین  از یف  مرحله  هر  در  شود. 
روز  ن بهیت، هر ذره با توجه به دو مقدار بهتریحرکت جمع

بهتر  نخستینشود.  یم لحاظ  یمقدار  از  جواب  بهترین  ن، 
برا  یستگیشا تاکنون  که  به  یاست  ذره  جداگانه  هر  طور 
  است و  1ن برای هر فرد ین مقدار بهتر یدست آمده است. ابه

𝑝𝑏𝑒𝑠𝑡𝑖  مینام بهتریده  مقدار  دیشود.  که  ین    وسیلة بهگر 
PSO  مبه بهتریآیدست  مقدارید،  تاکنون  ا  ین  که  ست 

دست آمده است،  ت به یان جمعیها در متمام ذره  وسیلةبه
نام دارد. پس    𝑔𝑏𝑒𝑠𝑡است و    2ن سراسری ین مقدار بهتریا

مقدار  یاز   دو  و    𝑔𝑏𝑒𝑠𝑡و    𝑝𝑏𝑒𝑠𝑡𝑖افتن  سرعت  ذره  هر 
 : کندیروز م( به2د خود را با رابطه )یمکان جد

 

(2)    ( )'

1 1 2 2( )
d

i

d d d d d

i i pbest i gbest iv wv n r x x n r x x= + − + − 

'

' 'd dd

i i i
x x v= +  

 

𝑥𝑖
′𝑑

𝑥𝑖و    
𝑑  قبلی  به مکان  و  فعلی  مکان  ترتیب 

به از  𝑑−بعد  مربوط  ذره  یام-𝑖ام  ′𝑣𝑖.  هستندن 
′𝑑

𝑣𝑖و    
𝑑  

ن  یام-𝑖 ام از 𝑑−بعد  سرعت فعلی و سرعت قبلی مربوط به
هستند 𝑤که  ی طوربه  ؛ذره  ∈  (0, ا  (1 وزن    3ینرسیو 

با    یاعداد تصادف  𝑟1 و 𝑟2،    4ب شتابیضرا  𝑛1 و  𝑛2،  است
از    یریجلوگ  ی. براهستند(  0  و  1توزیع یکنواخت در بازه )

نهایالگور  ییواگرا مقدار  بازه    یی تم،  در  ذره  هر  سرعت 

[−𝑉𝑀𝐴𝑋 , 𝑉𝑀𝐴𝑋]  م از    𝑛1𝑟1 ،𝑤 و   𝑛2𝑟2شود.  یمحدود 
هم  PSO  یپارامترها و  به یالگور  ییگراهستند  وابسته  تم 
ا پارامترهاست.  یمقدار   𝑛2 ،𝑛1مقدار    طورمعمولبهن 

انتخاب  یبهتر  ی ول   است  2تا    5/1ن  یب  یعدد 𝑛1ن  =

𝑛2 = وابسته و   𝑤به مقدار    شدتبه  ییگرا. هماست  2.05
 ف شود.یصورت پویا تعربهتر است به 

 

مروری بر ادبیات موضوع و کارهااای   -2

 گذشته

مشکل  هایبندخوشه   بیترک به  یترکار   بیترک  نسبت 
است.    ی هایبندرده مسدیگرعبارت  بهباناظر  برخلاف  له  أ ، 

 

12 Personal Best 
2 Global Best 
3 Inertia Wight 
4 Acceleration Coefficients 

، است  6یریادگیک مجموعه  یو    5ناظر   یکه دارا  یبندرده
خوشه  شناختچیه  یبنددر  به    یگونه    داده مجموعهنسبت 

عدم   ندارد.  مجموعه  وجود  و  ناظر  ارائیریادگیوجود  ه ، 
خوشه  یهاروش هوشمند  و  داراداده  یبندمدرن  که   یها 
در ن،  یاست. همچنار مشکل نمودهیبالا باشند را بس  ییکارا

آموزش  ابیغ  ببرچسب  یداده  تناظر  مشکل  با  ما    ن یدار، 
افرازها  یهابرچسب  در  از    ی خوشه  ب  یترک  ک یمختلف 

  ی بنددر خوشه   یروش  یبیترک  یبندخوشه .  میمواجه هست
ترک  است از  نتایکه  روش یب  متفاوت    یبندخوشه   یهاج 

مبه از ی آیدست  اجماع  یک  تولید  در  اساسی  گام  دو  د. 
اعضای  یبندخوشه  از  یک  هر  تولید  از:  عبارتند  اولیه  های 

و   )در    یریکارگبهاجماع  مکانیسمی  یا  توافقی  تابع  یک 
ج اجماع ینتا  یگیری( برای جمع بندیأترین حالت رساده

نتدستبه  یبرا نهایآوردن  آنییجه  از  نت  یی جا.  جه یکه 
دست  ه بهیاولهای بندیخوشهاز  ی بیترک یبندخوشه  یی نها
ارائه  یترج متفاوتیه نتایاول یهایبندد، هرچه خوشهیآیم

نت نهایدهند  م  یبهتر  یی جه  هرچه   ؛ شودیحاصل  درواقع 
جنبهداده از  بررس  یترمتفاوت  یهاها  و  شوند    یمطالعه 

نهاینت ترک  ییجه  از  ایکه  نتایب  مین  حاصل  شود  یج 
بالاتر  یدارا  متعاقباً  راه  یدقت  بود.    یمختلف  یهاخواهد 

پراکندگیا  یبرا خوشه   یجاد  دارد   یبیترک  یبنددر  وجود 
از:   عبارتند  متفاوت    یهاتم یالگور  یریکارگبهکه 

تغیبندخوشه  مقادیی،  اولیر  و  یر  سایه  پارامترهایا    ی ر 
  ی ژگ یاز و  ی شده، انتخاب بعضانتخاب  یبندتم خوشه یالگور
ایها  داده و یا  تقس  یهایژگیجاد  و    ی هاداده  یبندمیجدید 
ز  یاصل روش  ییهارمجموعهیبه  در  مجزا.  و    ی هامتفاوت 

مختلف    یایاز زوا  داده  مجموعه  یشده هدف تنها بررسارائه
  است د  یآمده مفوجودبه  ی ا پراکندگین اصل که آیاست و ا

 . ستیچندان مورد نظر ن ستید نیا مفی

ببه   ی بیترک  یبندخوشه   یهاشتر روش یطورمعمول 
ه خود استفاده یاول  یبندجهت خوشه   k-meansتم  یاز الگور

روش  .[35  ,  19  ,  6]کنند  یم در  نشان ارائه  یهااما  شده 

هر  شدهداده رفتار  به  توجه  با  که    داده مجموعه است 
پ   یبندک روش خوشهیاوقات  یگاه  م ی خاص  شود که  یدا 

بهتر ها  داده  مجموعهاز    یبعض  یبرا  k-meansاز    یدقت 
الگور[11]دهد  یم اما  و    ی سادگل  یدلبه  k-meansتم  ی. 

خوشه   ییتوانا در  انتخاب عنوان  بههمواره    یبندمناسب 
خوشه   نخست قرار   یبیترک  یبندمطالعات  مطالعه  مورد 

ر  ییتغ  ی ش پراکندگیافزا  ی هاگر از راهی د  ی کیگرفته است.  
الگوریاول  یپارامترها برااست  یبندخوشه   یهاتمیه   ی. 
تغ خوشه ییمثال  تعداد  الگورر  در  ا  ی و    K-meansتم  یها 

 

5 Supervisor 
6 Train 
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ش  یدر افزا  ییسزا  هر بیث أ تم تیالگور  1هیاول  یهار نمونه ییتغ
اطلاعات    یبنددارند و در خوشه   یبنددر خوشه  یپراکندگ

ه یاول  ی ها( اثر نمونه1کند. در شکل )یفا م یای  نقش مهم
. در شکل  استبه وضوح قابل مشاهده یینها یبنددر خوشه 

نحوه  1) ابتدا  چپ  سمت  در  نمونه یتوز(  نماع  ش  ی ها 
تم با  یمختلف الگور  یاجرا  سهج  یاست و سپس نتاشدهداده
 است. شدهش دادهینمونه شروع مختلف نما سه

 

 
𝐤تم یج الگوریه در نتایاول یهانمونه(: 1-شکل) − 𝐦𝐞𝐚𝐧𝐬 

  ییش فضاینما-1عبارتند از:  ب از چپ به راستیترتها بهشکل

 یهاآمده با نمونهدستج بهینتا -2فضا. نمونه پراکنده در  14

 -4. 3و  2ه یاول یهاآمده با نمونهدستج به ینتا  -3. 8و  1ه یاول

 . 13و  1ه یاول یهاآمده با نمونهدستج به ینتا
(Figure-1): The prototypes in the k-means algorithm results 

for the figures, from left to right, as follows: 1. Spatial 
representation of 14 scattered samples in space. 2- Results 

obtained with the initial samples 1 and 8. 3- Results obtained 

with the initial samples 2 and 3. 4- Results obtained with the 
initial samples 1 and 13. 

 

ویژگی میانتخاب  نیز  خوشه ها  در  بندی  تواند 
در نظر گرفته    ی یک منبع تولید پراکندگ  عنوانبهترکیبی  

راه ی د  یکیپس    ؛شود از  پراکندگیافزا  یکارها گر  در    یش 
و  یبرخ  یریکارگبه  یبیترک  یبندخوشه  کل    یهایژگیاز 

تولیو    داده  مجموعه  یفضا ویا  استیجد  یهایژگید    ؛ د 
خوشه   یول به  یبنددر  ماهیدلاطلاعات  بدون  یل  ت 

ها کمتر  یژگیاز و  یار مجموعه یناظربودن مسئله، انتخاب ز
د  ی جد  یهایژگید ویدر تول  یشتر سعیمورد توجه بوده و ب
روش است.  ویتول  یبرا  ی گوناگون  یهابوده  و    ی ژگید 

خوشه   یریکارگبه در  که   یبیترک  یبندآن  دارد  وجود 
آنیترساده نرمالن  نشان  استها  داده  یسازها  واقع  در   .
هر  شدهداده که  روش یبا    یاداده  مجموعهاست  ک 

ل در  ین دلیدهد و به همیمنشان  یرفتار بهتر  سازینرمال
ج  یاطلاعات، نتا  یبندشده در خوشه ارائه   یهااز روش   یلیخ

شوند. در ادامه به برخی  یخام گزارش م  یهابر طبق داده
روش جدیدترین  اخیر ارائههای  از  سال  چندین  در  شده 

 است.اشاره شده

 

1 Seed Points 

آن   به  بسیار  اخیر  سال  چندین  در  که  رویکردی 
گراف است. در این    برش )ابر(  یهبر پاشده، رویکرد  پرداخته 

خوشه  یافتن  مساله  ابتدا  یک رویکرد،  به  توافقی  بندی 
می تبدیل  گراف  افراز  به  ؛شودمساله  کمک  سپس 

های نهایی توافقی  برش گراف، خوشه های افراز یا  الگوریتم 
الگوریتم[38-36]آیند  دست میبه  ابرگراف   ترکیبی  . چهار 

  . هستند  HBGFو    CSPA ،  HGPA،  MCLAمعروف  
ر رویکرد  دیگر،  است،  ی أرویکردی  . [45  ,  41-39]گیری 

بازبرچسب عمل  ابتدا  باید  منظور  این  انجام  برای  گذاری 
برچسب باز  عمل  بهشود.  همگذاری  سازی  سانمنظور 

های گوناگون برای تطابق است. از بندیهای خوشهبرچسب 
روبرویکردهای مهم دیگر می به موارد  اشاره کرد  هتوان  رو 

های اولیه  بندی( رویکرد در نظر گرفتن خوشه 1: )[42-47]
)یا  به واسط  فضای  یک  و    داده  مجموعه عنوان  جدید( 

بهخوشه  جدید  فضای  این  الگوریتم  کمک  بندی  یک 
(  2، )[7]سازی انتظار  بند پایه شبیه الگوریتم بیشینه خوشه 

یافتن  الگوریتم  یریکارگبهرویکرد   برای  تکاملی  های 
،  [44]بندی توافقی  عنوان خوشه بندی بهسازگارترین خوشه 

برای یافتن    kmodsبند  الگوریتم خوشه  یریکارگبهرویکرد  
 .[49-48]بندی توافقی خوشه 

وجود   پارتیشن  یک  که  است  محتمل  بسیار 
با  داشته  که  اندازه  یریکارگبهباشد  پایداری یک  گیری 

حالیعنوان  به در  شود  قضاوت  بد  پارتیشن  دارای یک  که 
است بالا  با کیفیت  بیشتر( خوشه  )یا  بنابراین،    ؛[50]  یک 

پارتیشن   گرانپژوهش ارزیابی  از  الهام  لازم  با  اقدامات  ها، 
خوشه برای   میارزیابی  تعیین  را  از کها  بسیاری  نند. 

برای  نرمال  متقابل  اطلاعات  مانند  پایداری  اقدامات 
شده پیشنهاد  پارتیشن  یک  اقدامات  اعتبارسنجی  است. 

پاشده  تعریف اشکال    یهبر  است.  نرمال  متقابل  اطلاعات 
رویکرد متداول در این مقاله مورد بحث قرار خواهد گرفت  

ار برای  ملاکی  یک و  و  خوشه  یک  بین  ارتباط  زیابی 
گویند.   ENMI است که به آن معیارهایپارتیشن ارائه شده 

اندازه  ENMI معیار متقابل  اشکال  اطلاعات  معمول  گیری 
می  (NMI)نرمال   جبران  همچنینرا  روش کند.  یک   ،

ای  کردن زیر مجموعهجمع  یهبر پاای که  بندی خوشهگروه
 .[50] دهدارائه میهای اولیه است، از خوشه 

تلاش  برخلاف از  کیفیت  برخی  بهبود  برای  ها 
میخوشه   هایروش نظر  به  که  بندی،    های پژوهش رسد 

بندی فازی اختصاص  اندکی به رویه انتخاب در گروه خوشه 
پراکندگعلاوه  ؛استیافته و  کیفیت  محلی    ی براین، 

انتخاب خوشه  اصلی دو عامل مهم در  های  بندیبسترهای 
برای   را  عامل  دو  این  مطالعات،  از  کمی  تعداد  است.  پایه 

خوشه  بهترین  در  بندیانتخاب  گروه  در  فازی  پایه  های 
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بندی  بندی خوشه یک چارچوب گروه  [51]. در  اندگرفته نظر
اندازه یک  اساس  بر  جدید  پراکندگفازی  فازی   یگیری 

اندازهج و  تا  دید  شده  پیشنهاد  فازی  کیفیت  گیری 
ی پایه را با بهترین عملکرد پیدا کنند. پراکندگ   هایخوشه 

بین   فازی  عادی  متقابل  اطلاعات  اساس  بر  کیفیت  و 
 .استپایه فازی تعریف شده هایبندیخوشه 

بر  ، یک چارچوب جدید گروه خوشه [52]در   بندی 
وزن  خوشه  اساس  سطح  در  شدهگیری  مقدار ارائه  است. 

به  خوشه،  یک  مورد  در  گروه  این  قابلیت  اطمینان  عنوان 
است. مقدار قطعیتی  اطمینان آن خوشه در نظر گرفته شده

میزان   با  دارد  خوشه  یک  مورد  در  خاص  گروه  که 
محاسبهجمع  گروه  توسط  خوشه  آن  با  ؛  آوری  سپس 

خوشه  بهترین  خوشه انتخاب  هر  به  وزنی  تعیین  و  ها 
نهایی انتخ مجموعه  آن،  اطمینان  قابلیت  اساس  بر  ابی 

می بهایجاد  مقاله  آن،  از  پس  توافقی  شود.  ماتریس  جای 
پیشنهاد  را  سطح خوشه  در  وزنی  توافقی  ماتریس  سنتی، 

پارتیشن   ؛ کند می تولید  برای  اجماع  عملکرد  دو  سپس 
اجماع معرفی و مورد استفاده قرار گرفته است.

مقاله   این  شده  [53]در  تابع سعی  یک  است 
به خوشه تجمعی،  مقاوم،  نام  جمعی  پابندی  یه بر 

خوشه   بردارینمونه  خوشه و  ارائه  (RCESCC) ایبندی 
خوشه  ؛شود شباهت  ماتریس  یک  از خوشه   سپس،  ای 

 یریکارگبهآورد. پس از آن، با  دست میهای فازی بهخوشه 
خوشه الگوریتم  سلسلهیک  روی  بندی  بر  ماتریس  مراتبی 

خوشه  خوشه  خوشهشباهت  تقسیمای،  را  فازی   های 
نقاط داده را   RCESCC . در مرحله بعدی، الگوریتم کند می

 .دهدشده اختصاص میهای ادغامبه خوشه 
بندی  ، یک رویکرد جدید خوشه [54]در این مطالعه  

شده  یریکارگبهبا   ارائه  وزنی  رویکرد  این  یک  در  است. 
برای   روشی  بهرهانجام خوشهمقاله  با  برداری بندی جمعی 

ارائه شده اطمینان خوشه  درواقع، هر    ؛استاز مفهوم عدم 
براساس عدم وابستگی آن محاسبه شده است. همه خوشه 

شده موجود در گروه برای بینیای پیشهای خوشهبرچسب 
ه یبر پاگیری  ای، از اندازهارزیابی یک عدم وابستگی خوشه

بر  کنند. در این مقاله دو روش  تفاده میتئوری اطلاعات اس
برآورد   ه یپا برای  از خوشه  اطمینان  یا عدم  عدم وابستگی 

ارائه شده اطمینان  ارائه قابلیت  این مقاله دو رویکرد  است. 
بندی  است: جمع آوری شواهد با وزن خالص و تقسیمشده

گراف با وزن خوشه. 
های  بندیخوشه ترکیب  یک رویکرد جدید    [55]در  
است. در  یک رویکرد وزنی ارائه شده  یریکارگبهفازی با با  

این مقاله وزن هر خوشه متناظر با قابلیت اتکای هر خوشه 
 است.گیری شدههای پایه اندازهبندیدر مجموعه خوشه 

 یبنداز مجموعه خوشه   ی مدل احتمال  یک  [56]در  
ماتر  یفاز اساس  وزن  یس بر  بر  دارمشارکتی  یکوف توسط 

اشده  یشنهادپ  در  از    یکهر    مدل،  یناست. 
الگور  یه پا  هاییبندخوشه   یبندخوشه  هاییتمتوسط 
 شوند. یم یدتول  یمتفاوت

روش پیشنهادی -3
نمونه باشد: 𝑁  شامل داده مجموعه،  𝑋  شودفرض می

(2) 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} 

با    یخروج،  π𝑗(𝑥𝑖)اگر   الگوریام-𝑗متناظر  تم ین 
م: یباشد، دار 𝑥𝑖نمونه   یه بر رویپا یبندخوشه 

(3) 𝑥𝑖 → {π1(𝑥𝑖), π2(𝑥𝑖), … , π𝐻(𝑥𝑖)} 

π𝑗(𝑥𝑖)  ،𝑗 = 1, 2, … , 𝐻    و𝑖 = 1, 2, … , 𝑁  های  خروجی
اجرای   از  رو  k-meansحاصل  بر  . است  𝑥𝑖  یهوشمند 

دارایجد  یژگ یو  یفضا اجرااست  1بعد   𝐻  ید  بار  هر   ی. 
خوشه یالگور با  یپا  یبندتم  متناظر  فضایه  در  بعد  ی ک 

نمونه با    𝑁شامل    𝑋د خواهد بود. اگر مجموعه  یجد   یژگیو
𝑚  جادشده،  ید ایباشد، مجموعه جد  یژگیو𝑋′ی ا، مجموعه

 : خواهد بود ی ژگیو 𝐻نمونه با   𝑁متشکل از 
(4) 

𝑋 ≡ {𝑥1, 𝑥2, … , 𝑥𝑁} 𝑋 = {𝑥′1, 𝑥′2 , … , 𝑥′𝑁}

𝑥𝑖 = {𝑥𝑖1, 𝑥𝑖2 , … , 𝑥𝑖𝑚} ⟹ 𝑥𝑖
′ = {𝑥′𝑖1, 𝑥′𝑖2, … , 𝑥′𝑖𝐻}

𝑖 = 1, 2, … , 𝑁 𝑖 = 1, 2, … , 𝑁

ویمقاد فضایژگیر  در  بهی جد  ی ها  با  ی ریکارگد 
گردد.  یم  ی رد که در بخش بعد معرفیگیانجام می  زمیمکان

از ا ای جد  یژگی و  ی ها در فضانکه نمونهیبعد  جاد شدند،  ید 
به  یینها  یبندخوشه  روش  یک یساده    ی ریکارگبا  یهااز 
رد. یگیپایه انجام م یبندخوشه 

تابع توافقی -1-3
دستیاول  یهایبندخوشه  یبندجمع  و  نت  یاب یه  جه یبه 

.  است  یبیترک  یبندن مراحل خوشه یتراز مهم  ی کی  یی نها
نتای ترک  یبرا  ی گوناگون  یهاروش های بندیخوشه ج  یب 

وجود دارد که در    یی نها  یبندجاد خوشه یه مختلف و ایاول
معرف یز به  جد  ی ر  روش  ایچند  در  معروف  و  زمید  نه ین 
معرفیپردازیم به  اقدام  ادامه  در  و  پ   ی م  ی شنهادیروش 

 م. یکنین قسمت میارائه شده در ا

ابر گراف هیبر پاروش    -3-1-1
روش   پادر  گراف  هیبر  مس  2ابر  ابتدا  خوشه أ ما  بندی له 

مساله   یک  به  را  تبدیلترکیبی  گراف  آن  ، افراز  را   سپس 
ها با  خوشهکنیم.  های افراز گراف حل میکمک الگوریتمبه

1 Dimention 
2 Hyper Graph Partitioning 
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نمای1یهاابرلبه  گراف  می ک  داده  رأسیش    2ی هاشوند. 
  شوند.   یبندد خوشهی هستند که با  یی هاگراف معادل نمونه

تکهأ مس اتکهله  ایکردن  و  گراف  منفک  قسمت    kجاد  ین 
به   نوع یک خوشه میاست که هر قطعه مربوط  شود. سه 

ایالگور در  متفاوت  عبارتند  یتم  که  دارد  وجود  خانواده  ن 
3از 

CPSA  ،4HGPA، MCLA5  [5 , 11]. 
 𝐂𝐒𝐏𝐀  -الف

داده  CSPAدر   نقاط  ویژگی  فضای  فضای  به  ابتدا  در  ای 
می نگاشت  ابرگراف  همبستگی  یک ویژگی  سپس  شود. 

شبیه    کمینهالگوریتم   ابرگراف  نقاط    METISبرش  بر 
شود. همانند  دار شده به کار برده میفاصله  تازگیبهای  داده

می فرض  روش  این  دادهقبل  نقاط  چه  هر  که  ای کند 
احتمال  باشد،  اولیه  افراز  در  خوشه  یک  در  بیشتری 

متعلق به یک خوشه   ای ذاتاًبیشتری دارد که آن نقاط داده
پیچیدگی  ساده  CSPAباشند.   است.  مکاشفه  ترین 

  𝑁ها،  تعداد خوشه   𝑘است که    𝑂(𝑘𝑁2𝑀)محاسباتی آن  
. دو روش بعدی استتعداد نواحی    𝑀ای و  تعداد نقاط داده

 پیچیدگی محاسباتی کمتری دارند.
 

 𝐇𝐆𝐏𝐀  -ب

ای و  ها نقاط دادهسأکند که رفرض می  HGPAالگوریتم   
بیرونخوشه  اولیه  افراز  از  که  ابریالآمدههایی  آن  اند،  های 

ابرگراف   الگوریتم  یک  دوباره  حال  برش   کمینههستند. 
ها  س أبر روی آن ابرگراف جهت جداسازی ر  METISشبیه  

مولفه متفاوت به کار برده    𝑘ای ابرگراف به  یعنی نقاط داده
آن  می محاسباتی  پیچیدگی  که    𝑂(𝑘𝑁𝑀)شود.  است 

تعداد    𝑀ای و  تعداد نقاط داده  𝑁ها،  تعداد خوشه  𝑘دوباره  
 .استنواحی 

 𝐌𝐂𝐋𝐀  -ج

آمده از افراز اولیه را  دسته ب  هابتدا خوش   MCLAالگوریتم  
جهت تولید    گیریرأی   هی بر پا  سازوکارو سپس از یک    افراز

می استفاده  مجمع  خوشه افرازهای  با کند.  خوشه  بندی 
محاسباتی  انجام شده  METIS  یریکارگبه پیچیدگی  است. 

مانند قبل هستند.   𝑀و    𝑘  ،𝑁است که    𝑂(𝑘2𝑁𝑀2)آن  
ابرگراف به   هیبر پاهای  جهت جزئیات بیشتر در مورد روش

 ید.کنمراجعه  [5]
 

 یریگیأروش ر   -2-1-3
است.  7بیشینه یأن روش همان روش ریا 6ی ریگیأروش ر

ا ریبه  اساس  بر  نمونه  هر  که خوشه   بیشینه  یأن صورت 
مییتع اساسین  مشکل  مسیا  ی شود.  روش  تطبأ ن  ق  یله 

 

1 Hyper Edges 
2 Vetexes 
3 Cluster-based Similarity Partitioning Algorithm 
4 Hyper Graph-Partitioning Algorithm 
5 Meta-CLustering Algorithm 
6 Voting 
7 Majority of Vote 

خوشه  اجراهاشماره  در  سربار   استمتفاوت    یها   8که 
الگور  ینیسنگ  ی محاسبات به  تحمیرا  میتم  ایل  ن  یکند. 

ک  ین روش را  یشود تا ایم   ی عامل  ی محاسبات  یسربار اضاف
در ب توافق  یها ن روشیروش کم مصرف  گوناگون    یتوابع 

 ل کند. یتبد
 

 یس همبستگیماتر  -3-1-3
کن در    𝑁شامل    𝐷  داده  مجموعهد  یفرض  )نمونه(  نقطه 

صورت  توان بهیرا م  یورود   یهااست. داده  یبعد  𝑑  یفضا
ماتری الگویک  𝑁  یس  × 𝑑    تشابه  یماترک  یا  ی و عدم  س 

𝑁 × 𝑁  د  یدر نظر گرفت. فرض کن𝑋 = {𝑋1, 𝑋2, … 𝑋𝐵1} 
نمونه یز  همجموع  از   یهارمجموعه  که  است  دسترس  در 
استخراج یاول  ی هانمونه  هر  شدهه  الگوریاند.  از    ی هاتمیک 
موجود   یهار مجموعه نمونه یز  یکه بر رویهنگام  یانتخاب
نتا  𝑋در   شوند  𝑃ج  یاجرا  = {𝑃1, 𝑃2, … 𝑃𝐵1}   تول د یرا 

عبارتی  ا بهی ها است؛  از خوشه  یا، مجموعه𝑃𝑖کنند. هر  یم
𝑃𝑖گر  ید = {𝐶1

𝑖 ∪ 𝐶2
𝑖 … ∪ 𝐶𝑘(𝑖)

𝑖 𝑋𝑖و    { = 𝐶1
𝑖 ∪ 𝐶2

𝑖 … ∪

𝐶𝑘(𝑖)
𝑖  که    یطوربه𝑘(𝑖)   خوشه در  تعداد  ن  یام-iها 

 است. یبندخوشه 
پایالگور  نخستین الگوریتم  استفاده  مورد  -kتم  یه 

means    در الگور  نخستیناست.  بر   k-meansتم  یگام،  را 
𝑋  یرو = {𝑋1, 𝑋2, … 𝑋𝐵1}  م بتوانیکنیاجرا  تا  با  یم  م 
ماتریتول  یها-𝑃𝑖  یریکارگبه همبستگیدشده  را   9یس 
     :میدست آورر به یصورت زبه

    

 که در این رابطه داریم:







=
=

ba if  0

ba if  1
)b,a(  

(6 )  

)b(P),a(P((تابع   ii  عنصر    یدر صورت در    bو    aکه دو 
  یک مقدار    ، ک خوشه قرار گرفته باشندیدر    iP  یبندخوشه 

غ  در  ایو  مقدار  یر  صورت  مصفر  ن  بر  مقدار  یرا  گرداند. 
گر  یدانیبا بهیها و  ر مجموعهیگر تعداد زانینما  B1پارامتر  

الگور تکرار  دفعات  پا یتعداد  از    k-meansه  یتم  بعد  است. 
ماتردستبه همبستگیآوردن  تم یالگور  یریکارگبهبا    یس 

وند میانگین( اقدام به  ی)پ   10AGر  ینظ  یمراتبساده سلسله
 د. شویم  یس همبستگی از ماتر یی نها یهااستخراج خوشه 

 
 

 روش پیشنهادیتوضیحات مربوط به -2-3
ه ئهرویکهرد ارادر این بخش ما از دل مشکلات قبهل، یهک  

دهیم که هم پراکندگی را بهینه کند و ههم دقهت را در می
 باشدنظر داشته

 

8 Overhead 
9 Co-association Matrix 
10 Average Link 


=

=−
1B

1i

ii ))y(P),x(P()xy(nassociatioCo 

 

(5) 
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چارچوب پیشنهادی  (:2-شکل)  

(Figure-2): The proposed framework. 
 

شکل    روندنمای در  پیشنهادی  نشان   (2)روش 
است. در این روش ما ابتدا یک مجموعه )اجماع(  شدهداده

یا  بندیاز خوشه  نام مجموعه مرجع  به  اولیه    RefSetهای 
است که   |RefSet|با اندازه    RefSetکنیم. اجماع  تولید می

است که   گفتنیدهد.  میتعداد عناصر این مجموعه را نشان
RefSet𝑖  دهنده  نشانi-است اجماع  این  از  عضو   ؛امین 

  Ensembleسپس یک اجماع دیگر به نام اجماع اصلی یا  
دهنده  نشان  Ensemble𝑖است که    فتنیگکنیم.  تولید می

i- از یک  هر  برای  حال  است.  اجماع  این  از  عضو  امین 
Ensemble𝑖    کهi    از یک تاB    پایداری تغییر کند، میزان 

می محاسبه  افراز  را  پایداری  متوسط   Ensemble𝑖کنیم. 
متشابه است.  میزان  مرجع  مجموعه  در  افراز  این  بودن 
مشابه دو  میزان  فیشر بودن  معیار  معروف  رابطه  از  افراز 

می گیری  فیشر  اندازه  معیار  که  بگوییم  باید  حال  شود. 
این معچگونه محاسبه می ایشود.  در    ی برا  مقالهن  یار که 

شدهی  یابیارز گرفته  نظر  در  افراز  معک  فیاست،  یا  یار  شر 
(F − Measure )است: 
(7) 𝐹𝑀(𝑃, 𝐿)

= 𝑚𝑎𝑥
𝜏

∑

2 × 𝑁𝑖
𝑃 ×  (

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝑖
𝑃 ×

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝑁 × (
𝑁𝑖𝜏(𝑖)

𝑃𝐿

𝑁𝑖
𝑃 +

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝐾𝑃

𝑖=1

 

 

P  ،𝑁𝑖افراز    یهاتعداد خوشه  𝐾𝑃که  
𝑃  تعداد  نشان دهنده 

P  ،𝑁𝑗ام از افراز  -iموجود در خوشه    یهاداده
𝐿  دهنده  نشان

داده خوشه    یهاتعداد  در  افراز  -jموجود  از  L  ،𝑁𝑖𝑗ام 
𝑃𝐿 

از -iکه مشترکا در خوشه    یی هادهنده تعداد دادهنشان ام 
تعداد کل    Nقرار دارد،    Lام از افراز  -jو در خوشه    Pافراز  
  Nک تا  یک جایگشت از اعداد  ی  τدهد و  یمها را نشانداده
افراز  است دو  اگر   .𝑃    برچسب مشابه   طورکاملبه  𝐿و 

افراز ی  ی عنی  بیشینهمقدار    𝐹𝑀آنگاه    ، باشند دو  اگر  و  ک 
از    طورکاملبه باشندیکدیمتفاوت  را   ،گر  صفر  مقدار 

را   Ensemble𝑖است که پایداری افراز    گفتنیگرداند.  یبرم
 کنیم. شکل زیر محاسبه میبه
(8) 

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(Ensemble𝑖)

=
1

|𝑅𝑒𝑓𝑆𝑒𝑡|
∑ 𝐹𝑀(Ensemble𝑖 , 𝑅𝑒𝑓𝑆𝑒𝑡𝑗)

|𝑅𝑒𝑓𝑆𝑒𝑡|

𝑗=1

 

 

خوشه  البته بندیسپس  و  پایداری  اساس  بر  را  ها 
خوشه   یپراکندگ تا  دهیم  قرار  کاوش  های  بندیمورد 

پراکندگ م  و  ایپایدارتر  از  پس  شوند.  انتخاب  نکه یتر 
هر خوشه محاسبه شد، در گام بعد، عمل انتخاب    یداری پا

پاخوشه  مقدار  به  توجه  با  انجام   یداریها  د.  شویمخوشه 
روش   پایک  انتخاب الگوریتم  یهبر  برای  تکاملی  های 
است که در این  های اولیه ارائه شدهای از خوشه زیرمجموعه 

 پردازیم. بخش به تشریح این الگوریتم می
انجام    مرحلها در دو  انتخاب خوشهجا عمل  در این

ابتدا در  می الگوریتم تکاملی سعی  یک  مرحلةپذیرد.  ، یک 
زیرمجموعه یافتن  خوشه در  از  بیشترین ای  که  دارد  ها 

داشته  را  یک  پایداری  دارای  تکاملی  الگوریتم  این  باشند. 
های تولیدشده در  کروموزوم بیتی به طول تعداد کل خوشه 

خوشه تولید  گوناگون  بندیبخش  از  استهای  کدام  هر   .
تواند عدد یک یا صفر را به خود این کروموزوم می  هایژن 

نشان یک  عدد  آن  بگیرد.  خوش   استدهنده  به   ایهکه 
انتخابشماره آن ژن در بین خوشه  شده باشد و عدد  های 

ژن شماره   یک  در  بین  -mی  یعنی خوشه   mصفر  در  ام 
ای محاسبه تابع برازندگی  شده نباشد. برهای انتخابخوشه 

میانگین   پایداری  میزان  اختلاف  تکاملی،  الگوریتم  این 
میزان پایداری   بیشینه شده از عدد یک )های انتخابخوشه 

خوشه انتخابمیانگین  میاستشده  های  محاسبه  شود.  (، 
می مطرح  را  مثالی  ابتدا  کار،  این  انجام  فرض  برای  کنیم. 

 : داده زیر را داریم 13کنید که 
 
 ی داده فرض 13با   داده مجموعه ک(:ی1-جدول)

(Table-1): A data set with 13 hypothetical data 

 13 12 11 10 9 8 7 6 5 4 3 2 1 اندیس 

 x 1 1 2 2 3 4 5 4 3 2.5 3 2.5 3.5ویژگی 

 y 1 2 1 2 3 5 4 4 2 2 2.5 3 3.5ویژگی 

 اند.شدهها ارائهدر فضای ویژگی  (3)ها در شکل این داده
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 هاگیدر فضای ویژه جدول داده مجموعه شینما(: 3-شکل)

(Figure-3): Displays the table data set in the properties space 
 

خواهیم که این سیزده داده را به سه  فرض کنید می

با اندازه    𝑅𝑒𝑓𝑆𝑒𝑡خوشه افراز کنیم. ابتدا باید یک مجموعه 

ایم( تولید کنیم.  را اختیار کرده  7دلخواه )که در این مثال  

خوشه  روش  اعمال  این    k-meansبندی  با  روی  بر 

تولید   7با اندازه  𝑅𝑒𝑓𝑆𝑒𝑡، ابتدا یک مجموعه داده مجموعه 

الگوریتم  کنیم.  یم اجماع  این  تولید   7را    k-meansبرای 

داده این  روی  بر  کردهبار  اجرا  که  ها  بارهایی  همه  در  ایم. 

شده  k-meansالگوریتم   خوشهاجرا  تعداد  های  است، 

 مفروض سه بوده است.

اجماع  2جدول ) دلخواه    𝑅𝑒𝑓𝑆𝑒𝑡( یک  اندازه   7با 

نشان )دهد.  میرا  جدول  مستطیل  (  2در  مقدار 

نشانخاکستری  خوشه رنگ،  در  که  است  آن  بندی  گر 

RefSet2    به   11)چرا که در سطر    11داده شماره است( 

 است.متعلق شده 1خوشه 
 

 7با اندازه  𝐑𝐞𝐟𝐒𝐞𝐭اجماع   کی (:2-جدول)
 (Table-2): A RefSet ensemble with size 7 

اجماع   یک  میهشتاکنون  تولید  برای  عضوی  کنیم. 

نظر   در  را  پراکندگی  فاکتور  باید  اجماع  تولیدکردن 

پراکنده  داشته  ممکن  حد  تا  ما  مجمع  آنکه  برای  باشیم. 

نمونه روش  از  کمک باشد،  با  شد.  خواهد  استفاده  برداری 

جای  بردارینمونه روش   کیسه بدون  بهگذاری،  اندازه  هایی 

نشان  sampling_rateدلخواه   برداری )که  نمونه  نرخ  گر 

ها  داده است، از  در نظر گرفته شده  %80است( که در اینجا  

طور ساده بر روی هر کیسه، یک الگوریتم  کنیم. بهرا پر می

مفروض    k-meansبندی  خوشه  خوشه  تعداد   اجرا   3با 

بهکنیممی داده.  تعداد  آنکه  تعداد    13ها  دلیل  است، 

برابر  نمونه  هایداده شده  در    10برداری  و  شد  خواهد 

فقط    Ensemble1اول و ساخت    k-meansاجرای الگوریتم  

انتخاب  10 شده دخالت خواهند داشت )چرا  داده تصادفی 

𝑟𝑜𝑢𝑛𝑑(13که   × 0.8)  = برای  10 کنید  فرض  حال   .)

،  2،  1های  ، دادهEnsemble1اجرای اول الگوریتم و تولید  

 انتخاب شوند. پس از اجرای 13و  11، 10، 9، 7، 6،  5، 4

د  ها با تعدابر روی این داده  k-meansبندی  الگوریتم خوشه 

 آید. دست می( به3صورت جدول )، افراز به 3خوشه معلوم 

 𝐑𝐞𝐟𝐒𝐞𝐭𝟏 𝐑𝐞𝐟𝐒𝐞𝐭𝟐 𝐑𝐞𝐟𝐒𝐞𝐭𝟑 𝐑𝐞𝐟𝐒𝐞𝐭𝟒 𝐑𝐞𝐟𝐒𝐞𝐭𝟓 𝐑𝐞𝐟𝐒𝐞𝐭𝟔 𝐑𝐞𝐟𝐒𝐞𝐭𝟕 اندیس 

1 2 1 3 3 3 3 3 
2 1 2 1 1 1 1 2 
3 1 2 1 1 1 1 2 
4 1 2 1 1 1 1 2 
5 2 1 2 2 2 3 1 
6 3 3 3 3 3 2 3 
7 3 3 3 3 3 2 3 
8 3 3 3 3 3 2 3 
9 2 1 2 2 2 3 1 

10 1 2 2 2 2 1 1 
11 2 1 2 2 2 3 1 
12 2 1 2 2 2 3 1 
13 2 1 3 3 3 3 3 
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𝐤بندی  (: اجرای الگوریتم خوشه3-جدول) − 𝐦𝐞𝐚𝐧𝐬   بر روی

 ( 2های شکل ) درصد از داده 80

(Table-3): Implementation of k-means clustering algorithm 

on 80% of Figure 2 data 
Ensemble1 

3 

1 

- 

1 

3 

2 

2 

- 

1 

1 

3 

- 

3 

 

داده بعضی  که  شود  )دادهدقت  اندیس  ها  با  و    8،  3هایی 

یعنی خوشه   " -"دارند. مقدار    " -"( در این افراز مقدار  12

برداری این داده مشخص نیست؛ چراکه این داده در نمونه

موجود نبود. این فقدان بعضی از عناصر در این جدول در  

به باعث  بهتر  وجودآمدن  آینده  پس  خواهد شد.  مشکلاتی 

های بعدی مدیریت  جای آنکه این مسأله را در گاماست به 

داده بعضی  برچسب  فقدان  مسأله  جا  همین  را کنیم،  ها 

خوشه   مرکز  ابتدا  پس  کرد.  افراز   1مرتفع  این  در 

Ensemble1  به میرا  بهدست  برای  آوردن  دستآوریم. 

،  4،  2های شماره  هدر این افراز، میانگین داد  1مرکز خوشه  

به   Ensemble1هایی که در این افراز  )همان داده  10و    9

شده  1خوشه   خوشه  متعلق  مرکز  را  نظر   1اند(  در 

 گیریم. می

(9) 
𝐶1 =

(1,2) + (2,2) + (3,2) + (2.5,2)

4

=
(8.5,8)

4
= (2.125,2) 

است. حال   Ensemble1مرکز خوشه اول در افراز    𝐶1که  

 کنیم. مراکز دیگر را نیز محاسبه می
 

(10)  𝐶2 = (4.5,4.5) 

(11) 𝐶3 = (2.625,2.5) 
 

نیستند، یعنی هایی که خوشه اکنون داده  آنها موجود  های 

خوشه  12و    8،  3های  داده از  یکی  به  باید  منسب  را  ها 

تا مرکز    3را در نظر بگیرید. فاصله داده    3کنیم. ابتدا داده  

 خواهد بود.  1/ 01از رابطه زیر برابر  C1خوشه  
 

(12)  
|𝐶1 − 𝑋3| = |(2.125,2) − (2,1)|

= |(0.125,1)|

= √0.1252 + 12 

داده   خوشه   3فاصله  مرکز  نیز   𝐶3و    𝐶2های  تا 

مشابه  به به    63/1و    30/4طور  داده  این  پس  بود.  خواهد 

می  1خوشه   داده  منتسب  فاصله  مقدار  که  چرا  شود؛ 

خوشه    یادشده  همین   نخستبا  به  است.  کمتر  همه  از 

و    2به خوشه    8ترتیب متوجه خواهیم شد که داده شماره  

باید منتسب شوند. حال بقیه   3به خوشه    12داده شماره  

تولید می4صورت جدول )عضوی به هشت8اجماع   شوند.  ( 

انتساب از  م پس  بهدهی  جدول  مفقود،  صورت  قادیر 

( اجماع  5جدول  را  اجماع  این  بازسازی خواهد شد.   )

 ( می𝐹𝑖𝑟𝑠𝑡 𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒اول   ) ( یعنی    𝐹𝐸1گوییم 

اجماع    نخستبندی  خوشه همان    نخستاز  که 

𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒1  های  است بعد از عمل مدیریت برچسب

 𝑅𝑒𝑓𝑆𝑒𝑡1و    𝐹𝐸1حال معیار فیشر را برای افراز    مفقود(.

 : کنیممحاسبه می
𝐹𝑀(𝐹𝐸1, 𝑅𝑒𝑓𝑆𝑒𝑡1)

= 𝑚𝑎𝑥
𝜏

∑

2 × 𝑁𝑖
𝑃 ×  (

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝑖
𝑃 ×

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝑁 × (
𝑁𝑖𝜏(𝑖)

𝑃𝐿

𝑁𝑖
𝑃 +

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝐾𝑃

𝑖=1

= 0.9389 

(13)  

,𝐹𝑀(𝐹𝐸1پس از محاسبه تمام مقادیر   𝑅𝑒𝑓𝑆𝑒𝑡𝑗)    کهj 

کرد،    7تا    1از   خواهد  را   𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸1)تغییر 

 : کنیممحاسبه می
𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸1) = 0.8214 (14)  

خوشه   𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸𝑖)سپس   سایر  برای  ها  بندیرا 

 : آوریمدست میبه
𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸2) = 0.8873 (15)  

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸3) = 0.8873 (16)  

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸4) = 0.9155 (17)  

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸5) = 0.8873 (18)  

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸6) = 0.7405 (19)  

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸7) = 0.8214 (20)  

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐹𝐸8) = 0.8873 (21)  
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 اندازه  8یک اجماع با (: 4-جدول)

 (Table-4): A ensemble of 8 sizes 

 

 ( 4)( برای اجماع جدول  𝑬𝒏𝒔𝒆𝒎𝒃𝒍𝒆𝟏اجماع اول )  (:5-جدول)

 (Table-5): The first Ensemble (Ensemble _1) for consensus Table (4) 

 

 اجماع جدول پس از مرحله دو (: 6-جدول)

(Table-6): Table ensemble after step two 

 

خوشه  گوناگون  بندیحال  اساس   𝐹𝐸𝑖های  بر  را 

می مرتب  آنها  پایداری  به  مقادیر  بنا    های پژوهشکنیم. 

(  2015؛ پروین و مینایی،  2014قبلی )علیزاده و همکاران،  

خوشه   %50  یریکارگبهبا   پایدارترین  بهترین  بندیاز  ها 

ها  بندیبرتر خوشه   %50آورد. پس  دستتوان به نتایج را می

مرتب با  این  را  بهخوشه   8کردن  میبندی  آوریم.  دست 

.  هستند  هابندیپایدارترین خوشه   5و    4،  3،  2بندیخوشه 

خوشه  که  شود  و    ها بندیخوشه پایدارترین    4بندی  دقت 

پایدارترین    8و    5،  3،  2های  بندیخوشه  بعدی  رده  در 

بهبندیخوشه  صورت  این  در  که  هستند  آنکه  ها  علت 

افراز است( افراز   4افراز برابر    8از    %50)  4باید    طوردقیقبه

،  3، 2فرازهای انتخاب شود، سه تا از این چهار افراز )یعنی ا

به8و    5 انتخاب می(  اجماع  طور تصادفی    دوم شوند. حال 

به𝑆𝑒𝑐𝑜𝑛𝑑 𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒)یا    )( جدول  خواهد  6صورت   )

 (. دوماز اجماع  نخستیعنی عضو  𝑆𝐸1بود )

  و   𝑆𝐸1  ،𝑆𝐸2  ،𝑆𝐸3های  بندیدقت شود که خوشه 

𝑆𝐸4  خوشه به همان  ،  𝐹𝐸2  ،𝐹𝐸3  ،𝐹𝐸4های  بندیترتیب 

𝐹𝐸5  ا از  پس  است.  پایبوده  خوشه   یدارینکه  بندی  هر 

خوشه  انتخاب  عمل  بعد،  گام  در  و  شد،  با  محاسبه  بندها 

بر  خوشه انجام شد، آنگاه یک روش  یداریتوجه به مقدار پا 

زیرمجموعه الگوریتم  هیپا انتخاب  برای  تکاملی  از  های  ای 

ارائه شدهبندیخوشه  اولیه  که  های  به  است  بخش  این  در 

𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟏 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟐 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟑 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟒 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟓 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟔 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟕 𝐄𝐧𝐬𝐞𝐦𝐛𝐥𝐞𝟖 

3 2 2 - 1 3 3 1 

1 3 1 1 2 2 1 2 

- 3 - 1 2 2 1 2 

1 3 1 1 2 2 1 - 

3 - 2 - 1 - 3 1 

2 1 3 3 3 - 2 3 

2 - 3 3 3 1 - 3 

- 1 3 3 - 3 2 - 

1 2 2 - - 2 - - 

1 - - 2 - 2 1 2 

3 2 - 2 1 2 - 1 

- 2 2 2 1 - 3 1 

3 2 2 3 1 3 3 1 

𝐅𝐄𝟏 𝐅𝐄𝟐 𝐅𝐄𝟑 𝐅𝐄𝟒 𝐅𝐄𝟓 𝐅𝐄𝟔 𝐅𝐄𝟕 𝐅𝐄𝟖 

3 2 2 3 1 3 3 1 

1 3 1 1 2 2 1 2 

1 3 1 1 2 2 1 2 

1 3 1 1 2 2 1 2 

3 2 2 2 1 3 3 1 

2 1 3 3 3 3 2 3 

2 1 3 3 3 1 2 3 

2 1 3 3 3 3 2 3 

1 2 2 2 1 2 1 1 

1 3 1 2 2 2 1 2 

3 2 2 2 1 2 3 1 

3 2 2 2 1 2 3 1 

3 2 2 3 1 3 3 1 

𝑺𝑬𝟏 𝑺𝑬𝟐 𝑺𝑬𝟑 𝑺𝑬𝟒 

2 2 3 1 

3 1 1 2 

3 1 1 2 

3 1 1 2 

2 2 2 1 

1 3 3 3 

1 3 3 3 

1 3 3 3 

2 2 2 1 

3 1 2 2 

2 2 2 1 

2 2 2 1 

2 2 3 1 
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الگوریتم می این  الگوریتمتشریح  این  تکاملی  پردازیم.  های 

کل   تعداد  طول  به  بیتی  کروموزوم  یک  دارای 

تولید  بندیخوشه  بخش  در  ثانی  اجماع  در  موجود  ها 

گوناگون،  بندیخوشه  ژناستهای  از  کدام  هر  این  .  های 

بگیرد. یعنی  تواند عدد یک یا صفر را به خود  کروموزوم می

دهنده  کروموزوم ما از جنس بیتی هستند. عدد یک نشان

خوشه   استآن   بین  که  در  ژن  آن  شماره  به  بندی 

انتخاببندیخوشه  یعنی  های  صفر  عدد  و  باشد  شده 

خوشه خوشه  بین  در  ژن  آن  شماره  به  ها  بندیبندی 

بهانتخاب نباشد.  ژن  شده  در  یک  عدد  ام  -iعبارتی 

خوشه   استآن    دهندهنشان بین   𝑆𝐸𝑖بندی  که  در 

شده باشد و عدد صفر در یک ژن شماره  های انتخابخوشه 

𝑚  خوشه خوشه -𝑚بندی  یعنی  بین  در  ها  بندیام 

این  انتخاب برازندگی  تابع  محاسبه  برای  نباشد.  شده 

خوشه  پراگندگی  میزان  تکاملی،  ها  بندیالگوریتم 

بیشتر، به مثال شود. برای تشریح  شده محاسبه میانتخاب

برمی شکل  قبل  کروموزوم  می  (4)گردیم.  یک  تواند 

 الگوریتم تکاملی در نظر گرفته شود.
 

1 0 1 1 

 )کروموزوم(  دی راه حل کاند کی شینما(: 4-شکل)
(Figure-4): Showing a solution (chromosome) 

خوشه  تعداد  نشانگر  کروموزوم  های  بندیطول 

،  1  هایژن دلیل آنکه  . در این کروموزم، بهاستاجماع ثانی  

از   4و    3،  1های  بندیمقدار یک دارند، فقط خوشه   4و    3

می انتخاب  ثانی  گذاشته  اجماع  ثالث  اجماع  در  و  شوند 

خوشه می و  متناظر  به  2های  بندیشوند  ژن  آنکه  دلیل 

کنار اجماع  از  است  صفر  کروموزوم  در  دوم(  ژن   )یعنی 

 شود. شود در اجماع ثالث استفاده نمیگذاشته می

رابطه   از  کروموزوم  این  کارایی  محاسبه  برای  حال 

دهد، استفاده  میبودن آرا را نشانی( که میزان پراکندگ 22)

 کنیم. می

(22)  ( ( , ) 0.5)

0.5
2

abs Co x y

x y
FitnessFunction

N

−

−=  

داده  𝑁که   و  تعداد  ,Co(xها  y)    همبستگی میزان 

)یا    yو    xهای  داده ثالث  اجماع   𝑇ℎ𝑖𝑟𝑑 𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒در 

با   داده  𝑇𝐸که  نمایش  زیر مینیز  رابطه  از  است که  شود( 

 شود.محاسبه می

||

))(),((

),(

||

1

TE

yTExTE

yxCo

TE

i

ii
==


 

(23)  

 

 اجماع جدول پس از مرحله سه(: 7-جدول)
(Table-7): Table 𝒆𝒏𝒔𝒆𝒎𝒃𝒍𝒆 after step three 

𝑇𝐸1 𝑇𝐸2 𝑇𝐸3 

2 3 1 

3 1 2 

3 1 2 

3 1 2 

2 2 1 

1 3 3 

1 3 3 

1 3 3 

2 2 1 

3 2 2 

2 2 1 

2 2 1 

2 3 1 

 

تابع  -𝑖افراز    𝑇𝐸𝑖که   و  است  ثالث  اجماع  در  زیر   λام  در 

              است.آورده شده

  







=
=

ba if  0

ba if  1
)b,a(  

(24)  

 

محاسبه   برای  را  معادله  این  که  دهید  اجازه  حال 

که   ببینیم  تا  بگماریم  کار  به  قبل  مثال  در  کارایی  میزان 

از آن جایی  کارایی کروموزوم مثال قبل چقدر خواهد شد. 

شامل   فقط  ثالث  اجماع  کروموزوم  به  بنا  که 

از اجماع ثانی است، پس اجماع    4و    3،  1  هایبندیخوشه 

یا   )به  𝑇ℎ𝑖𝑟𝑑𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒ثالث  است  زیر  یعنی    𝑇𝐸𝑖شکل 

 ام از اجماع ثالث(. -𝑖بندی خوشه 

 

 ( 7)ی افرازهای جدول همبستگ یینها سیماتر(: 8-جدول)
(Table-8): The final correlation matrix of table partitions (7) 

1 0 0 0 0.67 0.33 0.33 0.33 0.67 0 0.67 0.67 1 

0 1 1 1 0 0 0 0 0 0.67 0 0 0 

0 1 1 1 0 0 0 0 0 0.67 0 0 0 

0 1 1 1 0 0 0 0 0 0.67 0 0 0 

0.67 0 0 0 1 0 0 0 1 0.33 1 1 0.67 

0.33 0 0 0 0 1 1 1 0 0 0 0 0.33 

0.33 0 0 0 0 1 1 1 0 0 0 0 0.33 

0.33 0 0 0 0 1 1 1 0 0 0 0 0.33 

0.67 0 0 0 1 0 0 0 1 0.33 1 1 0.67 

0 0.67 0.67 0.67 0.33 0 0 0 0.33 1 0.33 0.33 0 

0.67 0 0 0 1 0 0 0 1 0.33 1 1 0.67 

0.67 0 0 0 1 0 0 0 1 0.33 1 1 0.67 

1 0 0 0 0.67 0.33 0.33 0.33 0.67 0 0.67 0.67 1 
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می تولید  را  همبستگی  ماتریس  همان  ابتدا  کنیم. 

اند.  گاه هم خوشه نبودههیچ  2  و   1بینید، داده  طور که می

نه در خوشه نه در خوشه   𝑇𝐸1بندی  یعنی  و    𝑇𝐸2بندی  و 

خوشه  در  نبوده  𝑇𝐸3بندی  نه  خوشه  هم  داده  دو  اند.  این 

داریم   ماتریس همبستگی صفر  داده در  این دو  برای  پس 

( درایه  )2و1)یعنی  و  صفر 1و2(  همبستگی  ماتریس   )

به 𝐶𝑜(1,2)عبارتی  است؛  = 𝐶𝑜(2,1) = به0 داده  (.  تبع 

این   𝑇𝐸3بندی  و خوشه   𝑇𝐸1بندی  در دو خوشه  13و    12

بوده  داده هم خوشه  و در خوشه دو  این دو   𝑇𝐸2بندی  اند 

اند. پس برای این دو داده در ماتریس  داده هم خوشه نبوده

2همبستگی  

3
  ( درایه  )یعنی  )13و12داریم  و  (  12و13( 

به  67/0ماتریس همبستگی   𝐶𝑜(12,13)ارتی  عباست؛  =

𝐶𝑜(13,12) = (؛ چراکه در دو مورد از سه مورد این دو 0

بوده خوشه  هم  در  داده  همبستگی  نهایی  ماتریس  اند. 

 است. ( آورده شده8جدول )

 پس از انجام کلیه مراحل خواهیم داشت:
 

14])1,0,1,1([ =ctionFitnessFun  (25)  
 

میبه مشابه  بهطوری  که توان  دید  و  کرد  محاسبه  راحتی 

 ( صفر است.5شده در شکل )دادهبرازندگی کروموزوم نشان

1 1 0 1 
 )کروموزم(  نامزدحل راه کی شینما :(5-شکل)

(Figure-5): Displays a candidate solution (chromosome) 
 

])1,1,0,1([0پس   =ctionFitnessFun    طرفی از  و 

بهترین   که  دید  خواهیم  سراسری  جستجوی  از  پس 

کروموزوم زیر است. میزان تابع کارایی بر روی  کروموزوم،  

 است. 21این کروموزوم 
 

1 1 0 0 
 حل )کروموزوم( راه نیبهتر شینما (:6-شکل)

(Figure-6): Showing the best solution (chromosome) 
 

کروموزوم  با  که  بهینه  همبستگی  نهایی  ماتریس 

 است. ( آورده شده9است، در جدول )( تعریف شده6شکل )

به همبستگی  ماتریس  آخر  گام  از  دست در  آمده 

به بهینه،  ثالث  ماتریس مشابهت در نظر  اجماع  عنوان یک 

اینمیگرفته در  خوشه شود.  الگوریتم  یک  بندی  صورت 

بهسلسله  جمعمراتبی  تابع  نظر  عنوان  در  نهایی  کننده 

بهمیگرفته همبستگی  ماتریس  و  را  دستشود  آمده 

گ  عنوانبه خوشه ورودی  و  بر  رفته  را  نهایی  توافقی  بندی 

همبستگی  می ماتریس  که  است  این  دیگر  حالت  گرداند. 

بهآمده  دستبه یک  را  نظر    داده  مجموعه عنوان  در  جدید 

خوشه  یک  و  این  گرفت  در  داد.  انجام  فضا  این  در  بندی 

عنوان یک ویژگی و هر  جدید، هر ستون را به  داده  مجموعه 

به  را  یک  سطر  میعنوان  نظر  در  این  داده  گیریم. 

را    داده  مجموعه  در    ؛نامیم می  فضای واسطجدید  سپس 

خوشه  الگوریتم  یک  واسط  فضای   یا   k-meansبندی  این 

fuzzy k-means دهیم. را انجام می 

 

 ( 7)ی بهینه برای افرازهای جدول همبستگ یینها سیماتر (:9-جدول)

(Table-9): The final optimal correlation matrix for table partitions 
1 0 0 0 0.5 0.5 0.5 0.5 0.5 0 0.5 0.5 1 

0 1 1 1 0 0 0 0 0 0.5 0 0 0 

0 1 1 1 0 0 0 0 0 0.5 0 0 0 

0 1 1 1 0 0 0 0 0 0.5 0 0 0 

0.5 0 0 0 1 0 0 0 1 0.5 1 1 0.5 

0.5 0 0 0 0 1 1 1 0 0 0 0 0.5 

0.5 0 0 0 0 1 1 1 0 0 0 0 0.5 

0.5 0 0 0 0 1 1 1 0 0 0 0 0.5 

0.5 0 0 0 1 0 0 0 1 0.5 1 1 0.5 

0 0.5 0.5 0.5 0.5 0 0 0 0.5 1 0.5 0.5 0 

0.5 0 0 0 1 0 0 0 1 0.5 1 1 0.5 

0.5 0 0 0 1 0 0 0 1 0.5 1 1 0.5 

1 0 0 0 0.5 0.5 0.5 0.5 0.5 0 0.5 0.5 1 

 
 

 گیری کیفیتمعیارهای اندازه -4
اندازه گ  یکی ن دو مجموعه یشباهت در ب  یریاز اشکالات 

خوشه  برچسب  برامشکل  است.  برچسب یتطب  یها  ق 

در  خوشه  با  2ها  جای مجموعه  را   ی متفاوت  یهاگشتید 

کن تا  یامتحان  به    یهاخوشهم  را  و  یمشابه  نام  ک  یک 

کن خطاب  بتوانیشماره  تا  را یم  مجموعه  دو  شباهت  م 

برایکن  یریگاندازه شکل    2مثال    یم.    9با    (7)مجموعه 

بگ نظر  را در  دارایرینمونه  و هر    3  ید که هرکدام  خوشه 

با    طورکاملبه ن دو مجموعه  ی. ااستنمونه    3  یخوشه دارا

خوشه  مشابه  حالاشده  یبندهم  در  برچسب   یند    ی هاکه 

 متفاوت است. طورکاملبهر ینظ یهاخوشه 
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9 8 7 6 5 4 3 2 1 Object 

3 3 3 2 2 2 1 1 1 Partition 1 

2 2 2 1 1 1 3 3 3 Partition 2 

 هاک مثال از مشکل تطابق برچسبی(: 7-شکل)

(Figure-7): An example of a label matching problem 

 

خوشه   یبرا برچسب  مشکل  محل  م  یتوانیها 

م و برچسب یریرا ثابت در نظر بگ  نخستبرچسب مجموعه  

آن   یهاخوشه  را  دوم  تغمجموعه  دهییقدر  تا  یر    بیشینه م 

مجموعه   با  آبه  نخستتشابه  شرایط یدست  آن  در  و  د 

افراز دو  آن  صحت(  )یا  مطابقت  به   میزان  مقدار  را  عنوان 

از    یریجلوگ  یک راه برای م.  یکن  ی تشابه دو مجموعه معرف

برچسب    𝑀𝐼روش    یریکارگ بهها  تطابق 

(𝑀𝑢𝑡𝑢𝑎𝑙 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛  )ماتراست تداخلی.   ی برا س 

ا  𝐵و    𝐴  یهامجموعه  به  بگیرا  نظر  در  که  یرین صورت  د 

خوشه  معرف  ستون   است  𝐴مجموعه    یهاسطرها  ها  و 

ر را در نظر یف زی. تعاراست  𝐵مجموعه    یهامعرف خوشه 

 د: یریبگ

𝑁𝑖𝑗درا مقدار  ,𝑖)ه  ی:  𝑗)  تعداد    استس  یماتر معرف  که 

و در خوشه   𝐴در مجموعه   𝑖است که در خوشه   یهای نمونه 

𝑗  در مجموعه𝐵 .قرار دارد 

𝑁𝑖.مقاد ردی: مجموع  نمونه ی  𝑖ف  یر  همان مجموع  در  ا  ها 

 .𝐴در مجموعه  𝑖خوشه  

𝑁.𝑗مقاد نمونهی  𝑗ر ستون  ی: مجموع  در  ا همان مجموع  ها 

 .𝐵در مجموعه  𝑗خوشه  

𝐶𝐴 مجموعه   یها: تعداد خوشه𝐴. 

𝐶𝐵 مجموعه   یها: تعداد خوشه𝐵. 

  ی هاندارد که تعداد خوشهی  چ لزومیذکر است که هانیشا

 مجموعه برابر باشد.  2

تعر به  توجه  رابطه  یبا  بالا  زبه  𝑀𝐼ف  تعریصورت  ف  یر 

 شود: یم

𝑀𝐼(𝐴, 𝐵) = ∑ ∑
𝑁𝑖𝑗

𝑁
log (

𝑁𝑖𝑗𝑁

𝑁𝑖.𝑁.𝑗

)

𝑐𝐵

𝑗=1

𝑐𝐴

𝑖=1

 
(26)  

 

 

نیست، رابطه   𝑀𝐼از آنجایی که هیچ کران بالایی بر مقدار  

(   است 𝑀𝐼که نرمال شده   اطلاعات متقابل نرمال شده را ) 

نام دارد  𝑁𝑀𝐼  1کنیم. رابطه نرمال شده بالا که  تعریف می

 : استر یصورت زبه

 

1 Normal Mutual Information 

𝑀𝐼(𝐴, 𝐵)

=

−2 ∑ ∑
𝑁𝑖𝑗

𝑁
log (

𝑁𝑖𝑗𝑁
𝑁𝑖.𝑁.𝑗

)
𝑐𝐵
𝑗=1

𝑐𝐴
𝑖=1

∑ 𝑁𝑖. log (
𝑁𝑖.

𝑁
)

𝑐𝐴
𝑗=1 + ∑ 𝑁.𝑗 log (

𝑁.𝑗

𝑁
)

𝑐𝐵
𝑗=1

 

(27)  

 

آنگاه    طورکاملبه  𝐵و    𝐴مجموعه    2اگر   باشند  مشابه 

𝑁𝑀𝐼    اگر    یک  بیشینهمقدار   طورکاملبه مجموعه    دوو 

از   مقدار  یکدیمتفاوت  باشند  برم  صفرگر    یبرا  گرداند.یرا 

را در نظر    ( 10)شده در جدول  هئارا  𝐵و    𝐴مثال مجموعه  

زیریبگ مجموعه  در  زبه  𝑁𝑀𝐼ر  ید.  محاسبه  ر  یصورت 

 : شودیم
 نوعی  داده مجموعهیک  (:10-جدول)

 

8 7 6 5 4 3 2 1 Object 

4 4 3 3 2 2 1 1 Partition A 

2 2 1 2 3 3 1 2 Partition B 

 

است. و    (8)صورت شکل  مجموعه بالا به  2س تداخل  یماتر

 برابر است با:  𝑁𝑀𝐼مقدار 
 

𝑁𝑀𝐼(𝐴, 𝐵) =
−2 × 5.5452

−11.0904 − 8.3178
≅ 0.5714 

(28)  

 

آمده برابر با همان  دستبه  𝑁𝑀𝐼شود که مقدار  یمشاهده م

 . استدو مجموعه بالا  یمناسب بر رو یگذاربرچسب 
 

 
 س تداخل یمثال ارائه شده ماتر(: 8-شکل)

(Figure-8): An example of a Confuse matrix 

 

برای  2رند دیگری  ساده  روش  ب  یریگاندازه  یک  ن  یتشابه 

ر یف زیکند. ابتدا تعاران مییر بیصورت زدو مجموعه را به 

 را ببینید:

n11 نمونه تعداد جفت  در مجموعه    ییها :  و هم    𝐴که هم 

 ک خوشه قرار دارند.  یدر  𝐵در مجموعه 

n00که هم در مجموعه    یی ها: تعداد جفت نمونه𝐴    و هم

مجموعه   خوشه    𝐵در  دو  در  در  و  دارند  قرار  متفاوت 

اچیه از  در  یکدام  هم  با  مجموعه  دو  قرار ین  خوشه  ک 

 ندارند. 
 

2 Rand 
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n10نمونه جفت  تعداد  مجموعه    ییها:  در  ک  یدر    𝐴که 

خوشه متفاوت   2در    𝐵در مجموعه    یول  ،خوشه قرار دارند

 قرار دارند.  

n01 نمونه جفت  تعداد  مجموعه    ییها:  در  ک یدر    𝐵که 

خوشه متفاوت    2در    𝐴در مجموعه    ی ول  ،دارندخوشه قرار  

دارند.   که    طورکاملبهقرار  است    n00و    n11مشخص 

در   یکسانیجه  یدهد که دو مجموعه نتیمرا نشان   یموارد

میمورد   جفت  و  یک  ب  یموارد  n10و    n01دهند  ان  یرا 

ک جفت  یدر مورد    ی ج متفاوتیکند که دو مجموعه نتایم

م  بهیخاص  𝑁(𝑁−1)  ی کلطور  دهند. 

2
متفاوت     نمونه  جفت 

 وجود دارد؛ لذا:  یعضو 𝑁ک مجموعه یدر 
 

(29) n00 + n01 + n10 + n11 =
𝑁(𝑁 − 1)

2
 

 

 شود:یف میر تعریصورت زبه Rand و رابطه
 

(30)  𝑟(𝐴, 𝐵) =
n00 + n11

n00 + n01 + n10 + n11

=
2 × (n00 + n11)

𝑁(𝑁 − 1)
 

 

متشابه مقدار    طورکاملبهدو مجموعه    یازابه  Rand  رابطه

چ  یمجموعه متفاوت باشند ه  2اگر    ی گرداند ولیرا بر م  1

 دهد. ینم یمقدار منطق

زمانیع  𝑅𝐴1 رابطه در  رند  رابطه  مجموعه   2که    یب 

م رفع  را  باشند  و  ینامتشابه  منطقیکند  مقدار  قابل    ی ک 

  ی د که دو مجموعه و با تعدادیفرض کن گرداند.یدفاع بر م

نمو تعداد  با  دارخوشه  برابر  مجموعه ینه  دو  اگر  م. 

الگور  طورکاملبه باشند  رابطه    ARتم  ینامتشابه  همانند 

NMI    بر م  0مقداری نزدیک مانند ه  [11 , 1]گرداند  یرا 

قسمت  یتعار به  مربوط  محاسبه    NMIف    ARرابطه 

 شود: یان میر بیصورت زبه

(31) 
𝐴𝑅(𝐴, 𝐵) =

∑ ∑ (
𝑁𝑖𝑗

2
)

𝑐𝐵
𝑗=1

𝑐𝐴
𝑖=1 − 𝑡3

1
2

(𝑡1 + 𝑡2) − 𝑡3

 

 که  
(32)  

𝑡1 = ∑ (
𝑁𝑖.

2
)

𝑐𝐴

𝑖=1

;  𝑡2 = ∑ (
𝑁.𝑗

2
)

𝑐𝐵

𝑖=1

; 

𝑡3 =
2𝑡1𝑡2

𝑁(𝑁 − 1)
 

 

 شود با:یبرابر م  AR نمونه در مثال قبل مقدار یبرا
 

(33) 
𝐴𝑅(𝐴, 𝐵) =

2 −
8
7

1
2

(4 + 8) −
8
7

=
3

17
 

 

 

1 Adjusted Rand 

 استشر  یار فیبندی، معمعیاری دیگر در ارزیابی یک خوشه

که در بخش روش پیشنهادی معرفی شد. رابطه این معیار  

   است.در زیر آورده شده

 

خوشه   𝐾𝑃که   𝑁𝑖است؛    Pافراز    یهاتعداد 
𝑃  دهنده  نشان

𝑁𝑗است؛    Pام از افراز  -iموجود در خوشه    یهاتعداد داده
𝐿  

افراز  -jموجود در خوشه    یهادهنده تعداد دادهنشان از  ام 

L    است؛𝑁𝑖𝑗
𝑃𝐿   که مشترکا در   ییهادهنده تعداد دادهنشان

قرار دارد؛    Lام از افراز  -jو در خوشه    Pام از افراز  -iخوشه  

𝑁  را نشانتعداد کل داده از ک جایی  τدهد؛  یمها  گشت 

 .است 𝑁ک تا  یاعداد 

افراز   دو  برچسب    𝑃اگر  مشابه    طورکاملبه  𝐿و 

آنگاه   افراز  ی  یعنیمم  یمقدار ماکز  𝐹𝑀باشند  اگر دو  ک و 

از    طورکاملبه را یکدیمتفاوت  صفر  مقدار  باشند  گر 

مقدار  یبرم بالا  مثال  برای  زیر    𝐹𝑀گرداند.  در  برگشتی 

 است.محاسبه شده

 
بندی  نتیجه تطبیق بین نتایج یک الگوریتم خوشه (:9-شکل)

که   داده مجموعهها در یک های واقعی نمونهفرضی و برچسب

 خوشه  3نمونه و  1500دارای 

(Figure-9): The result of matching the results of a 

hypothetical clustering algorithm and the actual tags of the 

samples in a data set containing 1500 samples and 3 clusters. 
 

 NMIو   FM  ،ARسه سه روش  یمقا •

از   یج بهترینتا  طورتقریبیبه  NMIو    FM  ،ARسه روش  

مید  یهاروش نیگر  و  تطب  یاز یدهند  برچسب  ق  یبه 

  ی ر سعیمتفاوت ندارند. در شکل ز  یهامجموعه  یاهخوشه 

ارائه مقا تر  م تا روش مناسبین سه روش داریب  یاسهیدر 

بیشتر مد نظر قرار دهیم. برای ارائه    ی مطالعات آت  یرا برا

(34) 𝐹𝑀(𝑃, 𝐿)

= 𝑚𝑎𝑥
𝜏

∑

2 × 𝑁𝑖
𝑃 ×  (

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝑖
𝑃 ×

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝑁 × (
𝑁𝑖𝜏(𝑖)

𝑃𝐿

𝑁𝑖
𝑃 +

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝐾𝑃

𝑖=1

 

(35) 𝐹𝑀(𝑃, 𝐿) = 0.5147 
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پاره بیان  در  سعی  ابتدا  شکل  این  مطالب نتایج    ای 

ابتدا  نماییم می دست  داده  مجموعهک  ی.  را  ساز  مصنوعی 

خوشه است در نظر بگیرید. در    3نمونه و    1500  یکه دارا

داده  داده  مجموعه این   توزیع  خوشه مصنوعی  سه  در  ها 

خوشه   هر  در  یعنی  است؛  دارد.    500یکسان  وجود  داده 

برچسب  کنید  این  فرض  با    داده  مجموعه های  نشان    Tرا 

کنید   فرض  همچنین  داده    T𝑖دهیم.  است.  -𝑖برچسب  ام 

اگر    1برابر    T𝑖پس   1است  ≤ 𝑖 ≤ است   2باشد؛    500

501اگر   ≤ 𝑖 ≤ و    1000 اگر    3باشد؛  1001است  ≤

𝑖 ≤  باشد.  1500

 

ج یک  ین نتایق بیجه تطبیمیزان ناپایداری در نت (:10-شکل)

 بندی فرضی الگوریتم خوشه

(Figure-10): The degree of instability as a result of matching 

the results of a hypothetical clustering algorithm 
 

بر    Xبندی  حال فرض کنید که یک الگوریتم خوشه 

این   کرده  داده  مجموعه روی  اجرا  خروجی مصنوعی  ایم. 

با   فرض  بر  الگوریتم  این  شود.    Aفرضی  داده  نشان 

کنید   فرض  داده    A𝑖همچنین  است.  -𝑖برچسب  ام 

1است اگر    2برابر    A𝑖همچنین فرض کنید   ≤ 𝑖 ≤ 500  

اگر    3باشد؛   501است  ≤ 𝑖 ≤ و    1000 است   1باشد؛ 

1001اگر   ≤ 𝑖 ≤ (،  FMباشد. حال معیار فیشر )  1500

 ( نرمال شده )ARاندیس رند  متقابل  یا اطلاعات   )NMI  )

را محاسبه کنیم، پی خواهیم برد که دقت این   Tو    Aبین  

بهاس   %100الگوریتم   اکنون فرض کنید   𝐸𝑟𝑟𝑜𝑟اندازه  ت. 

خطا   الگوریتم  این  است(،  دلخواه  عددی  مقدار  این  )که 

𝐸𝑟𝑟𝑜𝑟اگر   دارد. مثلاً  =   𝑟  ،𝑝باشد، سه مقدار تصادفی   3

را با    A𝑟و    A𝑞  ،A𝑝سپس  ،  انتخاب  1500تا    1را بین    𝑞و  

می جایگزین  دیگر  یکی  مقادیری  آنها  مقدار  یعنی  کنیم؛ 

مثالکنیم.  اضافه می زیاد می  𝐴𝑞  برای  یکی  اگر  را  کنیم؛ 

دهیم، اگر دو باشد، آن را یک باشد، آن را به دو تغییر می

دهیم و اگر سه باشد، آن را به یک تغییر به سه تغییر می

 توان گفت:طور خلاصه میدهیم. بهمی
 

(36) 𝐴𝑞 = (𝐴𝑞 + 1) 𝑚𝑜𝑑 3 

(37) 𝐴𝑝 = (𝐴𝑝 + 1) 𝑚𝑜𝑑 3 

(38) 𝐴𝑟 = (𝐴𝑟 + 1) 𝑚𝑜𝑑 3 
 

های تصادفی  سه مقدار )در موقعیت  Aحال که در  

𝑟  ،𝑝    و𝑞  با )𝑇    ،متفاوت است𝐹𝑀  ،𝐴𝑅    یا𝑁𝑀𝐼  ترتیب به

می اگر  محاسبه  𝑟کنیم.  = 782  ،𝑝 = 𝑞و    1467 =

 50/99،  83/99ترتیب  به  𝑁𝑀𝐼و    𝐹𝑀  ،𝐴𝑅  باشد،  1186

اگر    14/99و   بود.  خواهند  𝑟درصد  = 772  ،𝑝 =  و   905

𝑞 = ، 99.87ترتیب  به  𝑁𝑀𝐼و    𝐹𝑀  ،𝐴𝑅  باشد،  1262

درصد خواهند بود. به همین ترتیب صد   43/99و    60/99

موقعیت برای  مقادیر  با صد مجموعه  روال  این  های  مرتبه 

کار را تکرار کرده و صد مجموعه مقادیر    𝑞و    𝑟  ،𝑝تصادفی  

می  𝑁𝑀𝐼و    𝐹𝑀  ،𝐴𝑅برای   نهایت  محاسبه  در  کنیم. 

به که  را  مقدار  صد  این  با  میانگین  μترتیب 
𝐹𝑀
3  ،μ

𝐴𝑅
و    3

μ
𝑁𝑀𝐼
 𝑁𝑀𝐼و    𝐹𝑀  ،𝐴𝑅عنوان مقادیر  دهیم، بهنشان می  3

خطا   سه  𝐸𝑟𝑟𝑜𝑟) با  = می  (3 نظر  همچنین  در  گیریم. 

σ𝐹𝑀ترتیب با  معیار همان صد مقدار را که بهانحراف 
3  ،σ𝐴𝑅

3  

σ𝑁𝑀𝐼  و
  𝐹𝑀  ،𝐴𝑅عنوان خطای مقادیر  دهیم، بهنشان می  3

𝐸𝑟𝑟𝑜𝑟وقتی که سه خطا )   𝑁𝑀𝐼و   = ( داریم در نظر  3

، مقادیر  صد تا    صفرگیریم. اکنون با تغییر مقدار خطا از  می

μ
𝐹𝑀
Error  ،μ

𝐴𝑅
Error    وμ

𝑁𝑀𝐼
Error  ،σ𝐹𝑀

Error  ،σ𝐴𝑅
Error    وσ𝑁𝑀𝐼

Error    را

می شکلمحاسبه  در  و  نمایش    (10و    9)های  کنیم 

 دهیم. می

 

 استاندارد مورد استفاده یهاداده مجموعه یها از مشخصه یاخلاصه(: 11-جدول)

(Table-11) Summary of the characteristics of the standard data set used 

 تعداد نمونه  تعداد ویژگی تعداد کلاس  داده  مجموعه

wine 3 13 178 

breast-cancer 2 9 683 

bupa 2 6 345 

galaxy 7 4 323 

glass 6 9 214 
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halfring 2 2 400 

iris 3 4 150 

ionosphere 2 34 351 

saheart 2 9 462 

yeast 10 8 1484 

 

 های گوناگون ها در مقابل روشداده مجموعهمیانگین دقت بر روی تمام (:12-جدول)

 (Table-12): Average accuracy of all data sets versus different methods 

 
 های گوناگون ها در مقابل روشداده مجموعهمیانگین اطلاعات متقابل نرمال شده بر روی تمام (: 13-جدول)

 (Table-13): Average normalized mutual information on all data sets versus different methods 

 

 

 توابع توافقی هاالگوریتم  دقت

 مجمع کامل 68.35

Single Linkage 68.86 GA 

68.42 SA 

68.88 PSO 

 مجمع کامل 68.35

Fuzzy k-means 68.86 GA 

68.42 SA 

68.88 PSO 

 مجمع کامل 52.20

HGPA 53.12 GA 

53.32 SA 

53.38 PSO 

 مجمع کامل 63.20

MCLA 63.21 GA 

63.20 SA 

63.25 PSO 

 مجمع کامل 65.60

CSPA 65.60 GA 

64.98 SA 

65.54 PSO 

 توابع توافقی هاالگوریتم  اطلاعات متقابل نرمال شده 

 مجمع کامل 43.15

Single Linkage 
43.18 GA 

42.98 SA 

43.15 PSO 

 مجمع کامل 41.35

Fuzzy k-means 
44.52 GA 

42.89 SA 

44.67 PSO 

 مجمع کامل 35.10

HGPA 
35.17 GA 

33.87 SA 

35.38 PSO 

 مجمع کامل 38.56

MCLA 
39.85 GA 

39.87 SA 

39.82 PSO 

 مجمع کامل 39.60

CSPA 41.25 GA 

38.99 SA 

41.31 PSO 
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 های گوناگون  ها در مقابل روشداده مجموعهمیانگین معیار فیشر بر روی تمام  (:14-جدول)

(Table-14): Fisher's average criterion for all data sets versus different methods 

 توابع توافقی هاالگوریتم  معیار فیشر

 مجمع کامل 70.10

Single Linkage 71.09 GA 

70.85 SA 

71.15 PSO 

 مجمع کامل 67.78

Fuzzy k-means 69.36 GA 

69.38 SA 

69.41 PSO 

 کاملمجمع  58.15

HGPA 60.25 GA 

56.50 SA 

59.69 PSO 

 مجمع کامل 68.75

MCLA 68.72 GA 

68.50 SA 

68.70 PSO 

 مجمع کامل 69.87

CSPA 70.25 GA 

70.08 SA 

70.46 PSO 

 

( ب8شکل  نتانی(  تطبیگر  بیجه  نتایق  ک  یج  ین 

برچسب  𝑋فرضی    یبندخوشه تم  یالگور   ی واقع   یهاو 

 3نمونه و    1500  یکه دارا  داده  مجموعهک  یها در  نمونه 

  ی روش  ییدر شناسا  یشکل بالا سع  ی. با بررساستخوشه  

نتیدار که  دقیم  نزدقیجه  و  واقع به  یترکیتر    ی دقت 

دارد.  دست)به  یبندخوشه  میزان خطا(،  اساس  بر  در  آمده 

نتایا بخش  بهین  پ   یریکارگج    ی رو  یشنهادیروش 

پارامترهامختلف    یهاداده  مجموعه  استفاده    یو  مورد 

شده پ   است.گزارش  مح  یشنهادی روش  ط یدر 

𝑀𝐴𝑇𝐿𝐴𝐵7.1  آزما  یسازادهیپ مورد  گرفته ی و  قرار  ش 

مستقل    یاجرا بار    10ن  ی انگیم  یرو  هاشیآزماج  ینتا  است.

شده گزارش  روشبرنامه  عملکرد  مختلف   یهااست. 

دقت،  با    یبندخوشه  معیار،  𝐹و    𝑁𝑀𝐼سه  − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒  

( بیانگر این  14( و )13(، )12جداول )  .استمحاسبه شده

مشاهده  استموضوع   چنانچه  نه  شود،می.  تنها  نتایج 

نیز   بهبود  موارد  اغلب  در  بلکه  نداشته،  است. یافتهکاهش 

خوشه  ذوب انتخاب  و  ژنتیک  الگوریتم  دو  با  اولیه  های 

انتخاب   در  پیشنهادی  روش  عملکرد  بهبود  به  فلزات 

خوشه خوشه   ترینبهینه  در  ترکیب  برای  اولیه  بندی  های 

شایانی   کمک  الگوریتم  کند مینهایی  اعمال  درعمل   .

خوشه  انتخاب  برای  مجموعهتکاملی  دو  خوشه ها،  های  ی 

آید. نتایج مجمع  دست میهای غیر پایدار بهو خوشه   پایدار

خوشه که  مجمعی  و  با  کامل  را  الگوریتم   یریکارگبههای 

𝐹و    𝑁𝑀𝐼کند بر حسب  تکاملی انتخاب می − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒  

های گوناگون محاسبه و برای  داده  مجموعهو دقت بر روی  

  داده مجموعه  10سهولت در تحلیل، میانگین نتایج بر روی  

)در   )12جداول   ،)13( و  شده  (14(  است.  آورده 

 استاندارد  هایدادهمجموعه شده  استفاده  یهادادهمجموعه 

UCI  ایدن  ریتمام مطالعات اخج  ینتا  طورتقریبیبهکه    است 

زم ها  دادهمجموعه ن  یا  یری کارگبهبا    یبندخوشه  نهیدر 

م پ   شوند.یگزارش  رو  یشنهادیروش   10  یبر 

ش قرار گرفته  یشده مورد آزمااستاندارد نرمال  دادهمجموعه 

برا آزما  یاست.  سعشیانجام  تا  شده  یها  است 

تعداد  دادهمجموعه  لحاظ  از  وها ردهها  تعداد  و  یژگی،  ها 

نمونه یهمچن تعداد  از  ن  برخوردار   یپراکندگ  بیشینهها 

نتا  تا  آزمایباشند  داراشیج  ممکن  تا حد  و    یها  استحکام 

تعم باشد.یقابل  نرمالیعمل  یبرا  م  از یسازات  کدام  هر   ،

انس  ین صفر و واریانگیها با مدادهمجموعهن  یا  یهایژگیو

شده،  N (0,1)ک،  ی برااندنرمال  ا  ی.  ن یهمه 

از  ها  نمونه  یواقعها و برچسب  ها، تعداد خوشهدادهمجموعه 

نمونهیبنابرا  ؛ قبل معلوم هستند درست  که    یی هان، درصد 

بهاندشدهداده  صیتشخ مع،  کارایعنوان  روش    ییار 

قرار گرفته است.  یبندخوشه  استفاده  از    مورد  درواقع بعد 

مس بأ حل  تناظر  برچسبیله  و  دستبه  یهان  آمده 

میواقع  یهاخوشه  تعی،  را  خطا  نرخ  کرد.  ییتوان  در ن 

 K-meansتم  یالگور  یریکارگبهمورد    یهاروش  یتمام

ه  یج اولیاست. تعداد نتا ه استفاده شدهیتم پایعنوان الگوربه

.  است  120ها ثابت و برابر با  ز در تمام روشید شده نیتول

ا دستکاریدرواقع  با  تعداد  الگور  kپارامتر    ین  -Kتم  یاز 

means  ابه به  است.  آمده  گروه  ی دست  چهار  که  ن صورت 
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  ی هاه، با در نظر گرفتن تعداد خوشهیج اولیاز نتا  یی تاسی

ا توسط  استفاده  الگوریمورد  اندازهتم  ین  ،  k  ،k+1  یهابا 

k+2    وk+3  شده همچنحاصل  برایاست.  جاد  یا  ین، 

نتایب  یپراکندگ در  اولیشتر  نمونه ی ج  از  بدون   یبرداره 

نرخ    یجاگذار شده  %50با  برایهمچن  است.استفاده    ی ن، 

بر روی ماتریس    1اتصال منفرد  ساختن افراز نهایی از روش

روش   روش  Fuzzy K-meansهمبستگی،  پاهای  و    ه یبر 

شده  CSPAو    HGPA  ،MCLAگراف     است. استفاده 

( خلاصه11جدول  از  (  مورد    داده  مجموعهای  استاندارد 

 دهد. مینشانرا  ها استفاده در آزمایش 

میچنان  مشاهده  میانگین  در  اغلب  چه  در  شود، 

بهبود کارایی حاصل شده نتیجه می  ؛استموارد  گیریم  لذا 

نه خوشه که  کاهش  انتخابتنها  کاهش  های  باعث  شده 

در   نیز  را  کارایی  افزایش  بلکه  است  نشده    تر بیشکارایی 

 است. موارد موجب شده

ادام در  کار  این  که  جهت  آن  از  کاری   ةهمچنین 

که   انجام شده  درقبلاست  مینایی  و  علیزاده  است،  توسط 

ای بین این کار با کار آنها و همچنین کار پیشتر از  مقایسه

شده انجام  عظیمی  آقای  توسط  صورت آنکه  است، 

 است.پذیرفته

جدول   در  دقت  نظر  از  پیشنهادی  روش  چه  اگر 

توان ادعایی  هنوز نمی  اماها بوده  ، بهتر از سایر روش(15)

است پیشنهادی  روش  روش،  بهترین  اینکه  بر    ، دال 

نبوده  نمی تصادفی  نتایج  این  آیا  باید دید که  توان داشت. 

اولیه   مقداردهی  و  پارامترها  دوباره  تغییر  با  که  باشد 

بهالگوریتممتفاوت   نتایج  نخواهد  گونهها،  رقم  دیگر  ای 

تر و پی بردن به این نکته که آیا  خورد. برای بررسی دقیق

با  برتری  روش  این  از  یکی  به  باید  است،  های  معنی 

روش    سنجیراستی  از  اینجا  در  برد.  پناه  آماری 

می  سنجیراستی  استفاده  فریدمن  روش  آماری  این  کنیم. 

بر   دلیل  این  به  چندین  میرا  مقایسه  مناسب  که  گزینیم 

ها را  زمان است. این روش هر یک از روشطور همروش به

کند و  مرتب می  داده  مجموعه بر اساس کارایی آنها در یک  

گیرد و رتبه  در نظر می  1رتبه روشی با بیشترین کارایی را  

ها است( در  تعداد روش   𝑀)  𝑀روشی با کمترین کارایی را  

های یکسان  در مواردی که چند روش با رتبه  گیرد.نظر می

آنها در نظر گرفته برای  رتبه  برای  میباشد، میانگین  شود. 

دارای دومین و سومین کارایی در    𝐵و    𝐴مثال اگر روش  

رتبهبین روش باشند، یعنی  آنها  ها  باشد، ولی    3و    2های 

رتبه باشد،  برابر  آنها  بهکارایی  آنها  برابر  های  و    5/2ترتیب 

 

1 Single Linkage 

 

 مده است. آخواهند بود. در ادامه این روش به تفصیل  2.5

ها  دارد که روشفرضیه صفر روش فریدمن بیان می

دادن اینکه  تفاوت با معنی ندارند. برای رد این فرضیه نشان

 شکل زیر اقدام کنیم: ها تفاوت با معنی دارند، باید بهروش

کنید   فرض  𝑟𝑖ابتدا 
𝑗  دهن روش  نشان  رتبه  در -𝑖ده  ام 

ام از رابطه -𝑗ام باشد. میانگین رتبه روش  -𝑗  داده  مجموعه 

 شود.  محاسبه می (39)
 

رتبهم روشیانگین  همه  میهای  محاسبه  را  کنیم.  ها 

𝑘له  أ درجه آزادی مس − گر تعداد  نشان  𝑘است که    1

چون  روش است.  آزادی   ششها  درجه  داریم،  روش 

𝜒𝐹. حال با رابطه ذیل مقدار  است  5له  أ مس
 ةرا از رابط  2

 کنیم. ( محاسبه می40)
 

 

رابطه   محاسبه  مقدار  (13)با   ،𝜒
𝐹
خواهد    16/10برابر    2

جدول   در  ما  انتظار  مورد  مقدار  از  مقدار  این  که  شد 

آزادی   درجه  با  چای  برابر    5توزیع  است   489/9که 

نتیجه  این  به  و  شده  رد  صفر  فرض  پس  است.  بیشتر 

روش  های اختلافرسیم که  می با بین  از  استمعنی    ها   .

،  مجمع کاملهای  جا که رتبه متوسط هر یک از روشآن 

GA  ،SA  ،PSO  ،بهمیعظو    زاده یعل ،  2.1،  2.3ترتیب  ی 

روش    3.8و    3.5،  2.0،  3.4 پس  بابه  PSOاست.    شکل 

 ها بهتر است.معنایی از سایر روش

 

پایه تمیالگور  با  سه یمقا   ج ینتا  (11)شکل  :  مقاوم   های 

راخوشه   الگوریتم  سهیمقا پیشنهادی  ترکیبی   سه  با  بندی 

  های دادهمجموعه  اساس  بر   مقاومپایه    یبندخوشه   تمیالگور

نظر شکل،.  دهدمینشان  مورد    و   (𝑚𝑒𝑎𝑛)   میانگین   این 

 بندیخوشه   اعتبار  (𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑖𝑣𝑖𝑎𝑡𝑖𝑜𝑛)   معیارانحراف 

بیان شده  هاداده  مجموعه  این  برای  الگوریتم  هر .  استنیز 

می با  به  بندیخوشه  اعتبار  که  کنیم مشاهده  آمده  دست 

  به   نزدیک  یا  بندی ترکیبی پیشنهادی برترخوشه   الگوریتم

از  نتایج   بهترین   این .  است  دیگر  الگوریتم  سه  حاصل 

  تواند می  پیشنهادی  الگوریتم  که  گویندمی  ما  به  آزمایشات

الگوریتمدستبه  مقاوم  نتایج توسط  بندی  خوشه   هایآمده 

 . تولید کند مقاوم را

(39) 
𝑅𝑗 =

1

𝑁
∑ ri

j

N

i=1

 

(40) 
𝜒𝐹

2 =
12𝑁

𝑘(𝑘 + 1)
(∑ 𝑅𝑗

2

𝑘

𝑗=1

−
𝑘(𝑘 + 1)2

4
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در   پیشنهادی  روش  روشارزیابی  با  های مقایسه 

 های پیچیده: داده  مجموعهرقیب بر روی 

آزمایش از  در  ما  واقعی    داده  مجموعه   10های  معیار 

 :[55]است استفاده شده

Semeion    (،  رده   10ویژگی و    256نقطه داده ،    1593)با

ویژگی و    649نقطه داده ،    2000)با   (MF) چندین ویژگی

نقطه داده،    2310)با   (IS) (، تقسیم بندی تصویررده  10

و    19 Forest(،  رده  7ویژگی  − Cover − Type (FCT) 

داده،    3780)با   و    54نقطه  )با    MNIST  (، ردهویژگی 

(، تشخیص رقمی  رده  10ویژگی و    784نقطه داده،    5000

(،  رده  10ویژگی و    64نقطه داده،    5620)با    (ODR)نوری  

ویژگی و    36نقطه داده،    6435)با   (LS) ماهواره لندست

  26ویژگی، و    617نقطه داده،    7797)با    SOLET  (، رده  6

پایه  بندیخوشه   USPS(،  رده های  الگوریتم  وسیلةبههای 

 شوند. تولید می fuzzy c-meansو  k-meansبندی خوشه 

 

 
 " قوی" بندیهای خوشهالگوریتم با مقایسه(: 11-شکل)

(Figure-11): Comparison with Strong Clustering Algorithms 
 

-fuzzy cو  k-meansبندی در صورت استفاده خوشه CLWGC بندی پیشنهادی بامقایسه عملکرد الگوریتم خوشه (:15-جدول)

means های رقیب بندی پایه و سایر روش عنوان الگوریتم خوشهبه 
(Table-15): Comparison of the performance of the proposed clustering algorithm with CLWGC in case of using k-means 

clustering and fuzzy c-means as the basic clustering algorithm and other competing methods. 

PROPOSED 

Berikov Chen 

RCESCC 𝜋𝐺𝑁𝐷 

CLWGC 

with 

fuzzy c-

means 

CLWGC 

with 

k-means 
Dataset 

70.40 56.30 69.22 67.43 68.59 66.43 66.81 Semeion 
73.10 58.04 71.32 70.15 69.28 69.13 68.89 MF 
68.59 54.05 69.11 67.22 62.71 67.26 67.05 IS 
34.89 22.21 33.35 30.23 26.19 23.38 23.31 FCT 
68.23 55.43 69.44 67.02 66.16 64.16 65.26 MNIST 
85.76 64.23 86.21 84.04 85.50 82.57 83.12 ODR 
63.89 55.54 64.45 63.15 65.60 61.42 63.28 LS 
78.90 72.18 76.92 77.19 77.71 75.51 76.38 ISOLET 

69.50 62.17 68.28 67.20 67.12 65.56 65.68 USPS 

47.85 38.17 48.11 43.42 47.07 41.69 41.47 LR 

65.90 53.83 65.64 63.70 63.59 61.71 62.12 Average 

 

های مختلف را در  نتایج میانگین عملکرد روش  ( 8)جدول  

از   نظر    30بیش  از  مختلف  و   کردهمقایسه    NMIاجرای 

نشان داده روش پیشنهادی عملکرد بهتری نسبت به سایر  

  رقبا دارد.

 

 گیری نتیجه -5
م  یارائه کرد  یبیترک  یبنددر خوشه   ین مقاله ما روشیدر ا

نوع هر   اساس  بر  را  انتخاب خود    داده مجموعهکه کیفیت 

مییتغ ابتدا  یر  شده  ارائه  روش  خوشه یدهد.   یبندک 

میاول  یبیترک انجام  پراکندگیه  اساس  بر  سپس  و    ی دهد 

نتایب الگورین  خوشه یاول  یبندخوشه   ی هاتمیج  و    ی بنده 

های ممکن در هر  ه اقدام به کاوش در انتخابیاول  یبیترک

انتخاب  کندمی   داده  مجموعه  بهترین  با  ادامه  در   .

نتا  یارمجموعه یز اولیاز  مبنایج  بر  که  الگوریتم   یه 

را    یی نها  یبندسپس خوشه   کند؛ می ای یافته شده،  مکاشفه

رو انتخابیز  یبر  برارمجموعه  آوردن دستبه  یشده 

م  یینها  یهاخوشه  ارائهیانجام  روش  بهدهد.  خاطر شده 

  برپایة شده را  ه انجامیاول  یهایبنداز خوشه   ینینکه گلچیا

  ، کند یم  یینها  یبیترک  یبند وارد خوشه   داده  مجموعه هر  

0
0.2
0.4
0.6
0.8
1
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  یی اگر کارآمده نشاندستبه  ی تجربج  ی. نتا استا  یپو  یروش

 . استاطلاعات  یبندشده در خوشه روش ارائه یی و توانا

 

 آیندهکارهای  -6
ارائه آینده  روش  روی  به  وسیعی  مطالعاتی  زمینه  شده 

خوشه الگوریتم  میهای  باز  مفهوم بندی  واردکردن  کند. 

خوشه  در  از  فازی  یکی  ترکیبی  ی  یها ایده  نخستینبندی 

که   قرار میاست  بررسی  مورد  آینده  مطالعات  در  تواند 

ها یکی از اقدامات ضروری در زمان  سازی دادهگیرد. نرمال

فاصله اقلیدسی است. از آنجا که هیچ تضمینی    یریکارگبه

خوشه  کیفیت  بهبود  هنگام  برای  در    ی ریکارگبهبندی 

  طورمعمول بهها وجود ندارد،  سازی دادههای نرمالالگوریتم 

خود را بر روی   هایشده گزارشبندی ارائههای خوشه روش

لذا یکی دیگر از   ؛دهند های خام و غیر نرمال ارائه میداده

مورد مطالعه قرار   ینده تواند در مطالعات آی که مییهاایده

اختصاص برای  پویا  روش  یک  پیداکردن  یک گیرد،  دادن 

نرمال هر  وش  به  مهم  ؛است  داده  مجموعهسازی  ترین  اما 

ارائهرسد مینظر میعاملی که به نحو شده را بهتواند روش 

ارائه روش هوشمندی است که تولید   ،مطلوبی بهبود بخشد

نتایج اولیه را نیز هدایت کند. به این معنی که سعی کند  

نشده  های پوشش دادهای تولید کند که ضعفتا نتایج اولیه

 نتایج اولیه دیگر را پوشش دهد. 
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نرمکارشناسی رشته  دانشگاه  ارشد  از  افزار 

وی   است.  تحقیقات  و   اکنون همعلوم 

اسلامی   آزاد  دانشگاه  دکترای  دانشجوی 

کامپیوتر  رشته  در  دانشگاهی  واحد  چندین  در  و  بوده 

  .استمشغول به تدریس 

 نشانی رایانامه ایشان عبارت است از:
s.abbasi680@gmail.com 
 
 

 

مدرک کارشناسی خود   تیانصمد نجا

سال   در  مهندسی    1382را  رشته  در 

دانشگاه   از  الکترونیک  گرایش  برق 

و مدرک    بلوچستان  سیستان  و 

 1386ارشد خود را در سال  کارشناسی

  مشهد در رشته مهندسی برق گرایش مخابرات از دانشگاه  

مدرک دکتری خود را در رشته مهندسی   1393و در سال  

د از  مخابرات  گرایش  صنعتیبرق    دریافت   مالزی  انشگاه 

ت علمی گروه برق  ئاکنون دانشیار و عضو هیکرد. وی هم

یاسوج   واحد  اسلامی  آزاد  حوزهاستدانشگاه  های  . 

برق  ایشان  الگوریتم  -تخصصی  بهینهمخابرات،  سازی، های 

خوشه طبقه  و  دادهبندی  است. بندی  مصنوعی  هوش  و  ها 

از   بیش  تاکنون  در    110وی  علمی  و  مقاله  نشریات 

چاپ  کنفرانس به  خارجی  و  داخلی  معتبر  های 

 است.رسانیده
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سال   در  مهندسی    1385را  رشته  در 

نرم گرایش  دانشگاه  کامپیوتر  از  افزار 

مدرک   و  اهواز  چمران  شهید 

دکترکارشناسی و  در اارشد  را  خود  ی 

در رشته مهندسی کامپیوتر گرایش    1392و    1387سال  

کرد.    دریافتهوش مصنوعی از دانشگاه علم و صنعت ایران  

از   بیش  تاکنون  و    150وی  نشریات  در  علمی  مقاله 
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باقری الله  کارشناسی    فردکرم  مدرک 

در رشته مهندسی    1384خود را در سال  

نرم گرایش  دانشگاه  کامپیوتر  از  افزار 

کارشناسی مدرک  و  و  اصفهان  ارشد 

به ادکتر را  خود  سالی  در  های  ترتیب 

نجف  1395و    1387 دانشگاه  رشته از  در  اراک  و  آباد 

نرم  گرایش  کامپیوتر  کردافزار  مهندسی  از دریافت  وی   .

هیت   1385سال   عضو  مهندسی  ئاکنون  بخش  علمی  ت 

های  کامپیوتر دانشگاه آزاد اسلامی واحد یاسوج است. حوزه

داده ایشان  و ستخصصی  ماشین  یادگیری    های امانهکاوی، 

از   بیش  تاکنون  علمی    80پیشنهاددهنده است. وی  مقاله 
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 است. چاپ رسانیده

 نشانی رایانامه ایشان عبارت است از:
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اکنون  ادکتر هم  ایشان  است.  ریاضی  ی 

هی اسلامی  ئعضو  آزاد  دانشگاه  علمی  ت 

از  بیش  تاکنون  وی  است.  یاسوج  واحد 

و    70 نشریات  در  علمی  مقاله 
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