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 دهیچک
ایجاد گروه و  ها، امکانتلگرام به دلایلی همچون پشتیبانی از زبان بازی مبتنی بر رایانش ابری است.رسان متنتلگرام سرویس پیام

های تلگرامی وجود دارد های متنی زیادی که در گروهداده. شد لیتبدرسانی محبوب و پرکاربرد ، به پیامکاربران متعددکانال با تعداد 

تواند سودمند باشد. لذا با ی کاربران میهاامیپی موجود در هادرخواست ها، نظیرحاوی دانش پنهانی هستند. استخراج این دانش

این امر موجب  کرد کههایشان کمک به خواستهها توان به نیازهای کاربران پاسخ داد و به دسترسی سریع آنها میشناسایی درخواست

از طریق انتخاب ویژگی  هایژگیوی متنی، کاهش هادادهدر  هایژگیوبا توجه به ابعاد بالای فضای . شودیموکار کاربران توسعه کسب

و ترکیب پرکاربردترین  د. با بررسیشمبتنی برفیلتر محلی و سراسری انتخاب  روشی انتخاب ویژگی، دو هاروشیابد. از ضرورت می

دقت در  شیافزاها سبب . این روش ترکیبی، با کاهش بهینه ویژگیمیافتی دست تیبااهمی هایژگیوای از بهینه رمجموعهیزها به آن

 د.شمحاسبات  و آموزشزمان  کاهش ،بندی متنافزایش کارایی دسته، درخواستشناسایی 
 

 یادگیری ماشینبندی، کاوی، دقت دستهانتخاب ویژگی، متن واژگان کلیدی:

 

A General Investigation on the Combination of Local and 

Global Feature Selection Methods for Request 

Identification on Telegram 
 

Zahra Khalifeh zadeh & Mohammad Ali Zare-Chahooki* 

Department of Computer Engineering, Faculty of Engineering, Yazd University, Iran 
 

Abstract 
Nowadays, the use of various messaging services is expanding worldwide with the rapid development of 

Internet technologies. Telegram is a cloud-based open-source text messaging service. According to the 

US Securities and Exchange Commission and based on the statistics given for October 2019 to present, 

300 million people worldwide used telegram per month. Telegram users are more concentrated in 

countries such as Iran, Venezuela, Nigeria, Kenya, Russia, and Ukraine. This messenger has become a 

popular and extensively used messenger because it supports various languages and provides diverse 

services such as creating groups and channels with a large number of users and members. There is a 

large amount of contextual data on telegram groups containing hidden knowledge; the extraction of this 

knowledge can be beneficial. The requests on telegram users' messages are examples of this sort of data 

with hidden knowledge. Hence, identifying requests can respond to users' needs and help them fulfill 

their desires immediately; this drives users' business development. The authors identified these requests 

in a telegram search engine named the Idekav system of Yazd University. Then, the authors created 

opportunities to earn money by sending these requests to the business owners who were able to respond 

to them. Given the high dimensions of feature space in contextual data, it is necessary to reduce 

attributes using feature selection. 

       In the present study, the appropriate features were selected for Persian text classification and 

request identification. Among the feature selection methods, two local and global filter-based methods 

were chosen. By general investigation and combining the most extensively used filter-based FS methods, 
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an optimal subset of important features was obtained. This hybrid feature selection method resulted in 

increased request identification accuracy, improved Persian text classification efficiency, and reduced 

training time and computation by optimizing the feature reduction. Of course, it is noteworthy that the 

classification accuracy is reduced in some methods; however, this value is negligible compared to the 

feature reduction value. Incorporating the concept of opinion mining into the analysis of emotions and 

questions can be a method to identify positive or negative demand in social networks. Therefore, the 

requests in the Persian telegram messages can be identified using opinion mining researches. For 

experiments in the present article, a dataset called Persian is used, which is extracted from the Idekav 

system. The selection of suitable features to increase model accuracy in request identification is an 

important part of this research. The support vector machine was employed to calculate accuracy. Given 

the acceptable results of the SVM, its various kernels were also calculated. Micro-averaging and macro-

averaging criteria were also used for evaluation. Model inputs include many optimal feature subsets. 

Furthermore, feature selection methods have been proposed to produce suitable features for each model 

for increasing the accuracy of the model. Afterward, among all the features investigated, appropriate 

features have been selected for each of the applied feature selection models. For a more precise 

explanation, the main innovations of the present study are as follows: 

 Use of the most common filters based on local and global feature selection methods to find the 

optimal feature set. 

 Use of hybrid methods to create suitable features for predictive models of accuracy in Persian text 

classification and their application in identifying requests in Persian messages on telegram. 

 Selecting suitable features to increase accuracy and reduce computational time for each of the 

models under consideration. In this regard, in addition to picking an efficient algorithm, it is 

attempted to provide a method for making more appropriate choices.  

 Evaluation and testing of the proposed models for a large set of Persian data and many different 

features. 
 

Keywords: Feature Selection, Text mining, Classification Accuracy, Machine Learning 
 

 مقدمه -1
های اینترنتی، استفاده از امروزه با پیشرفت سریع فناوری

های مختلف در سراسر جهان گسترش یافته رسانپیام
در کشورهای مختلف  هارسانامیپاست. تعداد کاربران این 

رسان تلگرام متفاوت است. پیامائه خدمات متنوع اردلیل به
 است که در کشورهایی مانند هارسانامیپاین  ازجمله

بیشتر از  و ایران ونزوئلا، نیجریه، کنیا، روسیه، اوکراین
دلایل . در ایران به[1]شود کشورهای دیگر استفاده می

رسانی به پیامپشتیبانی از زبان فارسی  ازجملهمختلفی 
که حاوی اطلاعات است  شده لیتبدمحبوب و پرکاربرد 

درصد  شصتطبق آمارهای اخیر، . مفید و ارزشمندی است
کنند رسان استفاده میعنوان پیاممردم ایران از تلگرام به

کاربر فعال روزانه  یکصدهزار، تلگرام 2013در اکتبر . [2]
، کاربران فعال ماهانه تلگرام به 2018در مارس داشت. 
. طبق آمار کمیسیون بورس و دینفر رس ونیلیم دویست

، تعداد کاربران 2019از اکتبر  متحدهالاتیااوراق بهادار 
میلیون نفر در سراسر جهان  سیصدماهانه  صورتبهتلگرام 
 .[3]است 

های زیادی فرصت ،تلگرامدر جود مخاطبان زیاد دلیل وهب
وجود به افراد زیادیبرای  طریق این کسب درآمد ازبرای 

دلیل کسب درآمد حتی در کانالی با  نیترمهم. آمده است
ها نیاز واقعی افراد را کمترین عضو، این است که این کانال

کنند. به همین دلیل اعضای واقعی دارند و همین رفع می
  ةتوسعشوند که سبب اعضا مشتریان وفاداری می

 شوند.وکار میکسب

 
 های اجتماعیاستفاده مردم ایران از شبکه میزان(: 1-)شکل

 [2] 1397در سال  

(Figure-1): The extent of Iranian people's use of 

social media in 1397 [2] 

 
  2013 آگوستمیزان استفاده تلگرام از (: 2-)شکل

 [3] 2018 مارستا 
(Figure-2): Telegram timeline 

 (August 2013 - March 2018) [3] 

 

ها را ابتدا باید این نیازها یا درخواست به این منظور

ها پیام فارسی وجود دارد که پیدا کرد. در تلگرام میلیون

هایی که از . پیامشوندمی ردوبدلدرخواست  صورتبه

 وکارهاکسبجنس درخواست هستند برای بسیاری از 
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موتور دانشگاه یزد ) کاوایدهما در سامانه  جذابیت دارند.

ی از جنس درخواست را هاامیپتلگرام(  جستجوگر

ها و ارسال ایم. با تشخیص این درخواستشناسایی کرده

رخواست، هم به به صاحبان مشاغل مرتبط با د هاآن

شود و هم درخواست کاربر تلگرام پاسخ مناسب داده می

صاحبان مشاغل مشتریان خود را از این طریق شناسایی 

ای را بابت شناسایی و کنند. در این راستا ما نیز هزینهمی

لذا  ؛کنیمارسال درخواست، از صاحبان مشاغل دریافت می

به آن  شناسایی درخواست یک بحث مهم است که باید

ها پرداخته شود. موضوع شناسایی و پاسخ به درخواست

های همیشه مطرح بوده، ولی امروزه با گسترش شبکه

اند، اجتماعی و دنیای دیجیتال اهمیت بیشتری یافته

راحتی و حتی با استفاده از تواند بهامروزه هر فرد می

دستگاه تلفن همراه خود یک درخواست را ایجاد کرده و 

د. اگر این پاسخ متناسب با کنرا دریافت پاسخی 

جویی در درواقع کار بازاریابی را با صرفه ،درخواست باشد

از طرفی گسترش و محبوبیت  ؛میادادهزمان و هزینه انجام 

های اجتماعی در بین افراد، جوامع مجازی را به شبکه

منابع ارزشمندی از اطلاعات سیاسی، اجتماعی و تجاری 

است. این اطلاعات نمود افکار و احساسات تبدیل کرده 

ها دانش ارزشمندی را در که کاوش آن افراد است،

پی گوناگونی نظیر مدیریت ارتباط با مشتری، های حوزه

فراهم  و فیلترینگ متن کاویعقیده گیری افکار عمومی،

یافته کند. تحلیل این حجم از اطلاعات غیر ساختمی

کاوی و پردازش زبان طبیعی نهای بهینه متنیازمند روش

های . گاهی افراد یک جامعه دارای وجوه و ارزشاست

مشترکی هستند که این باعث تأثیر گذاشتن افراد بر 

های اجتماعی مشترک با آمدن شبکهوجودهم و بهروی

های اجتماعی در بسیاری از شبکه شود.موضوعی خاص می

ابزاری جهت ارائه خدمات و تعامل با  عنوانبهمشاغل 

لذا دانش مستخرج از  ؛مشتریان تبدیل شده است

بوک، تلگرام و دیگر های اجتماعی مانند فیسشبکه

بازاریابی،  پژوهشیهای های اجتماعی برای شرکتشبکه

کاوی واحدهای متن های افکار عمومی و دیگر سازمان

لیل احساسات، کاوی )تحهدف عقیده .ارزش زیادی دارند

را  رایانهنظرکاوی، هوش مصنوعی احساسات( این است که 

-4] قادر سازیم تا احساسات را تشخیص داده و بیان کند

کاوی در تحلیل احساسات گرفتن مفهوم عقیدهنظردر .[10

مثبت  تواند روشی برای شناسایی درخواستو سؤالات، می

لذا با استفاده از  ،های اجتماعی باشدیا منفی در شبکه

توان به شناسایی درخواستکاوی میهای عقیدهپژوهش

 نیدر اهای فارسی تلگرام پرداخت. های موجود در پیام

داریم که برای  سروکاری متنی هادادهها نیز ما با پژوهش

نیاز به  هاآنی پنهان در هادرخواستشناسایی عقاید و 

 سازد.میمتن را ضروری  بندیدستهپردازش و 

 1960سال بندی متن به قدمت مطالعات دسته

از سال در این زمینه گردد، اما مطالعات اساسی بازمی

. [11]امروز ادامه داشته است  و تا به اهمیت یافته 1990

سرعت در های اینترنتی بهدر دنیای دیجیتال امروز فناوری

زمان با این رشد شدن هستند. همحال افزایش و رایج

های های الکترونیکی و برنامهع و استفاده از دستگاهسری

در جهان افزایش میزان اسناد الکترونیکی کاربردی مدرن، 

سلسله مراتبی این اسناد دهی سازمانیابد؛ بنابراین می

اما استفاده از ؛ [12 , 11]کند دیجیتال ضرورت پیدا می

بر و زمانها بسیار بندی متندستهنیروی انسانی برای 

 ؛کندو محدودیت کاربری را ایجاد میپرهزینه است 

عنوان ابزاری مناسب متن بهبندی خودکار دسته، درنتیجه

دهی این حجم بالای اسناد بسیار موردتوجه برای سازمان

 اساسی مشکلی ویژگی فضای بالای . ابعادقرارگرفته است

ها اغلب این ویژگی .[14 , 13]است  بندی متندسته در

بندی تأثیر منفی دستهنامربوط و زائد هستند و بر کارایی 

برای حلی مناسب راهرو انتخاب ویژگی، ازاین ؛گذارندمی

کاهش ابعاد بزرگ فضای ویژگی و افزایش کارایی 

انتخاب ویژگی،  لهأمس. [17-12]است متن بندی دسته

است که زمان  [19 , 18]بخش مهمی از یادگیری ماشین 

آموزش و زمان محاسباتی را کاهش داده و کیفیت پیش

 انتخاب از هدف. [20] ،[18] ،[15]دهد گویی را بهبود می

 [21] ،[17]ویژگی  زیرمجموعه ترینبهینه انتخاب ویژگی،

 است، موردنظر لهأمس های اصلیویژگی فضای کل از

مطلوبی  بندیدسته دقتبه  ابعاد کاهش ضمن کهطوریبه

  یافت.دست  نیز

 هاحلراه ،یژگیو انتخاب لهأمس برایها در پژوهش
 هاآن از یبعض که است شدهارائه  یفراوان هایالگوریتم و

 بار هاآندارند. مشکل برخی از  سالهچهل ای یس قدمت
 از ارییزیاد محاسباتی بود. برای حل این مشکل، بس

سرعت و  اند تاپرداخته یژگیو انتخاب به گرانپژوهش
 کاویداده مسائل در [22] ،[17] ،[11]ها بندیدسته دقت

مطالعات متعددی در مورد ترکیب لذا  ؛بیشتر شود
متن  بندیدستههای مختلف انتخاب ویژگی برای روش
طورکلی به سه دسته به هاروشاین  شده است.ارائه 
اند شدهبندی طبقه 1و یادگیرحاصل 2مبنا، یادگیر1فیلتر

 

1 Filter 
2 Wrapper  
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های فیلتر، مستقل از روش. [23] ،[18] ،[16] ،[12] ،[11]
ها را بر اساس امتیازات مرتب الگوریتم یادگیری، ویژگی

بندی عنوان ورودی به الگوریتم دستهکنند و بهمی
های یادگیرمبنا، . روش[18] ،[12] ،[11] دهندمی

هایی را بر اساس یک الگوریتم ای از ویژگیزیرمجموعه
شدن کارایی آن کنند که باعث بیشینهیادگیری انتخاب می

های . روش[18] ،[12] ،[11]روش یادگیری شود 
صورت یادگیرحاصل، انتخاب ویژگی و یادگیری مدل را به

و برای  [18] ،[14] ،[12] ،[11]دهند زمان انجام میهم
 هستندی یادگیرمبنا هاروشکاهش زمان محاسبه در 

های فیلتر ازنظر محاسباتی خیلی ساده و سریع روش. [24]
های با راحتی برای مجموعه دادهو به [12] ،[11]هستند 

روند. همچنین روش فیلتر نسبت ابعاد بالا به کار می
را  [16] ،[12]های منفی مقدار زیادی از ویژگی ،شانس

کارایی  برخلاف های یادگیرمبنااما روش ؛کندتولید می
بوده و نسبت به روش  [11]گیر عمل زمانقبول درقابل

رو تر است. ازاینتر و پرهزینهفیلتر ازنظر محاسباتی پیچیده
تر های یادگیرمبنا سریعهای فیلتر در مقایسه با روشروش

. در روش یادگیرحاصل نیز ارتباط بین [11]هستند 
تی در شود که باعث مشکلاها نادیده گرفته میویژگی

 های یادگیرمبنا وشود. روشها میانتخاب نهایی ویژگی
که مکرر دارند  2بندییادگیرحاصل نیاز به تعامل طبقه

فیلترها در ولی  [12]تواند زمان اجرا را افزایش دهد می
بندی طبقههنگام ساخت مجموعه ویژگی، هیچ تعامل 

های وش. با توجه به این دلایل، ر[12]نیاز ندارند  ایکننده
مبتنی بر فیلتر نسبت به یادگیرمبنا و یادگیرحاصل 

یمی، بیشتر استفاده بنددستههستند و برای کارآمدتر 
های مبتنی بر فیلتر . ما نیز در این پژوهش از روششوند

 هایروش دسته دوهای فیلتر به استفاده کردیم. روش
 .اندشده میتقس 4و سراسری 3محلی

های اخیر که به برخی از به نتایج پژوهش با توجه
بندی متن هنوز ها اشاره شد، انتخاب ویژگی در دستهآن

هم یک زمینه پژوهشی مهم و در حال پیشرفت است. 
 ،های فیلتربا استفاده از روش [12]در مطالعه  کهیطوربه

طرفه ترکیبی از یک روش سراسری و یک روش محلی یک
هدف این مطالعه موردبررسی قرار گرفت.  5IGFSS به نام

طور به تاحدودیها بود که ای از ویژگیایجاد مجموعه
نسبت  ،را نشان دهد. برای این امر هاردهیکسان تمام 

عنوان یک روش انتخاب به [25] ،[16] ،[12]شانس 
شده های منفی استفاده طرفه برای استخراج ویژگییک

                                                                       
1 Embed  
2 Classifier interaction 
3 Local 
4 Global  
5 Local and Global Feature selection 

نتایج تجربی نشان داد که این روش، عملکرد  .بود
های بندی بهتری نسبت به عملکرد فردی روشدسته

های نامتعادل دادهاما در برخورد با مجموعه؛ سراسری دارد
برای  [16]العه ، مشکل دارد. در مطردهدارای تعداد زیادی 

حل این مشکل یک متغیر جدید انتخاب ویژگی سراسری 

6) ریمتغ
VGFSS) بندی خودکار اسناد متنی برای دسته

این روش، ترکیبی از یک روش سراسری معرفی شد.  [16]
این است که دو  ذکرقابلاما نکته  ؛و نسبت شانس بود

های فیلتر را ترکیب اخیر تنها برخی از روش مطالعه
، بالاشده ای مطرحهشباهت مطالعه ما با پژوهش. اندکرده

های تفاوتهای مبتنی بر فیلتر است. در استفاده از روش
ها، جنس داده )داده متنی اندازه زیاد داده این مطالعه در

 های انتخابی نوع و تعداد روشریکارگبهفارسی تلگرام( و 
 ویژگی مبتنی بر فیلتر است.

ی و انتخاب ویژگی در بنددستهمطالعات در مورد 

متن فارسی به اندازه کافی انجام نشده است. در این 

بندی های مناسب جهت دستهمطالعه به انتخاب ویژگی

متن فارسی و شناسایی درخواست پرداخته شده است. 

های متنی فارسی تلگرام ، پیاممورداستفادهداده مجموعه

های کاو است. انتخاب ویژگیاز سامانه ایده شدهاستخراج

مناسب جهت افزایش دقت مدل، برای شناسایی 

های فارسی تلگرام از های موجود در پیامدرخواست

های این پژوهش است. برای محاسبه دقت بخش نیترمهم

ستفاده بند دیگر نیز ااز ماشین بردار پشتیبان و چند دسته

 7شد. همچنین جهت ارزیابی از معیارهای میانگین میکرو

های مدل شامل تعدادی بهره گرفته شد. ورودی 8و ماکرو

های بهینه است. همچنین با هدف از زیرمجموعه ویژگی

های انتخاب ویژگی برای تولید افزایش دقت مدل، روش

 ؛ها ارائه شده استهای مناسب برای هریک از مدلویژگی

های ی، ویژگیموردبررسهای ویژگی ةس از میان همسپ

های کاربردی انتخاب ویژگی مناسب برای هریک از مدل

های اصلی تر، نوآوری. جهت بیان واضحاندشده دهیبرگز

 شود:این مطالعه در ادامه بیان می

 های انتخاب ویژگی کارگیری پرکاربردترین روشبه

مبتنی برفیلتر سراسری و محلی جهت یافتن 

 ؛زیرمجموعه ویژگی در متن فارسی نیترنهیبه

 های های ترکیبی برای ایجاد ویژگیاستفاده از روش

بینی دقت در های پیشمناسب جهت مدل

شناسایی ها در متن و کاربرد آن بندیدسته

 ؛ی فارسی تلگرامهاامیپدر  هادرخواست
 

6 Variable Global Feature Selection Scheme 
7 micro-averaging 
8 macro-averaging 
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 های مناسب در جهت افزایش دقت و انتخاب ویژگی

های کاهش زمان محاسبات برای هریک از مدل

بر ی. در این راستا، سعی شده تا علاوهموردبررس

انتخاب یک الگوریتم کارا، روشی در جهت 

 ؛تر ارائه شودمناسب هایانتخاب

 های پیشنهادی، برای ارزیابی و آزمایش مدل

های فارسی و تعداد متفاوتی های بزرگ از دادمجموعه

فارسی تلگرامی  دادگانمجموعهها. از ویژگی

 مورداستفاده توسط خودمان ساخته شده است.

های زیر پرداخته در ادامه این مطالعه به بخش

شود: مروری بر کارهای پیشین و همچنین می

های انتخاب ویژگی مبتنی بر فیلتر در پرکاربردترین روش

 3بخش اند. در شده لاصه توضیح دادهطور خبه 2بخش 

دادگان  4بخش در  وشده  روش پیشنهادی توضیح داده

های ها، دقتمورداستفاده، نتایج مربوط به آزمایش

آمده با الگوریتم یادگیری و معیارهای ارزیابی دستبه

شده است. در آخر های انتخابی بیان داده مختلف بر روی

 ایم.ها و کارهای آینده پرداختهبه بیان پیشنهاد

 

 مروری بر کارهای پیشین -2

مطالعاتی که در زمینه شناسایی  در این بخش ابتدا به مرور

ی اجتماعی هاشبکهدر  سؤالدرخواست و شناسایی 

در مورد  مطالبی را سپس ؛میپردازیم اندپرداخته

 .میکنیمی انتخاب ویژگی در متن بیان هاروش
 

مطالعات مربوط به تشخیص درخواست  -1-2

 ی اجتماعیهاشبکهدر  سؤالیا 
ی اجتماعی، یک هاشبکهبرای شناسایی نوع گفتار در 

ی هاروشتقسیم شود.  تواندیمجمله به انواع مختلفی 

 مثالعنوانبهی جملات وجود دارد. بنددستهمختلفی برای 

، 1هاگزارهسه نوع جمله فرض شده است:  [26]در مطالعه 

، در [26] 4کوینبراساس مطالعه . 3هادرخواستو  2سؤالات

را  ازیموردننوع پاسخ  تواندیمگفتگو، نوع متن گفتاری 

متن  ،قادر است هاآنپیشنهادی  سامانةنشان دهد. 

ی هادادهدر مجموعه درصد 82گفتاری را با دقت 

 هاآنوظیفه  .ی کندبنددستهشناسایی و  خودکارمهین

یک  هاآن .بود هاآنی جملات با توجه به عملکرد بنددسته

ی هایژگیوبا  SVM روش یادگیری ماشین با استفاده از
 

1 statements 
2 questions 
3 requests 
4 Quinn 

ارائه دادند که نتایج خوبی را در یک  NLP مختلف

 مجموعه داده متنوع داشت.

در  سؤالمطالعات مختلفی در زمینه شناسایی 

انجام شده است.  برخطو صفحات  رایانامهتوییتر، 

آمده است.  [29-27] ،[4]در مطالعه  هاآنیی از هانمونه

بیان  [30]نیز در مطالعه  رایانامهشناسایی درخواست برای 

در مورد شناسایی  [30]و همکاران  5کوهنشده است. 

ها در جلسات و یا جملاتی که اطلاعات را فراهم درخواست

ی مختلفی مانند هارده هاآن کردند.کنند، بحث می

 ارائه دادند و برای شناسایی این هادرخواست و پیشنهاد

 یی مانندهایژگیو، یک ماشین بردار پشتیبان را با هادهر

ی کردند. سازادهیپو بخشی از عبارات گفتاری  6انگرم

های که بسیاری از دسته دادها نشان آنی هاآزمایش

متوسط، با  فراخوانبا دقت بالا و  توانیها را مپیغام

متن موجود  یبندهای یادگیری دستهاستفاده از روش

 .شناسایی کرد

مقالات مشابهی برای شناسایی درخواست در 

در ادامه چند  حالنیباا ؛ی فارسی تلگرام نیافتیمهاامیپ

که با شناسایی  را سؤالمطالعه مانند بحث شناسایی 

ی غیرفارسی انجام هادادهدرخواست تشابه دارند و برای 

. در میکنیممرور کارهای پیشین مطرح  عنوانبه ،شدند

 سؤالاتیا  هادرخواستبر ی اجتماعی علاوههاشبکه

که معانی  شودیمزیادی پرسیده  سؤالات درخواستی،

ی از این نوع هستند. انمونه 7بدیعی سؤالاتمختلفی دارند. 

دریافت جهت هستند که به  یسؤالات بدیعی، سؤالات

روی بر  دیبرای تأک اغلبو  شودیمستقیم پاسخ پرسیده نم

 .رودیکار مهذهن مخاطب ب ساختن یا درگیر یانکته
 پیشین هایهای یادگیری ماشینی در کارالگوریتم

برای  تربیشسؤالات، ی و شناسایی بندبرای آموزش دسته
مانند  اند؛به کار گرفته شده ی اجتماعیهاهای رسانهداده

داده برای مجموعه عنوانبهکه از توییتر  [29]مطالعه 
و  8رانگاناتهمچنین  بدیعی استفاده شد. سؤالاتشناسایی 

 سؤالاتنیز تنها بر شناسایی  [4]همکاران در مطالعه 
بنابراین، تنها ؛ ها تمرکز دارندی از توییتعیبد ریغبدیعی و 

حل خاص متعلق به اقدامات گفتاری در راه هایردهاین 
ها دادهمجموعهدر این مطالعه،  .گیرندمورداستفاده قرار می

از رسانه اجتماعی توییتر تشکیل  شدهیآورجمع سؤالاتاز 
چارچوبی را برای شناسایی سؤالات  هاآن .شده است

ی کاربران برای هازهیانگبدیعی با الگوبرداری از برخی 
 

5 Cohen 
6 ngram 
7 rhetorical 
8 Ranganath 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

17
5 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             5 / 22

http://dx.doi.org/10.52547/jsdp.19.2.175
https://jsdp.rcisp.ac.ir/article-1-1110-fa.html


 

 
 52پیاپی  2شمارة  1401سال 

180 

ی و ایجاد سازمدلی اجتماعی را هارسانهدر  هاآنارسال 
 کردند.

ی توییتر هادادهنیز از  [27]همچنین در مطالعه 
ی یک شبکه اجتماعی استفاده شد. هاداده عنوانبه

برای  سؤالاتشناسایی خودکار  نویسندگان این مطالعه
از  هاآنی قرار دادند. موردبررسبیان نیاز به اطلاعات را 

ی، واژگانی و بخشی از شناسزبانی هاتیخصوص
را  موردنظرگفتاری استفاده کردند تا اطلاعات  هایویژگی

شناسایی کنند. در این مطالعه تجربی،  سؤالاتدر 
ی کردند و بردارنمونهرا  ساعتهکانگلیسی ی هایتوییت

گزارش در توییتر  سؤالنتایج تجربی را برای شناسایی 
دادند. برای تشخیص توییت، هر دو رویکرد مبتنی بر 
قانون و رویکرد مبتنی بر یادگیری مورد استفاده قرار 

نشان داد که رویکرد مبتنی بر  هاآنگرفت. نتایج آزمایش 
ی عمل کرد ولی رویکرد مبتنی بر یادگیری خوببهقانون 

 ی نداشت.توجهقابلعملکرد 
های وب استفاده دادهدر برخی مطالعات دیگر از 

 [28]و همکاران در مطالعه  1اوجوکو مثالعنوانبهشد. 

CQA ی سؤالات را دربنددستهمدلی جهت شناسایی و 
2

 3ریسرچ گیت تارنمایارائه دادند. در این مطالعه صفحات 
استفاده  هاآن مندنظامداده ورودی برای رویکرد  عنوانبه

POS با استفاده از برچسب سؤالاتشد. در این روش ابتدا 
4

 بیشینهبر اساس  ازآنپسبه زبان انگلیسی مشخص شد و 
 ی شدند.بنددسته ساده زیبی بنددستهمقدار احتمال 

از  توانیمدر زمینه بازاریابی نیز مانند پژوهش ما 
استفاده  سؤالی شناسایی درخواست یا شناسایی هابحث

ی اجتماعی، هارسانهی هاشبکهکرد. با رشد محتوا در 
خدمات به شناسایی سؤالات  دهندگانارائهو  هاشرکت

. با توجه به رشد متن و افزایش اندشده مندعلاقهمشتریان 
 ؛کار دشواری است سؤالاتکاربران، شناسایی دستی این 

به افراد  هاآنو ارجاع دادن  سؤالاتلذا با شناسایی خودکار 
 توانیمخدمات مشتری در بخش  سؤالاتپاسخگو به این 

یی در زمان، افزایش بازخورد مشتری و جوصرفهباعث 
ی بنددستهیک  [31]بهبود مشاغل شد. در مطالعه 

ی که سؤالاتدسته از  ی متن به دوبنددستهبرای  دودویی
انجام شده  ،دنبال پاسخ نیستندپاسخ هستند یا بهدنبال به

 استفاده شد. ی توییترهادادهاز  هاآناست. در مطالعه 
ی یادگیری هاروشتنها از  [31]در مطالعاتی مانند 

ما در  کهیدرحال ؛استفاده کردند سؤالماشین در شناسایی 
پژوهش خود جهت شناسایی درخواست، قبل از استفاده از 

 

1 Ojokoh 
2 Community-based Question Answering (CQA) 
3 Research Gate 
4 Part of Speech (POS) 

ی فردی و ترکیبی مبتنی هاروشی یادگیری از هاتمیالگور
در پژوهش ما ویژگی استفاده کردیم.  انتخاببر فیلتر برای 

 صورتبهی انتخاب ویژگی و یادگیری ماشین هاروشاز 
ی فارسی هاامیپترکیبی برای شناسایی درخواست در 

بودن حجم بر فارسیهمچنین علاوه ؛تلگرام استفاده شد
ی هاپژوهشدر  مورداستفادهی هاداده، از مورداستفادهداده 

ی انتخاب هاروشبیشتر بود. در بخش زیر به شرح  شدهیاد
 .میپردازیمویژگی 

 

ویژگی مبتنی های پرکاربرد انتخابروش -2-2

 برفیلتر

شده برای های انتخاب ویژگی شناختهاغلب روش

 .[12]های مبتنی بر فیلتر هستند روشبندی متن، دسته

ها را های فیلتر، مستقل از الگوریتم یادگیری، ویژگیروش

، [11]کنند پردازش انتخاب میبر اساس یک مرحله پیش

ها امتیازی داده تک ویژگیسپس به تک ؛[18] ،[12]

فرد خود ها بر اساس امتیازات منحصربهویژگیشود. می

در  .[18] ,[12] ,[11] ,[7]شوند نزولی مرتب میترتیب به

هایی که ای از ویژگیشدهآخرین مرحله تعداد تعیین

. این [22] ،[12]شوند انتخاب می ،بالاترین امتیاز را دارند

دست صورت تجربی بهشده یا آستانه ثابت، بهد تعیینتعدا

. [22] ،[12]تواند متفاوت باشد آمده و برای هر روش می

های برای ویژگی آستانه حداین بهترین عبارتی به

استفاده دارد و داده موردشده، بستگی به مجموعهانتخاب

درنهایت این  ؛[22]ای متفاوت است برای هر مجموعه

عنوان ورودی به الگوریتم آمده بهدستمجموعه به

  .شودبندی، داده میدسته

 دودستهتوان به های مبتنی بر فیلتر را میروش

های روش .[11] ،[12]سراسری و محلی تقسیم کرد 

از: فراوانی  شده عبارتندانتخاب ویژگی سراسری شناخته

گر و انتخاب 7های جینی، شاخص6، بهره اطلاعات5سند

 های انتخاب ویژگی محلی شامل. روش8ویژگی متمایز

در مطالعه است.  10و ضریب همبستگی9نسبت شانس

شده است که گفته  [19] 12ااگوربه نقل از  [12] 11یوسال

های انتخاب ویژگی مبتنی بر فیلتر بر اساس روش

تقسیم  1و دوطرفه 13طرفهیک دودستهوصیات به خص
 

5 Document frequency (DF) 
6 Information gain (IG) 
7 Gini index (GI) 
8 Distinguishing feature selector (DFS) 
9 Odds ratio (OR) 
10 Correlation coefficient (CC) 
11 Uysal 
12 Ogura 
13 one-sided 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

17
5 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             6 / 22

http://dx.doi.org/10.52547/jsdp.19.2.175
https://jsdp.rcisp.ac.ir/article-1-1110-fa.html


 

 

 
 52پیاپی  2شمارة  1401سال 

181 

س
رر

ب
 ی

رک
ع ت

ام
ج

ی
 ب

ش
رو

ها
 ی

حل
م

 و ی
ی

سر
را

س
 

 و
ب

خا
انت

ی
ژگ

 ی
را

ب
 ی

سا
شنا

ی
ی

 
ت

س
وا

رخ
د

  
 در

را
لگ

ت
 م

نه، های بهیحاضر، جهت یافتن ویژگی . در مطالعهشوندمی

های انتخاب ویژگی مبتنی بر فیلتر از پرکاربردترین روش

 های زیر به شرحلذا در بخش ؛شده استاستفاده 

 شود.ها پرداخته میریاضی این روش هایزمینه
 

 نسبت شانس -1-2-2

 2نامزد  در کلاس خاصی را با معیار نسبت شانس، عضویت

کند. امتیازات گیری میاندازه 3و عدم عضویت را با مخرج

ها به یکدیگر نرمال عضویت و عدم عضویت، با تقسیم آن

آوردن بالاترین امتیاز از دستبنابراین برای به؛ اندشده

شود و مقدار مخرج باید  بیشینهباید  نامزدفرمول، مقدار 

محاسبه ( 1به حداقل برسد. فرمول نسبت شانس از رابطه )

است که  طرفهکشود. نسبت شانس یک روش یمی

شده را برای رسیدن به مقدار منفی لگاریتم عدد محاسبه

کند . تابع لگاریتم نمرات منفی تولید می[32]گیرد می

؛ است یکو  صفرکه مقدار کسر در این فرمول بین درحالی

طرفه گیریم که این روش یک معیار یکبنابراین نتیجه می

هایی که دارای مقادیر منفی هستند به ویژگیاست. 

طور به. [32] ،[12]کنند های منفی اشاره میویژگی

 هاردهجداگانه امتیازات نسبت شانس هر ویژگی برای تمام 

کنیم و بالاترین امتیاز را برای اختصاص یک را محاسبه می

کنیم. برای تعیین به ویژگی انتخاب می ردهبرچسب 

گیریم تا برچسب، مقدار امتیاز مطلق را در نظر می

 .[32]های غیر عضو نیز در نظر گرفته شود ویژگی
 

(1                  )𝑂𝑅(𝑡|𝐶𝑖) = 𝑙𝑜𝑔
𝑃(𝑡|𝐶𝑖)[1−𝑃(𝑡|𝐶𝑖̅)]

[1−𝑃(𝑡|𝐶𝑖)]𝑃(𝑡|𝐶𝑖̅)
     

 
 ضریب همبستگی -2-2-2

 نوعی از مجذور خی است، (CC)درواقع ضریب همبستگی 
𝑐𝑐2 که در آن = χ2 .استCC عنوان مربع توان بهرا می

این روش، شایستگی یک  .مشاهده کرد "طرفهیک"خی 
گرفتن توانایی نظرها را با درزیرمجموعه از ویژگی

ها، بینی فردی هر ترم به همراه درجه افزونگی بین آنپیش
ها، همبستگی کند. زیرمجموعه ارجح از ویژگیارزیابی می

مختلف  هایردهو همبستگی پایین بین  ردهبالایی در 
یا  𝑣برای متغیر  CC( ضریب همبستگی 2دارد. در رابطه )

موعه دارای برای یک مج 𝑐𝑖 ردةدر یک  𝑡 واژةیک 
ها  ( وابستگی1شده است. در جدول ) تعریف 𝑁های نمونه

   شده است.نشان داده 

                                                                       
1 two-sided  
2 nominator 
3 denominator 

 

(2               )𝑐𝑐(𝑡, 𝑐𝑖) =
√𝑁[𝑃(𝑡,𝑐𝑖)𝑃(𝑡̅,𝑐𝑖̅)−𝑃(𝑡,𝑐𝑖̅)𝑃(𝑡̅,𝑐𝑖)]

√𝑃(𝑡)𝑃(𝑡̅)𝑃(𝑐𝑖)𝑃(𝑐𝑖̅)
 

≈
√𝑁(𝐴𝐷−𝐶𝐵)

√(𝐴+𝐶)×(𝐵+𝐷)×(𝐴+𝐵)×(𝐶+𝐷)
                          

 

هایی هستند که گر ویژگیبیانمقدارهای مثبت 

 .گر عدم عضویت هستندعضویت دارند و مقادیر منفی بیان

دادن ها برای نشانهرچه مقادیر مثبت بیشتر باشند، ترم

تر تر هستند. هرچه مقادیر منفی کوچکعضویت قوی

تر هستند. دادن عدم عضویت قویها برای نشانباشند، ترم

های با ، ترمCC داردروش انتخاب ویژگی محلی استان

کنند. عنوان ویژگی انتخاب میرا به CC بیشترین مقدار

های نامربوط هایی که از متندلیل اصلی این است که ترم

از  .شوندفایده در نظر گرفته میاز یک دسته هستند، بی

دهنده عضویت یا عدم که مقادیر نشانسویی دیگر، وقتی

خی غیر منفی است. عضویت یک ترم در یک دسته باشند، 

تر قرار های مبهم در رده پایینبر این اساس ویژگی

های ، خی ترمCCدر مقایسه با خواهند گرفت. 

های مربوط و نامربوط را در نظر آمده از هر دو متندستبه

. دلیل استفاده از روش انتخاب ویژگی [25] ،[17]گیرد می

های بهتری ضریب همبستگی این است که زیرمجموعه

 .[17]کند نسبت به فرکانس سند تولید می
 

 های انتخابهای وابستگی برای روشتاپل (:1-)جدول

 ویژگی موردبحث 
(Table-1): Dependency tuples for the feature selection 

methods discussed 

 Membership in 

𝒄𝒊 

Nonmembership in 

𝒄𝒊 

Presence of 𝒕 (𝑡, 𝑐𝑖) (𝑡, 𝑐𝑖̅) 

Absence of 𝒕 (𝑡, 𝑐𝑖) (𝑡, 𝑐𝑖̅) 

 

 بهره اطلاعات -3-2-2
طور گسترده در آمار و یادگیری ماشین این روش به 

جهت بیان مفهوم بهره اطلاعات، . [11]شود استفاده می
بندی نسبت سهم وجود یا عدم وجود ترم برای دسته

شود نشان داده می IG نمرات وسیلهبهصحیح اسناد متنی 
های مبتنی بر درخت تصمیم استفاده بندیو در دسته

که شاخص خوبی . درصورتی[33] ،[12] ،[11]شود می
 بیشینهگاه باشد آن ردهبرای نسبت دادن سند به هر 
کند. بهره اطلاعات، معیار مقدار یک ترم را مشخص می

( نشان 3ویژگی سراسری است و در رابطه )انتخاب 
است. این رابطه برای هر ترم فقط یک نمره تولید  شدهداده

 𝑃(𝑐𝑖)با  𝑐𝑖 ردةها است. احتمال ردهتعداد  𝑀کند. می
 𝑃(𝑡̅)  و 𝑡احتمال وجود ترم  𝑃(𝑡) شود.نشان داده می

احتمال شرطی  𝑃(𝑐𝑖|𝑡)است.  𝑡 احتمال عدم وجود ترم
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شرطی احتمال  𝑃(𝑐𝑖|𝑡̅). است 𝑡برای وجود ترم  𝑐𝑖 ردة
  IG . محاسبه[12]است  𝑡 برای عدم وجود ترم𝑐𝑖  ردة

دهنده این هست که آیا این ترم یک برای هر ترم نشان
خاص گنجانده شود یا  ردةگر قوی است که در هر نشان

 IG از تعریف آن مشخص است که استراتژی. [32]خیر 
های یعنی، از برچسب شده است.استراتژی نظارتیک 

ها استفاده ها برای حفظ آن ویژگیاسناد در انتخاب ویژگی
 .[33] ،[21]کند می

 

(3)                      𝐼𝐺(𝑡) =  − ∑ 𝑃(𝐶𝑖)
𝑀
𝑖=1 log 𝑃(𝐶𝑖) 

+𝑃(𝑡) ∑ 𝑃(𝐶𝑖|𝑡) log 𝑃(𝐶𝑖|𝑡)

𝑀

𝑖=1

 

+𝑃(𝑡̅) ∑ 𝑃(𝐶𝑖|𝑡̅) log 𝑃(𝐶𝑖|𝑡̅)

𝑀

𝑖=1

 

 

 شاخص جینی -4-2-2
 بندی متنیک روش انتخاب ویژگی سراسری برای دسته

است و همین روش به شکل بهبودیافته در الگوریتم 
( مربوط به این 4شود. رابطه )کار برده میدرخت تصمیم به

 𝑡احتمال وجود ترم  𝑃(𝑡|𝐶𝑖)روش است. در این فرمول 
 ردةاحتمال  𝑃(𝐶𝑖|𝑡)است. همچنین  𝐶𝑖شرط به

 𝐶𝑖شرط وجود ترم به𝑡 [32] ،[12] است. 
 

(4                    )𝐺𝐼(𝑡) = ∑ 𝑃(𝑡|𝐶𝑖)
2𝑃(𝐶𝑖|𝑡)2    𝑀

𝑖=1 

 

 های متمایزویژگی کنندهانتخاب -5-2-2
است  آلدهیاروش انتخاب ویژگی مبتنی بر فیلتر، زمانی 

های متمایز اختصاص که امتیازهای بالایی را به ویژگی
تر را به موارد نامربوط که امتیازات پاییندهد درحالی
بندی متن، هر ترم مشخص با دهد. در دستهاختصاص می

ها با توجه بندی ترمرتبه سپس ؛یک ویژگی مطابقت دارد
های انتخاب یکی از روش .[34]شود رایطی انجام میبه ش

است  DFSمتن بندی ویژگی اخیر و مناسب برای دسته
که یک معیار انتخاب ویژگی سراسری است. این  [34]

کننده انتخابکند. های متمایز را انتخاب میروش ویژگی
های متمایز، بهبودی از اطلاعات متقابل با استفاده ویژگی

وسیله ها بهای از ترمتأثیر احتمالات حاشیهاز کاهش 
ها را در محدوده ها است. وزن ترموزن ترم کردننرمال

طریقه محاسبه این روش در رابطه  .کند[ تعریف می0،1]
 𝑃(𝑐𝑖|𝑡)است.  هاردهتعداد  𝑀شده است. ( نشان داده 5)

 𝑃(𝑡̅|𝑐𝑖)ت اس 𝑡برای وجود ترم   𝑐𝑖ردة احتمال  شرطی 
است  𝑐𝑖 ردةبرای  𝑡شرطی عدم وجود ترم احتمال 

𝑃(𝑡|𝑐𝑖̅) حتمال شرطی ترم ا𝑡  ردة  جزبه هاردهبرای تمام
𝑐𝑖 [34] ،[16] ،[12]ست ا. 

(5                   )𝐷𝐹𝑆(𝑡) = ∑
𝑃(𝐶𝑖|𝑡)

𝑃(𝑡̅|𝐶𝑖)+𝑃(𝑡|𝐶𝑖̅)+1

𝑀
𝑖=1      

 

 فراوانی سند -6-2-2

فراوانی سند مربوط به یک ترم، تعداد اسناد آموزشی است 

که ترم موردنظر در آن اسناد وجود دارد. از این روش 

علت که اینشود. بهبندی متن استفاده میبیشتر در دسته

در بعضی از . [33] ،[11]هزینه محاسبه الگوریتم کم است 

های مبتنی بر فیلتر، خوب بودن یک ترم را بر اساس روش

ارزیابی  دفعات تکرار در متن مانند فرکانس اسنادمیزان 

عنوان تعداد کل . فرکانس سند یک ترم به[14]کنند می

اسناد موجود در مجموعه اسناد که حاوی این ترم است 

بندی این است که در دسته DF اساس .شودتعریف می

های نادر غیر آموزنده هستند و در هنگام انتخاب متن، ترم

بندی، جهت ارزیابی روش رتبه .ذف شوندویژگی باید ح

ای از اسناد استفاده خوبی یا اهمیت هر ترم در مجموعه

معیار خوبی برای سنجش اهمیت  DF شود. بنابراینمی

ها در ترین ترمتا از مهم𝑁  ها است. در این روشترم

شوند و بقیه فیلتر عنوان ویژگی انتخاب میبه بندیدسته

توان قبل از مرحله سادگی میبا انجام این کار به ؛شودمی

اهمیت را های بیانتخاب ویژگی، تعداد زیادی از ویژگی

 DFبودن پیچیدگی زمانی. به دلیل خطی[35] حذف کرد

آید. حساب میدر اسناد آموزشی، روشی ساده و کارآمد به

های مشکل این روش این است که گاهی ممکن است ترم

مفید و آموزنده باشند و  اندشدهحذفکه  با فرکانس کم

عنوان ویژگی انتخاب های با فرکانس بالا که بهبرخی ترم

، DFبه عبارتی. [36] ،[35] ،[14]اند مفید نباشند شده

ترین روش انتخاب ویژگی سراسری است که برچسب ساده

کند. ترم مشخص میسند را بر مبنای بیشترین فرکانس

شده ( نشان داده 6روش در رابطه )فرمول ریاضی این 

و احتمال  هاردهکردن از دارخروجی محصول نقطه .است

 .[32] ،[21]است  ردههر ویژگی خاص در آن 
Dfreq = number of true positives + number of false 

positives 
 

(6)                                   𝐷𝐹(𝑎𝑗) = 𝑁. 𝑝(𝑎𝑗)       

                        

 روش پژوهش -3

بندی متن، ابعاد بالای در دسته اصلی یکی از مشکلات

باعث افزایش زمان ها ها است. ابعاد بالای دادهداده

های ها و کاهش دقت در الگوریتممحاسبات، هزینه

کاهش ابعاد سبب افزایش . [14] ،[13]شود یادگیری می
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های روش بنابراین باید با؛ شودبندی متن میدقت دسته

جهت انتخاب . انتخاب ویژگی این ابعاد را کاهش داد

 هاپژوهشبرخی از های زیادی وجود دارد. ویژگی روش

های انتخاب ویژگی و ساخت جهت کاهش بعد، از روش

کنند. استفاده می [37] ،[22] ،[19]زیرمجموعه بهینه 

ها یک الگوریتم انتخاب ویژگی عملکردی را برای آن

انتخاب یک زیرمجموعه ویژگی کوچک از تعداد زیادی از 

بندی با این اند. عملکرد دستهارائه دادهها ویژگی

زیرمجموعه، مشابه یا حتی بهتر از استفاده از تمام 

منظور در این پژوهش به .[40-37] ،[11]ها است ویژگی

رفع مشکل ابعاد بالای فضای ویژگی، از روشی ترکیبی 

جهت ساخت زیرمجموعه بهینه استفاده کردیم. در این 

های انتخاب راستا ابتدا به بررسی پرکاربردترین روش

بر فیلترسراسری و محلی پرداختیم که ویژگی مبتنی 

یی نتایج خوبی برای انتخاب ویژگی تنهابه هرکدام

ها ادامه نشان دادیم که ترکیب این روشاند. در داشته

تر نتیجه بهتری دارد و سبب ساخت یک زیرمجموعه بهینه

صورت در این بخش مراحل انجام پژوهش بهشود. می

مراحل کلی ( 3شکل )شود. در گام تشریح میبهگام

ها با بندیعملکرد دسته شده است.پژوهش نشان داده 

توانند سنجیده شوند. با های یادگیری میاستفاده از روش

اندازه کافی که نتایج ارزیابی بهدرصورتی (3شکل )توجه به 

توانیم دوباره به مرحله انتخاب ویژگی خوب نبود، می

بازگردیم و معیار انتخاب را تغییر دهیم تا به نتیجه 

 .[22]موردنظر برسیم 

های دادهما برای آزمودن و ارزیابی، از مجموعه

کاو استفاده شده از سامانه ایدهاستخراجحقیقی متنی 

داده، وجود جملات از خصوصیات مهم این مجموعهکردیم. 

هر سند ای است. ای و غیر محاورهفارسی به شکل محاوره

 واژگانای از متنی یک بردار است و هر بردار از مجموعه

 85741 دارای . درواقع متن ما[22] شده استتشکیل 

عنوان یک جمله تلگرامی است، که هر پیام بهپیام فارسی 

شود تبدیل می واژگانسپس جملات به  ؛شددر نظر گرفته 

 ،[15] شودعنوان یک ویژگی در نظر گرفته میبه واژهو هر 

دهنده متن ترین اجزای تشکیلیا ترم کوچک واژه .[22]

بندی سندهای متنی است و نقش مهمی در فرایند دسته

  .[16] ،[11] دارد

 

 
 

 
 (: نمودار کلی روش پژوهش3-)شکل

(Figure-3): Outline of Research Method 

 

داده شده از مجموعهدیکشنری ساخته اندازة

توان از دیکشنری می اندازةاست. برای کاهش  90426

ترم استفاده کرد. ازجمله این های فیلترینگ و انتخابروش

توقف   واژگانتوان به فیلترینگ های فیلترینگ میروش

ابتدا لذا،  ؛پردازش استاز پیش یاشاره کرد که جزئ

برای استفاده از این پردازش بر اسناد متنی انجام شد. پیش

پردازش ضروری است تا حجم بالای داده، انجام پیش

های ای مناسب برای پردازشاطلاعات در یک ساختار داده

نقش مهمی در کارایی  شپردازشیبعدی قرار گیرند. پ

ها را باید برای ورود به شده دارد. درواقع دادهمدل ایجاد

برای ماشین  صیتشخهای یادگیری ماشین و قابلالگوریتم

در این پژوهش نیاز داریم که  کنیم. یسازتبدیل و آماده

ود را به اعداد تبدیل کنیم. به فرایند تبدیل متن به متن خ

ما از  .گویندمی 2واژگانیا مدل بردار  1بردارسازی اعداد،

 که بردارسازی شمارشی 3واژگانیکی از رویکردهای کیسه 

ن خود استفاده کردیم. از ابزارها بود، جهت بردارسازی مت4

و  پردازششیمحیط پایتون برای مراحل پ یهاو کتابخانه
 

1 vectorization 
2 Vector Space Model (VSM) 
3 Bag of Word (BOW) 
4 Frequency/Count Vectorizer 
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پردازش و پیش ساخت بردارهای ویژگی استفاده کردیم.

عنوان مراحل بسیار مهم در کنار انتخاب ویژگی به

 ،[12] شوندبندی شناخته میاستخراج ویژگی و دسته

ها برای تبدیل محتویات متنی به شکل پردازش. پیش[16]

گیرند و به موارد زیر تقسیم عددی مورد استفاده قرار می

 و 3یابی، ریشه2توقف واژگان، حذف 1توکنایز :شوندیم

بر  پردازش،های پیش. تقسیم[41] ،[16] ،[15] 4دهیوزن

های زائد با استفاده از کمترین و بیشترین کاهش ویژگی

های کتابخانه .[43] ،[42] ،[24] افزونگی تمرکز دارند

متن ارائه  پردازششیجهت پ Nltk و Spacyزیادی مانند 

از متن فارسی پشتیبانی کرده و  یشده است. اما تعداد کم

های مخصوص زبان فارسی دقت بالایی ندارند. کتابخانه

 و hazmتوان ها میآن نیترزیاد نیستند و معروف

Parsivar و  توکنایزا نام برد. ما در این پژوهش برای ر

 واژگان فهرستما از استفاده کردیم.  Parsivarاز  یابیشهیر

 واژگانتوقف خود که برای زبان فارسی )در تلگرام از 

( ساخته بودیم استفاده شدیعامیانه زیادی استفاده م

پژوهش در این . ها حذف کردیماز نمونهها را کردیم و آن

ها استفاده شد. به این دهی دودویی برای ویژگیاز وزن

های انتخابی، برای صورت که با استفاده از مجموعه ویژگی

هر جمله یا نمونه یک بردار ویژگی ساختیم. در هر بردار 

در جمله حضور داشته باشد درایه  واژهاگر این ویژگی یا 

برابر با  متناظر با آن ویژگی را یک و در غیر این صورت

ها بردار ویژگی برای همه نمونه تیصفر قرار دادیم. درنها

صورت ماتریسی از صفر و یک به دست آمد. بعد از به

 .رسید 6785به  هاویژگی اندازة پردازششیمراحل پ

شدن اجرای برموجب زمانابعاد بالای ویژگی 

به همین دلیل باید با استفاده  شود.های یادگیری میروش

طور که در ها را کاهش داد. همانابعاد ویژگی هاییروشاز 

های کاهش حلشده است، یکی از راهبخش مقدمه بیان

های انتخاب ویژگی موجود ابعاد ویژگی استفاده از روش

های انتخاب ویژگی با استفاده از معیارهای است. این روش

ها را شده خود یک زیرمجموعه مناسب از ویژگیتعریف

های مبتنی بر فیلتر که به دو دسته کنند. الگوریتمیپیدا م

شده، بیان 2اند و در بخش شدهمحلی و سراسری تبدیل 

در ها برای کاهش ابعاد هستند. هایی از این الگوریتمنمونه

های انتخاب ویژگی پیشنهادی، ادامه با استفاده از روش

را  بود تیهای بااهمبهینه که دارای ویژگی مجموعه ویژگی

 یافتیم. 

 

1Tokenization  
2 Stop words 
3 Stemming 
4 weighting 

بندی متن، های انتخاب ویژگی برای دستهدر روش

ها دهنده تفاوت میان ترمامتیازات انتخاب ویژگی که نشان

داده است باید محاسبه شود. در مرحله در یک مجموعه

ها با توجه به امتیازاتی که در مرحله انتخاب ترم ةبعد هم

شوند. بعد ترتیب نزولی مرتب میبه ،اندویژگی کسب کرده

ویژگی با بالاترین امتیاز در  𝑁سازی، از مرتب

های نهایی انتخاب عنوان ویژگیبهویژگی مجموعه

شده است که تعداد تعیین ، یک𝑁 شوند. مقدارمی

آید و در بعضی دست میصورت تجربی بهبه طورمعمولبه

عه ما این داده بستگی دارد. هدف مطالموارد به مجموعه

است که با اصلاح فرایند انتخاب ویژگی که در بالا اشاره 

بندی را بهبود بخشد. جهت رسیدن به شد، عملکرد دسته

های انتخاب این عملکرد مطلوب، پرکاربردترین روش

های محلی و ویژگی مبتنی برفیلتر که شامل روش

اند. مراحل روش انتخاب شدهسراسری است باهم ترکیب 

 صورت زیر است:ما بهویژگی 
های را از پیام مورداستفادههای ساخت دادگان: داده -1

کنیم و برای هر پیام یک فارسی تلگرام انتخاب می
 گیریم.برچسب در نظر می

دو را به  آمدهدستبه ةدادها: مجموعهجداسازی داده -2
عنوان درصد اولیه را به هشتادتقسیم کرده.  قسمت

عنوان آزمون در درصد بعدی را به بیستآموزش و 
 گیریم.نظر می

و  واژگانپردازش: در این مرحله ساخت کیسه پیش -3
موجود در  واژگانشود. تشکیل بردار ویژگی انجام می

عنوان ویژگی در نظر توانیم بهرا می واژگانکیسه 
را در هر پیام  واژگانبگیریم. در این مرحله تمامی 

گوییم. برای یک ویژگی می هواژجدا کرده و به هر 
یی مثل حذف هاروشی نامربوط از هایژگیوحذف 
های با این ویژگی کنیم.توقف استفاده می واژگان
در سازیم. ، بردارهای ویژگی را میآمدهدستبهنهایی 

شده و کل متن سازی انجاماین مرحله یک هماهنگ
سپس  شد؛جدا از هم  واژگانتبدیل به یک سری 

طبق  [15]اهمیت را های کمزائد یا ویژگی واژگان
شد، حذف کردیم تا هایی که توضیح داده روش

های مدنظر ما را مفید و کاربردی که ویژگی واژگان
 داشت حاصل شد.

ی از امجموعه عنوانبهرا  𝐹ها: ویژگیانتخاب مجموعه -4

کنیم، برای های یک مجموعه تعریف میتمام ویژگی

هر دو روش انتخاب ویژگی  ویژگی یهااین بردار

 کنیم.محلی و سراسری را اجرا می
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های محلی: در این مرحله با ها با روشانتخاب ویژگی -5

های انتخاب ویژگی محلی، برای استفاده از روش

شود. یک امتیازات محاسبه می ردههای هر ویژگی

ها برای ویژگی L_Label مجموعه برچسب به نام

𝑐 شامل  ∗ ایجاد کنید. در این  ردههای برچسب 2

دهد. برچسب ها را نشان میردهتعداد  𝑐 مجموعه،

دهد و عضویت را نشان می 𝑐 نخست ردة

را نشان  ردهدوم عدم عضویت در این  𝑐 برچسب

دهد. در انتها برای هر ویژگی بالاترین امتیاز می

شده با روش انتخاب ویژگی محلی را پیدا کسب

مربوطه را از مجموعه برچسب  ردةچسب . برکنیممی

 L_Label دهیم. تمام به ویژگی اختصاص می

های انتخاب ویژگی محلی که با روش را هاییویژگی

کنیم. نزولی مرتب می صورتبه ،است آمدهدستبه

F_local ⊆ F  های ای از ویژگیمجموعه عنوانبهرا

شامل  F_localکنیم. محلی تعریف می شدهانتخاب

 ویژگی است. lتعداد 

های سراسری: با استفاده از  ها با روشانتخاب ویژگی -6

های انتخاب ویژگی سراسری، امتیازات را برای روش

قبل برچسب  ةمانند مرحل؛ کنیمها محاسبه میویژگی

ها را بر اساس سپس ویژگی ،ها را مشخصویژگی

این مجموعه  وصورت نزولی مرتب امتیازات به

کنیم. گذاری مینام G_Labelشده را تبمر

F_global ⊆ F  ی هایژگیوای از مجموعه عنوانبهرا

 F_globalکنیم. سراسری تعریف می شدهانتخاب

 ویژگی است. g شامل تعداد

ویژگی جدید را ویژگی جدید: مجموعهمجموعه -7

F_final اندازه این مجموعه را خودمان  ،گذارینام

جهت این کار از خروجی دو مجموعه  ومشخص 

کنیم. از این دو مراحل قبل استفاده می ةشدمرتب

شوند که امتیازات هایی انتخاب میمجموعه ویژگی

 بالاتری داشته باشند.

آید که دست میترکیب: دو مجموعه از مرحله قبل به -8

های های ویژگیای دارد. وزنشدهمقدار تعیین

جمع کردیم تا وزن  باهموش را از هر ر آمدهدستبه

های آید. در آخر وزن به دستکلی برای هر ویژگی 

ها با وزن بالاتر جدید را مرتب کردیم. بهترین ویژگی

 کنیم.را انتخاب می

ها در مجموعه نهایی بخش تکمیلی: اگر تعداد ویژگی -9

های نادیده شده باشد، از ویژگیکمتر از تعداد تعیین

به  هفتمتیازات بالا در مجموعه مرحله شده با اگرفته

 کنیم.مجموعه نهایی اضافه می

های را به الگوریتم آمدهدستبهمجموعه  تیدرنها

دهیم. بعد از گذر از مدل آموزشی اگر بندی میدسته

پردازیم. در غیر بندی میبود به دسته قبولقابلارزیابی 

وعه این صورت به مرحله انتخاب ویژگی بازگشته و مجم

جدیدی  ةیک مجموع بیترتنیابهکنیم. جدید را پیدا می

های با ایم که شامل ویژگیها را به دست آوردهاز ویژگی

های محلی و سراسری است. بالاترین امتیاز از ترکیب روش

لذا در این  ؛ی منفی گاهی سودمند هستندهایژگیو

 هایویژگیدلیل استفاده از نسبت شانس ویژگی بهمجموعه

. حال این مجموعه اندقرارگرفتهمنفی هم مورد ارزیابی 

 ةنیزم درهای یادگیری رایج جدید را با استفاده از روش

بندی متن و انتخاب ویژگی مورد آزمایش قرار داده و دسته

کنیم. جزئیات تجربی این مراحل در نتایج را مقایسه می

 آمده است. 4بخش 

 

 یتجرب جینتا -4
های ترکیبی در برابر عملکرد عملکرد روشدر این بخش، 

های انتخاب ویژگی محلی و سراسری فردی از روش

ی انتخاب ویژگی محلی در هاروشی شده است. ریگاندازه

بود.  و ضریب همبستگی نسبت شانساین مطالعه، 

شامل  مورداستفادهانتخاب ویژگی سراسری های روش

و  جینیهای فراوانی سند، بهره اطلاعات، شاخص

همچنین مراحل بود.  گر ویژگی متمایزانتخاب

انجام شد.  واژگاناز قبیل توکنایز و حذف  پردازششیپ

 آمدهدستبهداده ها، مجموعهعملکرد این روش دیأیتبرای 

های مختلف و معیارهای ارزیابی با ویژگی 1-4در بخش 

 مورداستفادهدر شرایط مختلف  3-4در بخش  شدهیمعرف

و  مورداستفادهداده های زیر، مجموعهقرار گرفت. در بخش

خلاصه  طوربهبندی معیارهای ارزیابی و الگوریتم دسته

های روش بهسپس نتایج مربوط  ؛شودشرح داده می

فردی و ترکیبی  صورتبهانتخاب ویژگی محلی و سراسری 

عملکرد ترکیب  تیدرنهابا نمودار نشان داده شده است. 

تر با نمودار نتایج مهمها باهم مقایسه شد و این روش

 های مختلف از روش یادگیری رسم شده است.کرنل

 

 دادهمجموعه -1-4

های تلگرام که توسط های گروهدر این مطالعه از پیام
 گذاری شده، استفاده کردیم.خودمان استخراج و برچسب

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

17
5 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                            11 / 22

http://dx.doi.org/10.52547/jsdp.19.2.175
https://jsdp.rcisp.ac.ir/article-1-1110-fa.html


 

 
 52پیاپی  2شمارة  1401سال 

186 

ای در حوزه شناسایی شده و آمادهدادگان شناخته
لذا روش پیشنهادی ما نیازمند  ؛پیدا نکردیمدرخواست 

رسان تلگرام به زبان فارسی است. دادگانی از پیاممجموعه
که  را جهت رفع این نیازمندی، در ابتدا سامانه ایده کاو

، های فارسی تلگرام استآوری پیاممنبعی جهت جمع
های انتخاب کردیم. این سامانه دارای حجم زیادی از پیام

 شدند.روز میهای تلگرامی بود که بهگروهفارسی از 
هفت نفر از دانشجویان جهت انجام این فرایند 

مقطع ارشد و دکترای دانشگاه یزد با دریافت نام کاربری و 
پسورد، در چند جلسه توضیحی در مورد چگونگی 

زنی، کار خود را شروع کردند. پس از آموزش و برچسب
کاو، ورود به سایت ایدهی، هر دانشجو با کد کاربردریافت 

کلیدی شروع به  واژگانبردن کاردر قسمت جستجو با به
های کاربران کردند. با استفاده از قوانینی جستجوی پرسش

شده بود به  که در جلسات به دانشجویان شرح داده
های کاو پیامزدن جملات پرداختند. در سایت ایدهبرچسب

اند. دانشجویان تنها با روز شدهشده و بهآوریتلگرامی جمع
پرسشی کلیدی به جستجوی  واژگانکردن پیدا

به این صورت که  های موردنظر پرداختند.درخواست
ازآن گذاری کرده و پسها را طبق قوانینی برچسبداده

گذاری باید . در اینجا برای برچسبکنیممیارزیابی 
ص داد که عبارت موردنظر یک درخواست است یا تشخی

خیر. اگر یک درخواست بود برچسب مثبت و در غیر این 

گر بیانشود. این توضیحات صورت برچسب منفی داده می

 .است 2سؤالشناسایی  ای 1بحث شناسایی درخواست

رکورد  85741آمده شامل دستفایل دادگان به

. این فایل استدهنده پیام کاربر است که هر رکورد نشان
دهد. ستون دارد که مشخصات پیام را نشان می چهارده
پیام،  گر مشخصاتی ازجمله متن پیام، طولها بیانستون

و  نخستبرچسب مثبت و منفی و یا خنثی توسط فرد 
گروه، تعداد اعضای گروه، شناسه  دوم، شناسه گروه، نام

کاربری که پیام را فرستاده، نوع پیام و زمان ارسال پیام 
تا  1396بهمن  16آوری این فایل از تاریخ . جمعاست

زمان برده است. برای اطمینان  1396اسفند  هشتمتاریخ 
ها، هر پیام توسط دو نفر های پیاماز صحت برچسب

زنی طی چند رچسبآمار ب گذاری شده است.برچسب
های تعداد دادهمرحله محاسبه شد. در هر مرحله 

توسط هر دانشجو متفاوت بوده است. قبل خورده برچسب
 :گزارش شدزیر  صورتبهاز مرحله آخر آمار 

U1: 15185، U2: 14289،U3: 20462،U4: 9942 ،U5: 
14569،U6: 448 ،U7: 439 

 

1 request identification 
2 question identification 

شده یک فایل اکسل درنهایت آمار پایانی گزارش

 واژگانبرای جستجو از  .[51] رکورد است 85741دارای 

، "خریدارم"، "کسیچه"، "چگونه"کلیدی مانند 

های در این پروژه ابتدا دادهاستفاده کردیم.  "نیازمندم"

مراحل  کنیم.آمده را به دو قسمت تقسیم میدستبه

بندی انجام بر روی این تقسیم ها راسازی دادهآماده

عنوان مجموعه ها را بهداده نخستدرصد  هشتاددهیم. می

عنوان مجموعه ها را بهدرصد بعدی داده بیستآموزشی و 

سازی و آزمون در نظر گرفته و مراحل انجام کار مدل

با خواندن هر پیام توسط هر فرد  ارزیابی را انجام دادیم.

شود. جهت اطمینان از برچسب مربوط به آن تعیین می

برچسب زده شد.  نفر دوزنی هر پیام توسط صحت برچسب

دارد. درنهایت برچسبی که بیشتر از  برچسب سه امیپهر 

عنوان برچسب اصلی در نظر گرفته شده بهبقیه انتخاب

 شد.

 

 بندیهای دستهالگوریتم -2-4
افزاری مانند حافظه و پردازنده های سختامروزه مؤلفه

اند. این امر موجب تر شدهتر و ارزانمرور پیشرفتهبه

های یادگیری ماشین برای استفاده از الگوریتمشدن رایج

بندی بندی متن شده است. برای دستهلات دستهحل مشک

، 4، بیزین ساده3از شبکه عصبی مصنوعی طورمعمولبه

های دیگر گوریتمو بسیاری از ال 5ین همسایهترنزدیک

ترین و مهماما ؛ شوداستفاده می [44] ،[13] ،[11]

است که  6ردار پشتیبانها ماشین بترین این الگوریتمرایج

جهت توسعه یافته است.  [45] 7واپنیکو  کورتستوسط 

قبول بودن روش، از ارزیابی، اثبات میزان موفقیت و قابل

های یادگیری مختلفی که در مطالعات مربوط به روش

استفاده  اندکاررفتهبهبندی متن و انتخاب ویژگی دسته

ترین روش یادگیری، ماشین بردار پشتیبان رایج کنیم.می

زیر توضیح داده  در بخش اختصاربهبود. در مورد این روش 

 شود.می

 ماشین بردار پشتیبان -1-2-4

های ای از روشهای بردار پشتیبان مجموعهماشین

بندی، رگرسیون و ردیابی دستهشده برای یادگیری نظارت

نوعی  .[47] ،[46] ،[16]های خارج از محدوده است داده

روش یادگیری ماشین است که بر اساس تئوری یادگیری 
 

3 artificial neural networks 
4 Naive Bayes(NB) 
5 K-Nearest Neighbors(KNN) 
6 Support Vector Machine(svm) 
7 Cortes and Vapnik 
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 کنندهبندیهدف دسته. [44]شده است آماری ساخته 

SVM [16]سازی حاشیه است بر اساس مفهوم بیشینه، 

گیری دنبال یافتن یک سطح تصمیماین الگوریتم به. [44]

 ردههای متعلق به دو فاصله را از نمونه بیشینهاست که 

ای در این راستا بردارهای پشتیبان، نقاط داده داشته باشد.

کنند. شناسایی می ،قرار دارند ردهکه در مرز بین دو را 

بندی است که دارای ها در دستهترین الگوریتمیکی از مهم

خطی است. نسخه خطی فاوت خطی و غیرهای متنسخه

بندی متن است و در این الگوریتم بهترین مورد برای دسته

های مختلف هستهشود. بیشتر موارد از آن استفاده می

ماشین بردار پشتیبان ایجاد شده است. ازجمله هسته 

که دارای است  RBF خطی، هسته سیگموید و هسته

 SVM . [48] ،[44] ،[13]و گاما است  𝐶پارامترهای بهینه 

های ترین روششده، یکی از موفقکه توسط واپنیک معرفی

 ،[45] ،[14] ،[13]است  بر هستهیادگیری ماشین مبتنی 

های موجود و ابزارهای کتابخانهدر این مطالعه از . [48]

 ،[12]کردیم  فرض این الگوریتم استفادهپارامترهای پیش

[13]، [49]. 

 

 معیارهای ارزیابی -3-4
 هایی سنجیده شوند.های یادگیری باید با معیارالگوریتم

 دودستهمعیارهای ارزیابی رایج مورداستفاده در متن به 

توان از می ؛ کهشودداخلی و خارجی تقسیم می

 1و از دقت عنوان معیاری داخلیگیری شباهت بهاندازه

 [16] ,[12] 4گیری افو اندازه 3، فراخوانی2، صحت[11]

صحت و فراخوانی،  .خارجی اشاره کردعنوان معیاری به

استخراج  ةنیزم درشده های مشترک استفادهگیریاندازه

در این . [15]دهند متن بر اساس معادلات را نشان می

طور های زیر بهمطالعه از معیارهای ارزیابی که در بخش

 ایم استفاده کردیم.خلاصه توضیح داده
 

1-3-4- Micro−F1 
بندی تصمیمات دسته ةمیانگین میکرو همبرای محاسبه 

در نظر گرفته  ایردهها بدون تبعیض دادهدر مجموعه

ها در یک مجموعه که کلاسشوند. درصورتیمی

های بزرگ به ردهگاه آن ،باشند قرار داشته 5انهدارجانب

شوند. معادله مربوط به های کوچک مسلط میمحدوده

 𝑝( است و در آن 7رابطه ) صورتبه Micro−F1محاسبه 
 

1 accuracy  
2 precision 
3 recall 
4 F-measure 
5 biased 

مقدار فراخوانی مربوط به تمام تصمیمات  𝑟مقدار صحت و 

داده است. این معادله یک بندی در کل مجموعهدسته

گیری کلی است و مربوط به یک کلاس خاص نیست اندازه

[12]، [16]، [32]، [34]، [49]. 
 

(7)                                   𝑀𝑖𝑐𝑟𝑜 − 𝐹1 =
2×𝑝×𝑟

𝑝+𝑟
    

 

2-3-4- Macro−F1 

برای هر  F-measure [46]برای محاسبه میانگین ماکرو، 

شود و میانگین برای تمام داده محاسبه میدر مجموعه رده

توزیع گرفتن نظردرآید. درنتیجه، بدون دست میبه هارده

معادله شود. اختصاص داده می رده، وزن برابری به هر رده

و  ( است8رابطه ) صورتبه Macro−F1محاسبه مربوط به 

است.  𝑘 ردةمقدار فراخوانی  𝑟مقدار صحت و  𝑝در آن 

خاص است  ردةاین معادله، میانگین محاسبه برای هر 

میانگین  𝐹1نمره . [49] ،[34] ،[32] ،[16] ،[12]

کردن متعادلهارمونیک صحت و فراخوانی است و به 

بندیسازی دستهصحت و عملکرد فراخوانی در بهینه

 .[46]کند کننده کمک می
 

(8)                                 𝑀𝑎𝑐𝑟𝑜 − 𝐹1 =
∑ 𝐹𝑘

𝐶
𝑘=1

𝐶
  , 

𝐹𝑘 =
2 × 𝑝𝑘 × 𝑟𝑘

𝑝𝑘 + 𝑟𝑘

     
 

3-3-4- RMSE 
نشان   RMSEاین خطای جذر میانگین مربعات است.

شده با مقادیر واقعی چقدر بینیدهد که مقادیر پیشمی

نشان  RMSEتر رو مقدار پاییننزدیک هستند. ازاین

دهد که عملکرد مدل خوب است. یکی از خصوصیات می

این است که واحد مانند متغیر هدف خواهد  RMSEاصلی 

 .[50]دهد ( این معادله را نشان می9بود. رابطه )
 

(9                                   )√
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖̂)

2𝑛
𝑖=1           

 

های فردی محلی و ارزیابی روش -4-4

 سراسری
های انتخاب ویژگی در این بخش، عملکرد فردی روش

محلی و سراسری مقایسه شد. این مقایسه با توجه به 

 هاروشاز این  آمدهدستبهMacro-F1 و Micro-F1مقادیر 

ها که توسط هر روش انجام شد. تعداد متفاوتی از ویژگی

شود. ارسال می هاکنندهیبنددستهشوند، به انتخاب می

های موردبررسی را با تعداد رکوردهای متفاوت از روش
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های متفاوت انجام داده و داده و همچنین تعداد ویژگی

-Micro( مقادیر 4نتایج را مقایسه کردیم. نمودار شکل )

F1 داده با ماشین بردار پشتیبان را که در مجموعه

های استفاده از روشدهد. نشان می ،است آمدهدستبه

انتخاب ویژگی فردی در بیشتر موارد سبب افزایش دقت 

 NB و SVMشد. این افزایش دقت در روش یادگیری 

بیشتر بوده است. همچنین میزان افزایش با روش انتخاب 

نتیجه بهتری داشته است. در نمودار  CCویژگی فردی 

 سیصدکنید که با تعداد ویژگی بالاتر از مشاهده می

میزان دقت تغییر چندانی نداشته است، لذا  طورتقریبیبه

عنوان زیرمجموعه ویژگی ما این زیرمجموعه ویژگی را به

 کنیم.بهینه انتخاب می

 
 فردی هایبرای روش بانیبردار پشت(: نتایج ماشین 4-)شکل

(Figure-4): Support vector machine results 

 for individual methods 

 

ترین گام، ساخت فضای در پردازش متن مهم

ها، اطلاعات ها و پیامدر پرسشواژگان برداری است. 

 واژگاندهند. برای این کار از کیسه زیادی را به ما می

اطلاعات زائد و  واژگانکنیم. در این کیسه استفاده می

ها را حذف توقف وجود دارد که آن واژگاناضافی مانند 

از  واژگانکنیم. بعد از ساخت بهترین بردار کیسه می

کنیم و با های یادگیری استفاده میترین روشمناسب

در این آوریم. دست میمعیارهای ارزیابی نتایج را به

 استفاده MLPو  NB،SVM ، DT روش چهارپژوهش از 

 3ها در بخش این یادگیرنده نیترمهمشد. روش عملکرد 

ها این است تشریح شده است. دلیل انتخاب این الگوریتم

ها را بر روی کیسه ، این الگوریتمشدهیاد مطالعاتکه 

آمده دستدادگان خود انجام دادند. طبق نتایج به واژگان

عملکرد بهتری نسبت به سایر  NB و SVMروش یادگیری 

  ها داشت.روش
 هزاردههای فردی انتخاب ویژگی با تعداد در روش

و  NB، بیشترین مقدار دقت مربوط به الگوریتم رکورد
 هزاربیست ویژگی بوده است. برای تعداد پنجاهبا  CCروش

نتیجه بهتری داشته است. در این  SVMرکورد روش 

بالاتری با  مقدار دقت DFSالگوریتم روش انتخاب ویژگی 
 SVMبرای همه رکوردها، روش ویژگی داشته است. یکصد

نتیجه بهتری داشته است. در این الگوریتم روش انتخاب 
 ویژگی داشت. دویستبالاتری با  مقدار دقت CCویژگی 

با را  Micro-F1برای این روش، میانگین مقادیر معیار 
های های مختلف برای روشی رکوردها و تعداد ویژگیتمام

 کنید.( مشاهده می4شکل )فردی در 
 

های ترکیبی محلی و ارزیابی روش -5-4

 سراسری
های انتخاب ویژگی در این بخش، عملکرد ترکیبی روش

محلی و سراسری مقایسه شد. این مقایسه با توجه به 
 هاروشاز این  آمدهدستبهMacro-F1 و Micro-F1مقادیر 

هر روش  ها که توسطانجام شد. تعداد متفاوتی از ویژگی
شود. ها ارسال میکنندهیبنددستهشوند، به انتخاب می

های موردبررسی را با تعداد رکوردهای متفاوت از روش
های متفاوت انجام داده و داده و همچنین تعداد ویژگی

-Micro( مقادیر 5نتایج را مقایسه کردیم. نمودار شکل )

F1 را که در مجموعه داده با ماشین بردار پشتیبان 
های استفاده از روشدهد. است را نشان می آمدهدستبه

انتخاب ویژگی ترکیبی در بیشتر موارد سبب افزایش دقت 
 NB و SVM شد. این افزایش دقت درروش یادگیری

های بیشتر بوده است. همچنین میزان افزایش با روش
بهتر بوده است. در  CCانتخاب ویژگی ترکیبی شامل 

 سیصدکنید که با تعداد ویژگی بالاتر از نمودار مشاهده می
لذا  ؛میزان دقت تغییر چندانی نداشته است طورتقریبیبه

عنوان زیرمجموعه ویژگی ما این زیرمجموعه ویژگی را به
ای بین ( مقایسه6شکل ) کنیم. دربهینه انتخاب می

برای میانگین  SVMبند فردی و ترکیبی دسته هایروش
 ها انجام شده است.ویژگی

 
 های ترکیبیبرای روش بانیبردار پشت(: نتایج ماشین 5-)شکل

(Figure-5): Support vector machine results  

for hybrid methods 
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 های فردیتر میانگین روش(: مقایسه دقیق6-)شکل

  SVMو ترکیبی در 

(Figure-6): A more accurate comparison of the average of 

individual and hybrid methods in SVM 

 

های ترکیبی برای تمامی رکوردها روش در روش

بیشترین درصد افزایش دقت را نسبت به  SVMیادگیری

. از بین [51] دقت بدون کاهش ویژگی داشته است

های ترکیبی برای این الگوریتم روش ترکیبی روش

CC&DF  ویژگی بیشترین عدد دقت  سیصدبرای تعداد

 و Micro-F1را داشته است. مقدارمعیارهای  843/0یعنی 

Macro-F1  وRMSE ( نشان داده7در شکل )  .شده است

 696/0میزان دقت برای این روش بدون انتخاب ویژگی 

 بوده است. 
 

 
 CC&DF برای روش بانیبردار پشت(: نتایج ماشین 7-)شکل

(Figure-7): Support vector machine results 

for CC&DF method 

 

( که در پیوست آورده شده 2با توجه به جدول )
 CCهای ترکیبی با شود که تمامی روشاست، مشاهده می

 ORهای ترکیبی با دارای نتایج بالاتری بود. از بین روش
دارای نتیجه بالاتری است. در بقیه  GI، ترکیب با هم

ترکیبات این روش، میزان دقت افزایش پیدا نکرده ولی با 
های ها، این روش با ویژگیتوجه به کاهش میزان ویژگی

های لذا اعمال این روش ؛کمتر همان دقت را داده است
 ترکیبی، در کاهش ابعاد و زمان محاسبه تأثیرگذار است.

ش بر روی افزایش دقت بوده بیشتر تمرکز این پژوه
های انتخاب ویژگی باعث استفاده از روش حالنیباا ؛است

اند و به همین دلیل کاهش زمان محاسبات نیز شده
و  NB( برای 8در شکل )از نمودارهای زمانی  اینمونه

جهت مقایسه زمان با و بدون  ،SVM( برای 9شکل )
مطلوبی های هایی که دقتکاهش ویژگی برای روش

مونه نشان داده شده است. در این ن هزارده داشتند برای
های انتخاب از روش کهیهنگامکنید نمودارها مشاهده می

 خصوصبه ؛ویژگی استفاده شده، زمان کاهش یافته است
های انتخاب در بیشتر روش کهنیابر علاوه SVM در

ویژگی مقدار دقت نسبت به بدون انتخاب ویژگی افزایش 
ی انتخاب ویژگی نیز، ریکارگبهداشت، در تمامی موارد 

زمان به مقدار زیادی نسبت به بدون انتخاب ویژگی 
های ی روشهایریکارگبهکاهش داشته است. در برخی 

انتخاب ویژگی، زمان نسبت به بدون انتخاب ویژگی 
ولی این افزایش زمان در برابر افزایش دقت  ،اشتافزایش د

 ی بود. پوشچشمقابلها ناچیز و و کاهش ویژگی
 

 
با و  NBبندی (: نتایج مقایسه زمان الگوریتم دسته8-)شکل

 بدون انتخاب ویژگی

(Figure-8): Results Comparison of NB classification 

algorithm time with and without feature selection 

 

 

با و  SVMبندی (: نتایج مقایسه زمان الگوریتم دسته9-)شکل

 بدون انتخاب ویژگی

(Figure-9): Results Comparison of SVM classification 

algorithm time with and without feature selection 
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 مقایسه با روش ترکیبی مقالات دیگر -1-5-4

فارسی تلگرامی مورداستفاده در این دادگان مجموعه

 ؛پژوهش، توسط خودمان ساخته شد و مشابه آن را نیافتیم

از یک  با  مقالات دیگر،ارزیابی  مقایسه ولذا جهت 

که در  Reuters-21578غیرفارسی به نام  دادگانمجموعه

بندی متن و انتخاب تههای زیادی در زمینه دسپژوهش

در  دادگانمجموعهاین ویژگی کاربرد دارد، استفاده کردیم. 

های مبتنی بر فیلتر را باهم ترکیب روشکه  [12]مطالعه 

برای انتخاب ویژگی به کار برده شد. ما نیز روش کرده بود، 

و نتایج را  میبرد کاربه دادگانمجموعهخود را با این 

مقایسه کردیم. نتایج مقایسه نشان داد که روش ترکیبی 

نتیجه بهتری در مقایسه با روش ترکیبی مقاله پیشین  ما

 SVMجهت انتخاب ویژگی داشت. در این مقایسه از 

با مقدار  CCهای فردی روش استفاده شده است. در روش

های ترکیبی دارای نتیجه بالاتری است. در روش 954/0

نتیجه بالاتری داشت. این  955/0با مقدار  CC&DFوش ر

دارای  [46]در حالی است که بالاترین نتیجه برای مطالعه 

شکل نمودار مربوط به این مقایسه در بود.  862/0مقدار 

 آورده شده است.  (10)
   

 
 Micro-F1با معیار  SVMالگوریتم نتایج (: میانگین  10-)شکل

مقایسه روش پیشنهادی ما و روش مقالات پیشین با جهت 

  Reuters-21578داده 

(Figure-10): Average SVM algorithm results with the Micro-

F1 criterion for comparing our proposed method and the 

method of previous articles with Reuters-21578 data 

 

با  بانیپشتبردار ارزیابی ماشین  -6-4

 های مختلفکرنل
SVM توان این یک یادگیرنده مبتنی بر هسته است. می

های مختلف مورد ارزیابی یادگیرنده را با مقدار هسته

ای، های خطی، چندجملهقرارداد. نوع هسته حالت

سیگموید و تابع پایه شعاعی دارد. در این پژوهش 

های نتایج بهتری را ارائه داد، کرنل SVM که علتنیابه

مختلف این روش یادگیری را هم محاسبه کردیم. در 

مقدمه بیان شدند  در بخشی مشابه که هاپژوهش

بود. با انتخاب  نشده انجامهای مختلف محاسبه کرنل

شوند و های متفاوتی انتخاب میهای متفاوت، ویژگیکرنل

نیز  آمدهدستبهقت شود که مقدارهای داین امر سبب می

 است.  شدهپرداختهدر ادامه به بیان جزئیات  تغییر کند.

( 11شکل ) در نمودارهای مختلف را نتایج هسته

کنید. هسته خطی عملکرد بهتری داشت و مشاهده می

و  CC&DFبا روش ترکیبی  Linear SVMدر تر بود. ساده

است که نسبت  846/0ویژگی دارای نتیجه  سیصدبرای 

 Poly SVMها مقدار بیشتری بود. در به سایر کرنل

برای روش  Sigmoid SVMافزایش دقتی نداشتیم. در 

 RBF SVM. در بود0/664 دارای مقدار CC&GIترکیبی 

است.  833/0نتیجه برابر با  CC&DFSبرای روش ترکیبی 

 Cی گاما و پارامترهااز این انواع هسته با تغییر  هرکدامدر 

برای این  فرضشیپکند. ما از مقادیر نتایج فرق می

 پارامترها استفاده کردیم.

 
 های مختلفبا کرنل بانیبردار پشت(: نتایج ماشین 11-)شکل

(Figure-11): Support vector machine results  

with different kernels 

 

های مبتنی بر داد که ترکیب روش نتایج نشان

بندی بهتری نسبت فیلتر محلی و سراسری، عملکرد دسته

ها، با تولید های فردی داشته است. این ترکیببه روش

های مهم و کارآمد، ابعاد زیرمجموعه بهینه از تمامی ویژگی

موجب افزایش دقت  فضای ویژگی را کاهش دادند. این امر

هایی که بهترین زیرمجموعه ویژگی شد. از طرفی الگوریتم

نظر زمان بسیار بهینه بوده و زمان  کنند ازرا انتخاب می

مدل یادگیری، مبتنی بر  درواقعمحاسبات را کاهش دادند. 

آمده است که چنین مدلی دست های کمتری بهویژگی

های جدید را دارد و زمان قابلیت تعمیم بیشتری در نمونه

دهنده دهد؛ این موضوع نشانموردنیاز را نیز کاهش می

0.80

0.82

0.84

0.86

0.88

0.90

0.92

0.94

0.96

M
ic

ro
-F

1

Feature selection method

IG+IG
FSS

0.00

0.20

0.40

0.60

0.80

Linear RBF Poly Sigmoid

M
ic

ro
-F

1

kernel_svm

OR&DFS OR&IG OR&DF OR&GI

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

17
5 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                            16 / 22

http://dx.doi.org/10.52547/jsdp.19.2.175
https://jsdp.rcisp.ac.ir/article-1-1110-fa.html


 

 

 
 52پیاپی  2شمارة  1401سال 

191 

س
رر

ب
 ی

رک
ع ت

ام
ج

ی
 ب

ش
رو

ها
 ی

حل
م

 و ی
ی

سر
را

س
 

 و
ب

خا
انت

ی
ژگ

 ی
را

ب
 ی

سا
شنا

ی
ی

 
ت

س
وا

رخ
د

  
 در

را
لگ

ت
 م

بندی متن است. ارزیابی و اهمیت انتخاب ویژگی در دسته

رهای بالا نشان داده ها در نمودامقایسه عملکرد این روش

ترین توانیم بهینههای ترکیبی میبا این روش اند.شده

دست آوریم. در هر مرحله عملیات زیرمجموعه ویژگی را به

شود و مدل یادگیری مربوط به آن انتخاب ویژگی انجام می

دهیم شود. این مراحل را تا جایی ادامه میآموزش داده می

بندی گی و صحت دستهکه به بهترین نرخ کاهش ویژ

 برسیم.

رکورد بیشترین میزان افزایش دقت با  هزاردهدر 

بیشترین میزان  رکورد هزاربیستویژگی بود. در  پنجاه

رکوردها  در تمامویژگی بود.  یکصدافزایش دقت با 

ویژگی بود و این  سیصدبیشترین میزان افزایش دقت در 

لذا  ؛گرفته شدزیرمجموعه بهینه در نظر  عنوانبهمجموعه 

مورد  دادةنتیجه گرفت که با افزایش حجم  توانیم

یابد. در پردازش، زیرمجموعه ویژگی بهینه هم افزایش می

برخی از موارد درصد افزایش بسیار کم، در برخی 

اما ؛ ایمتوجه و در برخی دیگر درصد افزایشی نداشتهقابل

جه به کاهش زمان محاسبه با تو کهذکر آن است نکته قابل

 توجه بوده است.مقدار کاهش ویژگی قابل

ها با توجه به معیارهای ارزیابی مختلف طبق یافته

بیشترین گر ها، نتایج حاصل بیانآزمایششده در استفاده

ترتیب مربوط بهتأثیر روش ترکیبی در میزان افزایش دقت 

اما  ؛بوده است MLPو  SVM ،NB یریادگی یهاروشبه 

افزایشی نسبت به مقدار دقت بدون کاهش  DT روشبا 

ویژگی نداشته است که در مقایسه با کاهش ابعاد ویژگی 

ها که توسط هر تعداد متفاوتی از ویژگینیست.  ذکرقابل

ها ارسال کننده بندیشوند، به دستهروش انتخاب می

و  Micro-F1 ازاتیامت( در پیوست، 2شدند. جدول )

Macro-F1 هایی که بندیداده با دستهبرای مجموعه

های قسمت .دهدنشان می ،اندداشتهبیشترین افزایش را 

دهنده بیشترین امتیاز برای یک برجسته در جداول نشان

نتایج کنید، که مشاهده می طورهمان .روش خاص است

های ترکیبی عملکرد روش تربیشدهد که تجربی نشان می

بهبود  Macro-F1و  Micro-F1 نظر ازبندی را دسته

-Macroاز  Micro-F1بخشیده است. همچنین مقدارهای 

F1 ها بیشتر است. نتایج و نمودارهای در تمامی روش

  DTو NB ،MLPهای بندی کنندهمربوط به ارزیابی دسته

( آورده شده است. در 19( تا )12های )شکل نموداردر 

 روش دو( یک مقایسه کلی از نتایج 19شکل )

که بالاترین مقدار را  NBو  SVM کنندهبندیدسته

 ایم.نشان داده داشتند،
 

 

 
 CC&DF (: نتایج بیزین ساده برای روش14-)شکل

(Figure-14): Naive Bayes (NB) results for CC&DF method 

 

 

 
 های ترکیبیبرای روش MLP(: نتایج 15-)شکل

(Figure-15): MLP results for hybrid methods 

 

 
 CC&DF برای روش MLP(: نتایج 16-)شکل

(Figure-16): MLP results for CC&DF method 
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 های ترکیبیبرای روش درخت تصمیم(: نتایج 17-)شکل 

(Figure-17): Decision Tree (DT) results for hybrid methods 

 

 
 CC&DF برای روش درخت تصمیم(: نتایج 18-)شکل

(Figure-18): Decision Tree (DT) results for CC&DF method 

 

 
های دسته بندی کننده (: مقایسه میانگین روش19-)شکل

SVM   وNB  

(Figure-15): Comparison of the mean of SVM and NB 

classification methods 

 

 ندهیآ یو کارها یرگیجهینت -5
در این مطالعه بررسی جامعی بر روی پرکاربردترین 

با انتخاب ویژگی مبتنی بر فیلتر انجام شد.  هایروش
بندی و های دستهها، الگوریتمدادهاستفاده از مجموعه

ی موردبررسهای ترکیبی معیارهای ارزیابی، اثربخشی روش

ی هاروشقرار گرفت و در مقایسه با کارایی فردی از 
نتایج نشان داد انتخاب ویژگی مبتنی بر فیلتر مقایسه شد. 

های های ترکیبی عملکرد بهتری نسبت به روشکه روش
آمده استفاده از روش دستاند. طبق نتایج بهفردی داشته

تواند میزان دقت را به مقدار ترکیبی پیشنهادشده می
زیادی افزایش و همچنین زمان محاسبه را کاهش دهد. 

های یادگیری دو مورد معیارهای تأثیرگذاری در روشاین 
، مورداستفادههای یادگیری ماشین هستند. از بین روش

های ماشین بردار پشتیبان و بیزین ساده درصد روش
برای  CC&DFروش ترکیبی بالاتری از افزایش را داشتند. 

ویژگی بیشترین دقت را نسبت به بقیه  سیصدتعداد 
زیرمجموعه بهینه  عنوانبهین مجموعه ها نشان داد. اروش

ی بنددستهرای ب SVM شناخته شد. در این پژوهش روش
مختلف این روش،  هایکرنلمتن استفاده شد. از میان 

های مشابه کرنل خطی بهترین نتیجه را داشت. در پژوهش
نسبت به پژوهش ما، استفاده  دادهبودن حجم بر کمعلاوه

همچنین  ؛نیز مشاهده نکردیمهای متفاوت را از کرنل
انتخاب ویژگی، برای داده  هایروشچنین ترکیبی از این 

 فارسی استفاده نشده بود.

توان یکی از کارهایی که جهت انجام در آینده می

ها را با به آن اشاره کرد این است که تمامی این روش

های یادگیرمبنا و یادگیرحاصل ترکیب و نتایج روش

ازنظر افزایش دقت و زمان را مقایسه کنیم. آمده دستبه

های اجتماعی وجود دارد که های زیادی در سایر شبکهپیام

های بورسی ی، دارای سیگنالوکارکسبهای علاوه بر داده

تواند سودمند های پنهان میهستند و استخراج این داده

توان برای لذا از این روش کاهش ویژگی می ؛باشد

بینی بازار حل پیشنهادی جهت پیشراه یکآوردن دستبه

 بورس استفاده کرد.
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 پیوست
 ترکیبیهای (: نتایج میکرو و ماکرو برای تعداد ویژگی مختلف در روش2-)جدول 

(Table-2): Micro and macro results for a number of different properties in hybrid methods 

Micro-F1 & Macro-F1 scores for dataset using SVM &NB               

SVM 0.696         0.694         

 

Micro-F1 

   

Macro-F1 

   
number of features 50 100 200 300 400 50 100 200 300 400 

Odds_Ratio&DFS 0.353 0.353 0.353 0.353 0.353 0.261 0.261 0.353 0.261 0.261 

Odds_Ratio&Information_Gain 0.353 0.353 0.353 0.353 0.353 0.261 0.261 0.261 0.261 0.261 

Odds_Ratio&DF 0.353 0.353 0.353 0.353 0.353 0.261 0.261 0.261 0.261 0.261 

Odds_Ratio&Gini_Index 0.361 0.507 0.510 0.507 0.507 0.277 0.502 0.506 0.503 0.503 

Correlation&DFS 0.835 0.834 0.838 0.835 0.823 0.812 0.812 0.817 0.815 0.807 

Correlation&Information_Gain 0.837 0.837 0.836 0.829 0.825 0.817 0.818 0.820 0.812 0.809 

Correlation&DF 0.839 0.836 0.841 0.844 0.836 0.820 0.818 0.825 0.828 0.822 

Correlation&Gini 0.834 0.835 0.838 0.831 0.827 0.817 0.817 0.820 0.816 0.813 

Document_Frequency 0.836 0.837 0.837 0.836 0.835 0.815 0.817 0.819 0.821 0.820 

Information_Gain 0.837 0.831 0.828 0.827 0.812 0.815 0.809 0.808 0.808 0.797 

Gini_Index 0.353 0.353 0.353 0.353 0.353 0.261 0.261 0.261 0.261 0.261 
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DFS 0.774 0.771 0.771 0.771 0.770 0.765 0.762 0.762 0.762 0.761 

Odds_Ratio 0.353 0.353 0.353 0.353 0.353 0.261 0.261 0.261 0.261 0.261 

Correlation 0.837 0.837 0.838 0.836 0.831 0.817 0.819 0.820 0.819 0.815 

 NB 0.745         0.673         

 

Micro-F1 

   

Macro-F1 

   
number of features 50 100 200 300 400 50 100 200 300 400 

Odds_Ratio&DFS 0.665 0.674 0.682 0.682 0.689 0.450 0.480 0.518 0.535 0.559 

Odds_Ratio&Information_Gain 0.662 0.672 0.665 0.689 0.692 0.444 0.477 0.487 0.551 0.566 

Odds_Ratio&DF 0.649 0.661 0.668 0.673 0.678 0.419 0.458 0.489 0.509 0.539 

Odds_Ratio&Gini_Index 0.653 0.659 0.659 0.672 0.674 0.424 0.450 0.475 0.510 0.518 

Correlation&DFS 0.780 0.654 0.774 0.715 0.659 0.771 0.417 0.701 0.709 0.658 

Correlation&Information_Gain 0.791 0.810 0.765 0.676 0.806 0.779 0.782 0.753 0.675 0.768 

Correlation&DF 0.813 0.775 0.776 0.816 0.813 0.792 0.759 0.761 0.788 0.785 

Correlation&Gini 0.772 0.700 0.756 0.761 0.731 0.762 0.696 0.744 0.748 0.723 

Document_Frequency 0.813 0.804 0.784 0.793 0.804 0.790 0.780 0.763 0.770 0.775 

Information_Gain 0.826 0.653 0.761 0.695 0.673 0.806 0.415 0.690 0.541 0.492 

Gini_Index 0.647 0.653 0.657 0.660 0.660 0.399 0.422 0.448 0.457 0.464 

DFS 0.655 0.665 0.678 0.685 0.692 0.419 0.452 0.493 0.512 0.529 

Odds_Ratio 0.649 0.657 0.670 0.676 0.680 0.412 0.439 0.497 0.528 0.546 

Correlation 0.789 0.757 0.793 0.781 0.804 0.777 0.746 0.774 0.764 0.767 
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