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 دهیچک
 شناسی، ژنتیک، نجوم، علوم جغرافیایی و امور مالیند بیوانفورماتیک، زیستهای مختلف مانسری زمانی چندمتغیره در زمینه هایداده

های گمشده سری زمانی چندمتغیره، یکی از داده جایگذاریها دارای داده گمشده هستند. دادهسیاری از این مجموعه. بشوندیافت می

های زمانی باید با دقت مورد توجه و بررسی قرار گیرد. تحقیقات بینی سریقبل از فرایند یادگیری یا پیش چالش برانگیز است و مباحث

های شامل روش طورمعمولبهاست که  های گمشده سری زمانی انجام شدهداده جایگذاریمختلف برای  هایروشدر استفاده از  فراوانی

یافته . در این مقاله یک نسخه بهبودهستندمتغیره های زمانی تکبردهای خاص و یا سریهای ساده در کارسازیمدل تجزیه و تحلیل و

دو  داریابی معکوس فاصله وزناست. روش درون های گمشده پیشنهاد شدهداده جایگذاری برای داریابی معکوس فاصله وزناز درون

بهینه برای همسایگان داده گمشده.  أثیرت( انتخاب توان 2گمشده  هایتر به داده( یافتن بهترین نقاط نزدیک1 محدودیت اساسی دارد:

ای انتخاب های با بیشترین شباهت به الگوی دادهاست، تا همسایه استفاده شده k-meansبندی خوشه یابی، ازبرای بهبود روش درون

ها بر روی داده گمشده متفاوت است، از الگوریتم جستجوی فاخته برای تعیین توان از همسایه هر یک تأثیرشوند. از آنجا که میزان 

شود. نتایج استفاده می شدهبرای ارزیابی عملکرد روش پیشنهادی، از پنج معیار ارزیابی شناخته .شودهمسایگی استفاده می تأثیر

مجموع الگوریتم پیشنهادی نسبت بررسی قرار گرفته و دردرصدهای مختلف گمشدگی مورد  با UCIداده تجربی بر روی چهار مجموعه

 5و   MSEخطای  MAE ،003/0خطای  RMSE ،04/0خطای  05/0طور میانگین حدود ای دیگر عملکرد بهتر و بهبه سه روش مقایسه

شده در روش پیشنهادی بسیار مطلوب و در حدود های واقعی و مقدار برآوردمیزان همبستگی دادهداشته است.  MAPEدرصد خطای 

 .استدرصد  99

 

های زمانی ، سری k-meansبندیخوشه الگوریتم جستجوی فاخته،، IDWیابی های گمشده، درونداده جایگذاری کلیدی: واژگان

 چندمتغیره

 

Missing Data Imputation in Multivariate 

 Time Series Data 
 

Negin Daneshpour* & Seyede Fateme Mirabolghasemi 

Faculty of Computer Engineering, Shahid Rajaee Teacher Training University, Tehran, Iran 

 

Abstract 
Multivariate time series data are found in a variety of fields such as bioinformatics, biology, genetics, 

astronomy, geography and finance. Many time series datasets contain missing data. Multivariate 

time series missing data imputation is a challenging topic and needs to be carefully considered before 

learning or predicting time series. Frequent researches have been done on the use of different techniques 

for time series missing data imputation, which usually include simple analytic methods and modeling in 

specific applications or univariate time series.  
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In this paper, a hybrid approach to obtain missing data is proposed. An improved version of inverse 

distance weighting (IDW) interpolation is used to missing data imputation. The IDW interpolation 

method has two major limitations: 1) finding closest points to missing data 2) Choosing the optimal 

effect power for missing data neighbors. Clustering has been used to remove the first constraint and find 

closest points to the missing data. With the help of clustering, the search radius and the number of input 

points that are supposed to be used in interpolation calculations are limited and controlled, and it is 

possible to determine which points are used to determine the value of a missing data.Therefore, most 

similar data to the missing data are found. In this paper, the k-maens clustering method is used to find 

similar data. This method has been more accurate than other clustering methods in multivariate time 

series.  

Evolutionary algorithms are used to find the optimal effect power of each data point to remove the 

second constraint. Considering that each sample within each cluster has a different effect on the 

estimation of missing data, cuckoo search is used to find the effect on missing data. The cuckoo search 

algorithm is applied to the data of each cluster, and each data sample that has more similarity with the 

missing data has more influence, and each data sample that has less similarity has less influence and has 

less influence in determining the amount of missing data. Among evolutionary algorithms, evolutionary 

cuckoo search algorithm is used due to high convergence speed, much less probability of being trapped 

in local optimal points, and ability to quickly solve high dimensional optimization problems in 

multivariate time series problems.  

To evaluate the performance of the proposed method, RMS, MAE,
2R , MSE and MAPE criteria are 

used. Experimental results are investigated on four UCI datasets with different percentages of 

missingness and in general, the proposed algorithm performs better than the other three comparative 

methods with an average RMSE error of 0.05, MAE error of 0.04, MSE error of 0.003, and MAPE error 

of 5. The correlation between the actual data and the estimated value in the proposed method is about 

99%.  

 

Keywords: Missing Data imputation, IDW Interpolation, Cuckoo Search Algorithm, k-means 

Clustering, Multivariate Time Series. 

 

 مقدمه -1 
ای از مشاهدات تصادفی های سری زمانی، مجموعهداده

اند. در آوری شدهتدریج در طول زمان جمعکه به هستند
های مجاور دارای همبستگی قوی و ها نمونهاین نوع داده

های زمانی چندمتغیره از سری درتغییرات اندک هستند. 
برای ایجاد مدل سری وابسته به زمان چندین ویژگی 

ها به مقادیر گذشته شود. هر متغیر نه تنزمانی استفاده می
و  خود بلکه به برخی از متغیرهای دیگر نیز وابستگی دارد

 بینی مقادیر آینده استفادهاز این وابستگی برای پیش
ها و داده یسازرهیقدرت ذخ شیبا افزا .[1] شودمی

و  رهیذخ یبرا یفرصت یواقع یایدن یها، برنامههاپردازنده
 ؛اندکرده دایپ یمدت زمان طولان یها براداده ینگهدار

به شکل  یعمل یاز کاربردها یاریها در بسدادهرو ایناز
 یهامثال داده رایب .شوندیم رهیسری زمانی ذخ یهاداده
اطلاعات آب و  ،یسهام، نرخ ارز در امور مال متیق ش،فرو

)مانند فشار خون و  یپزشک یهایریگاندازهو هوا 
 نیبر ا. هستنداز این قبیل ( وگرامیالکتروکارد گیریاندازه

 یهانهیسری زمانی چندمتغیره در زم یهااساس، داده
 ک،یژنت ،یشناسستیو ز کیوانفورماتیمختلف مانند ب

 .[3]،[2] شوندیم افتی یامور مال و ییاینجوم، علوم جغراف
 لیو تحل هیسری زمانی فرصت تجز یهامقدار داده نیا

در جوامع  گرانپژوهشاز  یاریبس یسری زمانی برا
ها داده نیاست. ا را در دهه گذشته فراهم کرده کاویداده

 ییجوصرفه ،یمختلف مانند اتفاقات پزشک لیبه دلا اغلب
عدم پاسخ در  ،یطیمح لها، عوامی، ناهنجارهاهزینهدر 

 ،یریگاندازه در یانسان یخطاها ،یعلم هایآزمایش
 تیفیکو  تالیجید یهاستمیها در سمشکلات انتقال داده

رو ایناز ؛[6-4] ممکن است از دست بروند گرهاحس نییپا
 یآورکه جمع ییهادادهگمشده در مجموعه ریوجود مقاد

از  یاری. بساست ریناپذاجتناب یوداند تا حدشده
به مجموعه  ازین یزمان یهایسر یبر رو تحلیل هایروش

که ممکن  یطوربه ؛دارند یکامل در هر گام زمان اطلاعات
سری  یهایژگیو تریندارای مهمگمشده  یهااست داده

داده گمشده در مجموعه یها. حضور داده[7] باشندزمانی 
حاصل از  یهاداده ریتفس جینتا یریگطور چشمبه

قرار  تأثیررا تحت  نیماش یریادگیو  یکاوداده یهافرایند
اشتباه و  جینتا جادیباعث ا ،ممکن است یو حت دهدمی

 رسیدگی به نی. بنابرا[8] شود گرانپژوهش یگمراه
از  قبل از به کارگیریمهم  مسأله کی گمشده هایداده

 باشد.می نیماش یریادگیو  یکاوداده هایروش
گانه برای بندی سهلیتل و روبین یک طبقه

گمشده عبارتند از: اند که گمشده پیشنهاد داده هایداده
گمشده ، (1MCAR(تصادفی  طورکاملبه صورتبه
     3نشدهی گمطور تصادفو به (2MAR(ی تصادفصورت به

 

1 Missing Completely at Random 
2 Missing at Random 
3 Missing Not at Random 
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(MNAR) [9] .نوع  ازمقدار گمشده  یوقتMCAR است ،

 ریگمشده مستقل از سا ریاست که مقاد یمعن نیبه ا
را  مقادیر گمشده، MAR حالت در هستند. رهایمتغ
 ریاگر مقاد. برآورد کرد گرید ریبا استفاده از مقاد توانمی

 ریبه سا ریمقاد نیباشند، ا MNARنوع از  گمشده
لازم برای  سازوکارد و ندار یگمشده بستگ یرهایمتغ

پرکردن  یبرا یسازبه مدل ازی، نهای گمشدهپرکردن داده
توان از یگمشده را نم مقادیررو نیادارد. از هاداده
 کردها،یرو تربیش یموجود برآورد کرد. برا یرهایمتغ
 .[10] شوندیمحسوب م MARگمشده از نوع  ریادمق

 یبرا هاروشاز  یاریگذشته، بس یهادهه در
پرکردن  یها. روشاندافتهیگمشده توسعه  مقادیرمحاسبه 

 یهادادهنسبت به  یزمانغیر یهادر داده های گمشدهداده
، 1مانند روند یزمان یوجود الگوها جهت هسری زمانی ب

. هستندمتفاوت  4نامنظم اترییو تغ 3تناوب ،2فصل
محاسبه  تیدادن اهمنشان یبرا متعددی هایپژوهش
. یک [11] استگمشده در سری زمانی انجام شده مقادیر

های گمشده را حذف کرده حل ساده این است که دادهراه
 ؛مشاهده شده انجام دهیمهای و تحلیل، تنها بر روی داده

این روش عملکرد  ،ها کم باشدکه تعداد دادهاما هنگامی
و  [12] 6یابی، درون5های هموارسازیخوبی ندارد. روش

های گمشده سری گذاری دادهدر جای [13]7اسپلاین
طور گسترده بنابراین به ؛زمانی، ساده و کارآمد هستند

اما در الگوهای پیچیده عملکرد  ،شونداستفاده میعمل در
های های گمشده روشقوی ندارند. برای تخمین بهتر داده

های گمشده در سری گذاری دادهتری در جایپیچیده
ها شامل تجزیه و اند. این روشزمانی نیز طراحی شده

 10EM، الگوریتم [15]9های کرنل، تابع[14]8تحلیل طیفی
 [18]12ورسازی ماتریسو فاکت [17]11، تکمیل ماتریس[16]

با اجرای  [19] 13گذاری چندگانه. روش جایهستند
دهد. را کاهش می 14، عدم قطعیتجایگذاری هایروش

های های جایگذاری به همراه مدلترکیبی از روش
های زمانی اغلب منجر به یک فرآیند در سری بینیپیش

و  جایگذاریهای شود  که در آن مدلای میمرحلهدو

 

1 Trend 
2 Seasonal 
3 Cyclic 
4 Irregular 
5 Smoothing 
6 Interpolation 
7 Spline 
8 Spectral Analysis 
9 Kernel Methods 
10 Expectationmaximization 
11 Matrix Completion 
12 Matrix Factorization 
13 Multiple Imputation 
14 Uncertainty 

جدا از هم هستند. با انجام این کار اغلب  بینیپیش
بینی در نظر گرفته های پیشگی در مدلالگوهای گمشده

. [20] شودشوند و منجر به نتایج و تحلیل ضعیف مینمی
های گمشده دارای های جایگذاری دادهروش تربیش

هایی هستند که ممکن است در دنیای الزامات و محدودیت
ها تنها نباشد. برای مثال، بسیاری از این روش واقعی برقرار

کنند، یا گی کوچک کار میها با نرخ گمشدهروی داده
طور تصادفی یا که به را هاییگی در دادهگمشده توانندنمی

های های زمانی با طولتصادفی در سری طورکاملبه
 رسیدگی کنند.  ،مختلف موجودند

برخی  ،ت موجودشده بر روی مقالابا بررسی انجام
 های زمانیمتناسب با برخی از سری فقطها از الگوریتم

، [22] ، ترافیک[21] پزشکی هایدادهخاص مانند 
اند و طراحی شده [23] های جغرافیاییداده یا و هواشناسی

های زمانی را پذیری بر روی سایر سریقابلیت مقیاس
های زمانی سریها تنها بر روی ندارند. بسیاری از الگوریتم

. برخی از [25]،[24] متغیره قابل اجرا هستندتک
های زمانی غیرمتناوب دقیق عمل بر روی سری هاالگوریتم

های موجود باعث شد تا های روشکاستی .[26] کنندنمی
های گمشده گذاری دادهدرصدد ارائه روشی بهتر برای جای

 باشیم.
مقادیر معلوم  یابی، فرایند استفاده از نقاط بادرون

برداری از نقاط معلوم برای برآورد مقادیر در سایر یا نمونه
بینی توان از این روش برای پیش. میاستنقاط نامعلوم 

در این ای استفاده کرد. مقادیر گمشده در هر گونه داده
 داریابی فضایی معکوس فاصله وزنمقاله از روش درون

)15IDW(، استفاده شده های گمشدهبرای تخمین داده 
این فرضیه را  صراحتبه IDWیابی درون. [28] است
کند که نقاطی که به یکدیگر نزدیکتر می سازیپیاده

تر نسبت به مواردی که از هم دورتر هستند، شبیه ،هستند
بینی مقدار برای هر موقعیت برای پیش IDWهستند. 

اطراف شده در گیریگیری از مقادیر اندازهغیرقابل اندازه
اندازه ها بهکند. زمانی که دادهبینی استفاده میمکان پیش

. استبالاتر  IDWدقت اجرای  ،کافی متراکم هستند
دقیق، ساده و دارای  طورمعمولبهیابی درونهای روش

محاسبات سریع هستند البته نیاز به مقداردهی اولیه 
شعاع ، IDWیابی پارامترها دارند. از جمله پارامترهای درون

با  IDWنقاط است. روش  تأثیرجستجو و تعیین توان 
شده تعریف یبررسی نقاط اطراف داده در شعاع جستجو

 ةکند. مقدار دادگمشده را محاسبه می ةمقدار هر داد
گیری مجموع وزنی نقاط توان با میانگینگمشده را می

گمشده  ةشعاع جستجو محاسبه کرد. نقاطی که از داد

 

15 Inverse Distance Weighting 
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کمتری در  تأثیرتر نسبت به نقاط نزدیک ،دورتر هستند
یابی های درونیکی از معایب روشمقدار گمشده دارند. 

 گیرندها را در نظر نمیاین است که همبستگی داده
[29]،[30]. 

های گمشده در هدف از این مقاله، پرکردن داده
دنبال ارائه . این مقاله بهاستهای زمانی چندمتغیره سری

های توزیع، ا وجود پیچیدگیروشی است که ب
های زمانی بتواند بودن سریو یا غیرفصلیبودن متناوبغیر
 ساختار با داده گمشده را بیابد.های مشابه و همداده

های بسیار متغیر نیز همچنین دارای قدرت تخمین داده
ها را نیز در نظر داده ةباشد و همبستگی متقابل دنبال

های های سری زمانی دادهدادهبگیرد. با توجه به اینکه 
های مناسب برای حجیم و پرتراکم هستند، یکی از روش

 IDWیابی ها درونهای گمشده در این دادهتخمین داده
های بینی در سریقادر به پیش  IDWیابی . دروناست

دو  IDWیابی روش درون. استزمانی چندمتغیره 
تر به ( یافتن بهترین نقاط نزدیک1محدودیت اساسی دارد: 

برای  تأثیر( انتخاب بهترین توان 2های گمشده داده
همسایگان داده گمشده. در این مقاله برای رفع محدودیت 

های ترین نقاط به دادهکردن نزدیکواقع پیداو در نخست
هایی داده است تا پرداخته شدهها گمشده، به الگویابی داده

پیدا شوند که بیشترین شباهت و ساختار مشابه با داده 
های مشابه، در این . برای پیداکردن دادهدارندگمشده را 

است. با استفاده شده k-meansبندی خوشه مقاله از روش
دقت بالاتری  این روش ،شدههای انجامو بررسی هاپژوهش

های زمانی بندی در سریهای خوشهنسبت به سایر روش
بندی . در روش خوشه[32]،[31] است چندمتغیره داشته

 1گیری پیچش زمانی پویاپیشنهادی از معیار اندازه

(DTW) است. روش  استفاده شدهDTW  روشی است که

های معین تطبیق بهینه بین دو دنباله زمانی با محدودیت
 بعدی را بهnتوان نقاط فضای می DTWکند. با را پیدا می

 ،د. این روشکرها را با یکدیگر مقایسه هم متصل و آن
بنابراین  ؛زمانی مفید است که همه متغیرها استفاده شوند

. استهای زمانی چندمتغیره مناسب این روش برای سری
هایی از سری زمانی را پیدا کرد که توان دنبالهمی DTWبا 

حتی  DTW. روش [33] دارای همبستگی متقابل هستند
دهد. برای ها را نشان میتگی اندک بین دنبالههمبس

توان از یک روش ها میبررسی میزان همبستگی دنباله
های تکاملی از نظر کاوش در تکاملی استفاده کرد. روش

 ؛سریع هستند نسبهبهپذیر و حل بسیار انعطاففضای راه
های تکاملی بنابراین برای رفع محدودیت دوم از الگوریتم

ها و پیداکردن توان جستجوی بهترین همسایگیبرای 

 

1 Dynamic Time Warping 

است. بین  بهینه هر نقطه داده استفاده شده تأثیر
تکاملی، الگوریتم تکاملی جستجوی فاخته به  هایالگوریتم

: استتر شوند، مناسبجهت مواردی که در ادامه بیان می
دقت و سرعت بالا، توانایی جستجوی محلی در کنار 

بسیار کمتر گیرافتادن در جستجوی کلی، احتمال 
محلی، حرکت کلی جمعیت به سمت نقاط بهتر  هایبهینه

تر و توانایی حل سریع های نامناسبشدن جواببا نابود
گرایی سریع و داشتن در ابعاد بالا، هم سازیبهینهمسائل 

پارامترهای کم جهت مقداردهی اولیه برای پیداکردن نقاط 
. [35]،[34] همسایگی تأثیربهینه همسایگی و تعیین توان 

های گمشده روش پیشنهادی، مناسب برای پرکردن داده
 های زمانی چندمتغیره است.در سری

گیرد. در ادامه مروری بر ادبیات موضوع صورت می
درک  یلازم برا ینظر یهانهیزم فیتوصدر بخش سوم 

 ترکیبی تمیالگور سپس ،است ارائه شده یشنهادیروش پ
 یهاداده رویها روش نیشود. ایم یمعرف یشنهادیپ

 هاپنجم و ششم آزمایشد و در بخش نشویاعمال م اریمع
با  های معیار انجام شده و نتایجدادهبر روی مجموعه

 یابیارز ی،پارامترریغ یآمار لیو تحل هیاستفاده از تجز
 پردازیم.گیری میبه نتیجهبخش آخر  در .شودمی

 

 پژوهشة نیشیپ -2
های های فراوانی در مقالات برای پرکردن دادهروش

اگرچه است.  های زمانی ارائه شدهگمشده در سری
ها اغلب در آناما وجود دارند،  زیادی هایالگوریتم

خاص  یهادادهمجموعه یبرا یحت ایخاص  هایحوزه
 ی، هواشناس[36] حمل و نقل برای مثال، انددهاستفاده ش

 یطور عمومها بهآناز رو، نیا. از[38] کاربردها گریو د [37]
. در ادامه به بررسی  مقالات عمومی شودیاستفاده نم

 پردازیم.های زمانی میهای گمشده در سریتخمین داده
بر  GRU-Dمدل یادگیری عمیق  [27] در مقاله

های زمانی چندمتغیره براساس واحدهای روی سری
کند. در این بازگشتی شبکه عصبی بازگشتی عمل می

است  روش از یک معماری مدل عمیق استفاده شده
های زمانی طولانی که علاوه بر اینکه وابستگیطوری به

کند، از الگوهای های زمانی حفظ میمدت را در سری
کند. این مدل بینی بهتر استفاده میگمشده نیز برای پیش

ری این . فرایند یادگیاستپذیر ها مقیاسبا رشد اندازه داده
آموزش  نخستینو برای  استبر الگوریتم بسیار زمان

. اگر داده گمشده حاوی استساعت زمان لازم  48 هاداده
های اطلاعات مفید نباشد و یا ارتباط بین الگوهای داده

ها مشخص نباشد این مدل ممکن بینیگمشده و پیش
است پیشرفت محدودی داشته باشد و یا حتی شکست 
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های بدون نظارت و تواند در روشمدل نمیبخورد. این 
 بدون برچسب مورد استفاده قرار گیرد.

، از معیار پیچش زمانی پویا [39] در روشی دیگر
متغیره استفاده های زمانی تکبرای پرکردن سری

ترین آوردن مقدار گمشده، بزرگدستهاست. برای بشده
 ده رازیردنباله مشابه با زیردنباله قبلی از داده گمش

ترین زیردنباله سپس داده گمشده را با مشابه یابد؛می
کند. در این مقاله از الگوریتم پیچش زمانی پویا کامل می

-shapeها و از الگوریتم استخراج برای مقایسه زیردنباله

feature است. روش  برای کاهش محاسبات استفاده شده
 نیستهای زمانی چندمتغیره قابل اجرا موجود، در سری

 1های زمانی با همبستگی متقابلروش پیشنهادی در سری
های فصلی های پیچیده و سریبالا، خودهمبستگی، توزیع

های این الگوریتم فرض کند. از محدودیتقوی عمل می
های زمانی دارای همبستگی اولیه آن است که سری

باشند. این الگوریتم های تکراری متقابل بالا و دارای داده
 های بزرگ به زمان محاسبه زیاد نیاز دارد.ی شکافبرا

بینی مبتنی یک روش اصلاح الگوی پیش [40]در 
 PSFاست. در ابتدا الگوریتم  ارائه شده )PSF)2بر دنباله 

های سری زمانی را با استفاده از گذاری دادهبرچسب
بینی مبتنی بر دهد و سپس پیشانجام می بندیخوشه

-kبندی از خوشه PSFشود. در الگوریتم دنباله انجام می

means است.  بندی سری زمانی استفاده شدهبرای تقسیم
بندی شده حاصل از خوشههای تولیدها با برچسبدنباله

شوند. الگوریتم داده می PSFورودی به الگوریتم عنوان به
PSF  دارای سه مرحله است: انتخاب بهینه پنجره، تطابق

نیز براساس  imputPSFو تخمین. الگوریتم  هاالگوی دنباله
 های زمانی طراحی شدهبرای سری PSFاصول الگوریتم 

های زمانی ورودی با است. این الگوریتم با تجزیه سری
عنوان یک مرحله مقادیر گمشده در یک ماتریس به
 های گمشده آغازمقدماتی، برای تعیین مقدار ویژگی

برای جستجو انتخاب  Wها به اندازه . یکی از دنبالهشودمی
شود. شود. این دنباله در مجموعه ورودی جستجو میمی

های دارای برچسب دادهاگر این الگوی پنجره در مجموعه
تکرار شود، مقدار بعدی آن در یک بردار برای مقدار 

شود. اگر هیچ تکراری بعدی استفاده می شدةبینیپیش
ازه پنجره یک واحد کاهش میبرای دنباله پیدا نشود، اند

یابد. این روند تا زمانی که الگوی موجود در یک پنجره 
داده ورودی پیدا بار در مجموعهیک کمدستانتخاب شده 

های گمشده زمانی که داده بالاشود. روش شود، تکرار می
های پاسخ ،دهندهای پشت سر هم رخ میدر پنجره

 

1 Cross correlation 
2 Pattern Sequence Forecasting 

های زمانی م برای سریدهد. این الگوریتمناسبی ارائه می
های تصادفی هستند و یا گام 3تر که دارای اختلالتصادفی

هایی که دادهچنین در مجموعهو هم نیستمناسب  ،دارند
تصادفی هستند و  طورکاملبههای گمشده دارای داده

باشند، کاربردی نیست. نویسنده پیشنهاد غیرمتناوب می
یابی برای درونهای کند در این شرایط از روشمی

استفاده شود. تعداد محاسبات  های گمشدهپیداکردن داده
های خیلی بزرگ زیاد دادهالگوریتم پیشنهادی در مجموعه

 شود.می
مبتنی بر شناسایی و  [41]در  جایگذاریروش 

منظور های موجود است. بهمقایسه شباهت زیردنباله
شباهت جدید گیری ها یک معیار اندازهمقایسه زیردنباله

 گانه ایجاد شدهیابی قوانین فازی چندبا استفاده از درون
است. نکته مهم دیگر این رویکرد این است که هر سیگنال 

دو سری زمانی جدا از هم که عبارتند از عنوان بهناقص 
و یک سری  𝑄𝑎یک سری زمانی قبل از داده گمشده 

این دو سری شود. پردازش می 𝑄𝑏زمانی بعد از این شکاف 
شوند. مرجع برای جستجو در نظر گرفته میعنوان به

جستجو  𝑄𝑏و  𝑄𝑎های ها به زیردنبالهترین زیردنبالهمشابه
ها از گیری شباهت زیردنبالهشوند. برای اندازهو پیدا می

 امتیازات فازی براساس قوانین منطق فازی استفاده شده
ها یانگین زیردنبالهاست. سرانجام داده گمشده با مقدار م

های زمانی شود. رویکرد پیشنهادی در پرکردن سریپر می
های بزرگ و با وجود عدم همبستگی بین متغیرها با شکاف

های بزرگ دادهدقت مطلوب دارد. این روش در مجموعه
کند. در این روش از های بهتری را ارائه میپاسخ

است که نیاز است  فازی ساده استفاده شده هایمجموعه
 فازی پیچیده هم امتحان شود.  هایمجموعهبا 

یک رویکرد ترکیبی  [42] های دیگریکی از روش 
با الگوریتم ژنتیک برای  C-Meansاست که از روش فازی 

است. با  های گمشده ترافیک استفاده کردهتخمین داده
، ابتدا ساختار هااستفاده از شباهت هفتگی بین داده

ای مبتنی بر مبتنی بر بردار به الگوی داده هایداده

سازی برای بهینه 4GAسپس از  ؛شودماتریس تبدیل می

 FCMکارکرد تابع عضویت و انتخاب مرکزها در مدل 
است. در این روش یک ساختار جدید  استفاده شده

است تا بتواند  ماتریس با چند ویژگی ساخته شده
روز و بهتر تفسیر کند. هر داده هبهفتگی را روز هایشباهت

به بیش از یک مرکز خوشه متعلق است.  احتمالبهگمشده 
های گمشده این رویکرد، نتایج پایدارتری از تخمین داده

 کند.ساده ایجاد می C-meansنسبت به 

 

3 Noise 
4 Genetic Algorithm 
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 های پیشین(: مقایسه روش1-)جدول

(Table-1): Comparison of previous methods 

شماره مرجع 

 روش
 نوآوری روش

سری 

 زمانی
 دقت پذیریمقیاس کارآیی

[27] 

های گمشده، حفظ پرکردن داده برای GRU-Dمدل یادگیری عمیق استفاده از 

های گمشده، استفاده از های زمانی طولانی مدت در ضمن پرکردن دادهوابستگی

 الگوهای داده گمشده 

 خوب متوسط متوسط چندمتغیره

[39] 
استفاده از معیار پیچش زمانی پویا برای پیداکردن بزرگترین زیردنباله مشابه، 

 برای کاهش محاسبات shape-featureاستفاده از الگوریتم استخراج 
متغیرهتک  ضعیف خوب متوسط 

[40] 
های مشابه های گمشده، پیداکردن زیردنبالهبرای پرکردن داده PSFاصلاح الگوریتم 

 هاگذاری دنبالهبرای برچسب K-meansبندی و استفاده از خوشه
متغیرهتک  خوب متوسط ضعیف 

[41] 
های قبل و معرفی یک معیار شباهت جدید براساس قوانین فازی، پیداکردن زیردنباله

 بعد از داده گمشده
متغیرهچند  ضعیف خوب متوسط 

[42] 

 C-meansهای گمشده، تطبیق الگوریتم فازی استفاده از ماتریس برای نمایش داده

سازی الگوریتم های گمشده، استفاده از الگوریتم ژنتیک برای بهینهبرای پرکردن داده

 C-meansفازی 

متغیرهتک  خوب متوسط متوسط 

[43] 
ایب اتوگمشده، پیدا کردن ضر هایتطبیق الگوریتم اتورگرسیو برای تخمین داده

 رگرسیو
متغیرهچند  خوب متوسط متوسط 

[44] 
های گمشده، حفظ یابی لاگرانژ برای پرکردن دادهنویسی ژنتیک و درونترکیب برنامه

 های گمشدهخصوصیات آماری در ضمن پرکردن داده
متغیرهچند  ضعیف متوسط متوسط 

[45] 
مجموعه راف برای پیداکردن متغیرهای وابسته، ، استفاده از IDWیابی اصلاح درون

 های مشابهاستفاده از کلاس تولرانس برای پیداکردن داده
متغیرهچند  متوسط متوسط خوب 

 

های گمشده از یک برای تخمین داده [43] مقاله
کند. این روش در استفاده می 1مدل مبتنی بر اتورگرسیو

شرایطی که یک نقطه خاص از زمان شامل داده گمشده 
ثر است. خروجی ؤباشد یا کل نقاط زمانی گمشده باشند، م

کننده خطی و درجه دوم بینیها به پیشپردازش دادهپیش
های مشابه شود. ضرایب اتورگرسیو براساس دادهداده می

سپس مقدار داده گمشده  وداده گمشده تخمین زده 

شود. در این الگوریتم، روش اتورگرسیو تخمین زده می
است.  های گمشده توسعه داده شدهبینی دادهبرای پیش

های گمشده این روش در شرایطی که یک ستون داده
نتایج مطلوبی دارد؛ اما این الگوریتم  ،زیادی داشته باشد

برای شرایطی که بیش از یک ستون داده گمشده داشته 
 د مطلوب ندارد.طراحی نشده و عملکر ،باشد

یابی و درون 2نویسی ژنتیکاز برنامه [44] در مقاله
است.  استفاده شده گمشدههای برای پرکردن داده 3لاگرانژ

روش ابتکاری پیشنهادی یک مدل رگرسیون قابل تفسیر 

های آماری سری زمانی مانند میانگین، که ویژگی است
همچنین کند. را بررسی می 4واریانس و خودهمبستگی

های گمشده از ایجاد ارتباط بین برای برآورد داده
کند. روش پیشنهادی متغیره استفاده میچند هایسری

بردن خصوصیات آماری قادر به تخمین بینبدون از

 

1 Autoregression 
2 Genetic Programming 
3 Lagrange Interpolation 
4 Autocorrelation 

. این روش براساس دو مفهوم استگمشده  هایداده
های زمانی فرایندهای (سری1است:  اساسی ساخته شده
هایی از جمله میانگین، دارای ویژگیتصادفی هستند که 

واریانس و خودهمبستگی هستند که باید در هنگام 
حفظ این خصوصیات اصلی  ،های گمشدهتخمین داده

نویسی ژنتیک (یک الگوریتم برنامه2مورد توجه قرار گیرد، 
قادر است یک مدل رگرسیون جامع ایجاد کند و امکان 

کند و ا فراهم میهای گمشده ردرک بهتر از الگوی داده
شود. الگوریتم برای استخراج دانش از آن استفاده می

پیشنهادی از لحاظ دقت عملکرد و حفظ خصوصیات اصلی 
دلیل ویژگی اما به ؛ها عملکرد مطلوبی داردتوزیع داده

نویسی ژنتیک، الگوریتم باید بیش از فرایند برنامه ،تصادفی
مین کند. بهتر است اجرا شود تا نتایج خوبی را تضبار یک

هایی از سری زمانی که دارای این الگوریتم برروی زیردنباله
 ،توزیع یکسان هستند و هر قطعه رفتار متفاوتی ندارند

عملکرد الگوریتم را در  ،اجرا شود. این تغییر ممکن است

های زمانی غیرایستا افزایش دهد و تابع رگرسیون سری
  تری پیدا شود.دقیق

 IDWیابی شده دروناصلاح از روش [45]در مقاله 
است. در این  استفاده شده های گمشدهبرای پرکردن داده

های راف برای پیداکردن متغیرهای مقاله از روش مجموعه

است و از کلاس تولرانس  وابسته با یکدیگر استفاده شده

استفاده  های گمشدههای مشابه با دادهبرای پیداکردن داده
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سازی ذرات برای سپس از الگوریتم بهینه ،تاس شده

 هر یک از همسایگان استفاده شده تأثیرپیداکردن توان 

نهایت با پیداکردن نزدیکترین همسایگان و توان است و در

برای پرکردن  IDWیابی هر همسایه از درون تأثیر

است. این روش در راستای  استفاده شده گمشده هایداده

بوده است و  IDWیابی های درونمحدودیتکردن برطرف

های های زمانی در فاصلههای پزشکی که سریبرای داده

 . با افزایشاستمفید  ،اندگیری شدهمنظم اندازهزمانی غیر

گی دقت عملکرد الگوریتم در این روش میزان گمشد

 کند.کاهش پیدا می

شده ارائه یکارها یبر رو اییسهمقا( 1در جدول )

هر  نوآوریجدول  یندر ا صورت گرفته است. بخش ینادر 

هرکدام  یصورت خلاصه آورده شده و دستاوردهاکار به

متغیره و یا ویژگی تک قرار گرفته است. یمورد بررس

 آیی،سه پارامتر کارهای زمانی و بودن سریچندمتغیره

مورد توجه قرار گرفته  یبررس ینو دقت در ا پذیرییاسمق

نرخ تعداد مراحل لازم برای اجرای  گریانب ،آییکار است.

 پذیری،یاس. مقاست الگوریتم، برحسب طول داده ورودی

 یهادادهمجموعه یاجرا بر رو یبودن روش برامناسب

های صحت تخمین داده یز. دقت ندهدیبزرگ را نشان م

 .کندیهر روش مشخص م یرا براگمشده 

 

 ینظر یمبان -3
های های گمشده در سریمقاله، پرکردن دادههدف از این 

یابی دروندر روش پیشنهادی از  .زمانی چندمتغیره است

IDW  استفاده شده های گمشدهداده جایگذاریبرای 

هایی دارد که هدف محدودیت IDWاست. روش 

الگوریتم و  یها در جهت ارتقااین محدودیت کردنبرطرف

. در ادامه، استهای گمشده داده جایگذاریافزایش دقت 

پیش از پرداختن به جزئیات روش پیشنهادی، یک مرور 

ای در روش پیشنهادی کلی از برخی از مفاهیم پایه

که در  DTWمعیار فاصله  1-3خواهیم داشت. در بخش 

سری زمانی استفاده شده، مورد بررسی  هایبندیخوشه

و در  k-meansبندی خوشه 2-3بخش . در گیردمی قرار

 4-3الگوریتم تکاملی جستجوی فاخته و  3-3بخش 

 شرح داده شده(IDW) ر دایابی معکوس فاصله وزندرون

  است.

 

  DTWمعیار فاصله  -1-3
 مشابه هایگروه یا پنهان الگوهای یافتن بندی، عملخوشه

 نیز برای سری زمانی در بندیخوشه .ها استداده در

 شودمی استفاده هاداده نسبت به بینش آوردندستبه

است،  نشان داده شده هاپژوهشطور که در . همان[46]

 برای ، k-meansمانند عمومی، بندیخوشه هایروش

 است ممکن بنابراین و نشده طراحی سری زمانی هایداده

باشند. این  خوبی نداشته های زمانی عملکرددر سری

 هایروش تربیش است که واقعیت این از ناشی عمده طوربه

اقلیدسی  فاصله گیریبا معیار اندازه عمومی بندیخوشه

 برای خوبی گیریاندازه رسدنظر می به که اندشده ساخته

. معیارهای [47]،[39] نباشد سری زمانی هایداده

های تشابه سریمختلفی برای تشابه و عدم گیریاندازه

پیچش زمانی گیری است. معیار اندازه زمانی پیشنهاد شده

گیری فاصله در ترین روش برای اندازهمناسب(DTW) ا پوی

بندی که استفاده از آن در خوشه استهای زمانی سری

های زمانی بندی در سریباعث بهبود عملکرد خوشه

بین دو سری  DTW. برای تعیین فاصله [47]شود می

، ابتدا یک ماتریس mو nهایبا طول ترتیببهزمانی 

) هزینه )n m شود. عنصر محاسبه می( , )i j  در این

و  ixماتریس فاصله بین دو نقطه
jy  در دو سری

عنوان به طورمعمولبهست. این فاصله ا jو  iزمانی

شود:اختلاف درجه دوم تعریف می
2( , ) ( )i j i jd x y x y سپس مسیر پیچش .

1 2, ,..., kW w w w که هر عنصر آید  دست میهبW 

و  Q سری زمانی در iنقطه  کی نیدهنده فاصله بنشان

و  C سری زمانی در jنقطه 

max( , ) 1m n k m n    مسیر پیچش است .

آید: شرط مرزی، شرط دست میهتحت سه شرط ب

 پیوستگی و شرط مونوتونیک.

شرط مرزی: نقطه شروع و پایان مسیر در گوشه 

:استپایین سمت چپ و بالا سمت راست ماتریس 

1 (1,1)w  و( , )kw n m   

شرط پیوستگی: فقط عناصر مجاور همسایگی )از 

جمله مورب( در ماتریس در مسیر مجاز به انتخاب هستند 

و  2T. برای دو دنباله استکه شامل عناصر مجاور قطری 

1T  فاصله پیچش زمانی پویا در ماتریس از طریق رابطه

 آید.می دسته( ب1بازگشتی )

 
 

  (1  )       d(i. j) = Di.j + min {

d(i. j − 1)
d(i − 1. j)

d(i − 1. j − 1)

  1, .,     1, ..,i n j m    
 

که
,i jD  فاصله دو نقطهi  وj  باشد.می 
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شرط مونوتونیک: مراحل بعدی در مسیر باید 
عنوان مثال در نواخت در زمان قرار بگیرند. بهیکصورت به

 گام دوم باید مقادیر غیرکاهشی باشند.
نویسی پویا برای اجرای این الگوریتم از روش برنامه

( 1با توجه به رابطه ) Wمسیر کمینهبرای پیداکردن 
با مجذور حداقل  DTWسپس فاصله  ؛شوداستفاده می

 دست( به2فاصله تجمعی عناصر مسیر مطابق رابطه )
 . آیدمی

  

(2    )                       
1

( , ) min
K

DTW k

k

d x y w


  

 

ام kفاصله مربوط به عنصر kwکه در این رابطه
 . 47]-[51 است Wدر مسیر

توان در سایر می DTWاز این معیار فاصله 
 های زمانی استفاده کرد. سری هایبندیخوشه
 

 k-meansبندی خوشه -2-3
هایی تقسیم ها را به گروهبندی، دادههای خوشهروش

که بیشترین شباهت را به همدیگر داخل گروه و  کنندمی
های دیگر داشته باشند. های گروهبیشترین تفاوت را با داده

بندی های خوشهکه یکی از روش k-meansبندی خوشه
پارامتر ورودی(  kخوشه )  k را به  nهای است، نمونه

 ،ای بالاخوشهطوری که شباهت درونبه ؛کندمیبندی گروه
ها با ای کم باشد. شباهت خوشههت بین خوشهاما شبا

شود. های داخل خوشه سنجیده میتوجه به میانگین نمونه
 :[53]،[52]است شامل مراحل زیر  k-meansبندیخوشه

1مجموعه 2 3{ , , ,... }nX x x x x مجموعه ،n 
 . استنمونه داده 

ها انتخاب مرکز خوشه از داده kطور تصادفی ( به1

1مانند شودمی 2 3{ , , ,... }kv v v v. 

ها محاسبه ها با مرکز خوشه( فاصله هر یک از نمونه2
 شود.می

ها نزدیکها به یکی از مراکز خوشه( هر یک از نمونه3
تر هستند و کمترین فاصله را دارند. نمونه داده در 

 گیرد.آن خوشه قرار میگروه 

iv ،1های جدید ( دوباره مرکز خوشه4 i k  
 شود. محاسبه می

 امین خوشه داریم:iبرای
 

 (3              )                            
1

1 ic

i j

ji

v x
c 

  

 

امین خوشه وiدهنده تعداد نقاط نمونهنشان icکه
jx 

1امین خوشه iها درنقطه داده ij c   .است 
آمده دستبه یاهر نمونه و مراکز خوشه نیفاصله ب( 5

 شود.میمحاسبه  دوباره
ای تغییر خوشه نداشته که هیچ نمونهصورتی( در6

در غیر این صورت از مرحله  ،الگوریتم متوقف ،باشد
 .شودسوم تکرار می

 

 Cuckoo) الگوریتم جستجوی فاخته -3-3

search) 
های ترین روشسازی فاخته یکی از قویالگوریتم بهینه

. در این مقاله از این الگوریتم استسازی تکاملی بهینه
 برای پیداکردن ضریب اهمیت هر یک از نقاط استفاده

. این الگوریتم دارای سرعت و دقت بالا است و شودمی

چنین توانایی جستجوی محلی هم ؛سریعی دارد گراییهم
دارد. احتمال گیرافتادن در نقاط در کنار جستجوی کلی 

بهینه محلی کمتر است. حرکت کلی جمعیت به سمت 
افتد. های نامناسب اتفاق مینقاط بهتر با نابودشدن جواب

ای به نام الگوریتم فاخته با الهام از روش زندگی پرنده
توسط شین او یانگ و دب  2009فاخته است که در سال 

لگوریتم فاخته بعدها در . ا[54] ساوش توسعه یافته است
توسط رامین رجبیون با جزئیات بیشتر مورد  2011سال 

بررسی قرار گرفت که از این نسخه در این مقاله استفاده 
های تکاملی، این الگوریتم مانند سایر الگوریتماست.  شده

کند. ها کار خود را شروع مینیز با جمعیتی از فاخته
 بعضی پرندگان میزبان لانهتعدادی تخم در  هافاخته

ها که شباهت بیشتری به بعضی از این تخم. گذارندمی
شدن، پرنده میزبان دارند، برای رشد و پرنده بالغ هایتخم

ها توسط پرندگان میزبان فرصت بیشتری دارند. سایر تخم
یافته در یک های رشدروند. تخمشناسایی و از بین می

پس از د. ندهجا نشان میدر آن ها رالانهمنطقه، شایستگی 
ها به یک نقطه بهینه با چند تکرار تمام جمعیت فاخته

های پرندگان میزبان و ها به تخمشباهت تخم بیشینه

رسد. این همچنین به محل بیشترین منابع غذایی می
محل بیشترین سود کلی را خواهد داشت و در آن کمترین 

 رفت.  ها از بین خواهندتعداد تخم
ترین منطقه برای ها در جستجوی یافتن مناسبفاخته

هایشان منظور افزایش نرخ بقای تخمگذاری، بهتخم
مانده رشد کردند و های باقیبعد از اینکه تخم. هستند

 تبدیل به یک پرنده بالغ شدند، اجتماعاتی را تشکیل
گروه محدوده سکونت مختص خودش را  . هردهندمی

ها نطقه سکونت تمام گروهبرای زندگی دارد و بهترین م
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بنابراین  ؛ها خواهد بودها در سایر گروهمقصد بعدی فاخته
به سمت بهترین زیستگاه، مهاجرت خواهند کرد.  هاآن
بهترین زیستگاه، ساکن خواهند  به در جایی نزدیکها آن
هایی که هر فاخته دارد و نیز با توجه به تعداد تخم. شد

، تعدادی (بهترین زیستگاه) فاصله فاخته تا نقطه هدف
سپس  ؛شودگذاری نسبت به آن مشخص میشعاع تخم

درون  هایلانهگذاری تصادفی در پرنده شروع به تخم
این فرآیند تا زمانی که  .کندخود می گذاریتخمشعاع 

کسب شود ادامه  بیشینهبهترین موقعیت با ارزش سود 
 موقعیتن بهتریها اطراف و بیشتر جمعیت فاخته یابدمی

 .شوندجمع می
 کمک فاخته الگوریتم جستجویدر  بندیخوشه

کرده  میبخش تقس نیسرعت به چندرا به طیتا مح کندمی
 نیمشخص کند. ا ینیصورت تخمرا به هیناح نیو بهتر

سپس  است؛ یکل نهیشامل نقطه به ادیبه احتمال ز هیناح
مهاجرت و داخل آن  هیناح نای سمت به هاتمام فاخته

امر موجب  نیا .کنندمیجستجو  یبهتر تصوررا به هیناح
 .[54] شودیفاخته م تمیالگور ترعیسر اریبس ییگراهم

ها در یک لانه در این مقاله هر چقدر تعداد فاخته
یعنی شباهت بیشتری با تخم داخل لانه  ،بیشتر باشد

داشته است و در نتیجه این لانه توان اهمیت بیشتری 
ها همان نزدیکترین همسایگی به داده دارد. این لانه

توان توان . با استفاده از الگوریتم فاخته میهستندگمشده 

 بهینه اهمیت همسایگان داده گمشده را پیدا کرد.
 

 دارفاصله وزنیابی معکوس درون -4-3

(IDW)  
یکی دار فاصله وزن معکوس یا همان IDW یابیوش درونر

هدف  ت.یابی اسهای معمول و پرکاربرد دروناز روش
 یک پارامتر اندازه کردنمشخص ،یابیاصلی در درون

برداری انجام ها نمونهدر مناطقی است که در آن گمشده
 فاصله معکوس یابیدرون .است و یا داده گمشده نشده
( است و ی)قطع یاتیاضیر تخمین کی (IDW)  داروزن

دورتر  مقادیرتر نسبت به کینزد ریکند که مقادیفرض م
که اطلاعات صورتیدر هستند. ترمرتبط ماندادهبا عملکرد 
بهتر  IDWد، نباشمساوی  های زمانیدر فاصلهمتراکم و 

 . [28] کندمی عمل
وجود  IDWهای استفاده از فرضیکی از پیش

و دنبال پیداکردن  استها خودهمبستگی فضایی بین داده
. از استهای سری زمانی الگوهای تکراری در داده

های زمانی خودهمبستگی فضایی در آمار و تحلیل سری
شود. خودهمبستگی فضایی به معنی استفاده می

. استهمبستگی بین مشاهدات به عنوان تابعی از زمان 
آوردن درجه شباهت دستبهبرای  ییفضا یهمبستگخود

. یکی از دلایل استنزدیک به خود  یبه اشیا ءیک شی
 ،اصلی این که چرا خودهمسبتگی سری زمانی اهمیت دارد

 این است که در آمار به مشاهدات مستقل از یکدیگر
داده وجود . اگر خودهمبستگی در یک مجموعهپردازدمی

کند. مستقل از یکدیگر را نقض می مشاهدات ،داشته باشد
ها و یکی دیگر از کاربردهای آن تجزیه و تحلیل خوشه

 .استهای محیط زیست و بیماری پراکندگی در داده
شده در شعاع یابی فقط از تعداد نقاط شناختهدرون

از این نقاط  طورمعمولبه .کندمیخود استفاده  یجستجو
و نتیجه برای نقطه  شودفته میدار گریک میانگین وزن
. در اینجا وزنی که هر نقطه معلوم با شودمجهول ثبت می

کند. در اهمیت پیدا می ،کندآن در میانگین مشارکت می

هر پدیده  تأثیرفرض براین است که  IDW یابیروش درون
 تأثیربنابراین  ؛متناسب با توانی از معکوس فاصله آن است

 .یابدکاهش می ،مورد نظر با افزایش فاصله ةپدید
 با گمشده، با نقاط ارتباط روش، این براساس

 نقطه سه ما مثال، عنوانبه. یابدمی کاهش فاصله افزایش
 روش این به توجه با. دانیممی را مختصاتشان که داریم
 مجهولی ةنقط که برسیم نتیجه این به توانیممی یابیدرون

را به دانیم، بیشترین شباهت تصاتش را نمیمخ که
بنابراین برای تخمین نقاط مجهول،  ؛دارد نزدیکترین نقطه

ها که های اطراف باید مشارکت بیشتری نسبت به آننمونه
 .دورترند، داشته باشند

حالا  ،ترین نقاط مشخص شدندزمانی که نزدیک
 شدهیابیدروننقاط یاد بگیریم.  IDWها را در باید توان

 شناخته شده برآورد نقاط مقدارها از براساس فاصله آن
 کتریشناخته شده نزد ریکه به مقاد نقاطی. شوندمی

 تأثیرباید  شتریکه دورتر هستند ب یهستند نسبت به نقاط
( 4) با استفاده از رابطه IDWیابی در درون .بگذارند

ها و میزان اهمیتشان نقاط با استفاده از همسایگیتوان می

 . [33] گمشده را تخمین زد
 

 (4)                                           zp =
∑  (

zi

(di)
pi

)n
i=1

∑  (
1

(di)
pi

)n
i=1

  

 

 
در این رابطه

pz ،1ویژگی داده گمشده, .,i N  

ویژگی نظیر داده  izهمسایگان معلوم داده گمشده،

ام از iفاصله اقلیدسی همسایه   diگمشده در همسایگان،
ام داده گمشده iهمسایه  تأثیرتوان  piداده گمشده و 

 .است
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 یشنهادیروش پ -4

. در این روش داردروش پیشنهادی چندین مرحله اصلی  
برای تخمین داده IDWیابی درونیافته از ای بهبودنسخه

 IDWیابی است. در روش درون های گمشده پیشنهاد شده
فرض اصلی این است که میزان همبستگی و تشابه بین 

دو  IDWها متناسب است. ها با فاصله بین آنهمسایه
یابی، باید از این روش درون ر( د1محدودیت اصلی دارد: 

 ةتر به دادروشی مناسب برای انتخاب بهترین نقاط نزدیک
برای  تأثیر( انتخاب توان 2استفاده شود،  گمشده

باشد. ده گمشده نیز باید بهینه همسایگان دا
های زمانی چندمتغیره ورودی، سریهای دادهمجموعه

های زمانییابی مناسب برای سریهستند. این روش درون
های دیگر نیز وابسته ای هست که علاوه بر زمان به ویژگی

 . هستندو چندمتغیره 
های ابتدایی از یک شعاع جستجوی ثابت در روش

تعداد نقاط مورد نیاز برای  کمینهبا فاصله مشخص و یا 
است. اما در روش  استفاده شده IDWیابی ورودی درون

، برای پیداکردن نخستپیشنهادی، برای رفع محدودیت 
های سری زمانی بندی دادهنزدیکترین نقاط، از خوشه

 و شعاع جستجوبندی، وشهخبه کمک است.  استفاده شده
ها در محاسبات تعداد نقاط ورودی که قرار است از آن

محدود و کنترل د، استفاده شو یابیدرونمربوط به 
که کدام نقاط برای تعیین  ردتعیین کتوان میو  شوندمی

بندی خوشه .کار گرفته شودهب داده گمشدهارزش یک 
چالش برانگیز است. در وهله  مسألههای زمانی یک سری

های زمانی اغلب بسیار بزرگ هستند. دومین سری نخست
های زمانی اغلب با ابعاد بالا چالش این است که سری

ها هستند و در نهایت معیار شباهت که برای ایجاد خوشه
مورد اهمیت است. از طرفی دیگر  ،شوداستفاده می

های های سریبندی برای دادهعمومی خوشه هایروش
اند و ممکن است عملکرد خوبی زمانی طراحی نشده

از این واقعیت ناشی  اغلبنداشته باشند. این امر هم 
بندی عمومی از فاصله های خوشهکه بیشتر روش شودمی

گیری خوبی کنند که روش اندازهاقلیدسی استفاده می
ها . وجود این ویژگینیستهای سری زمانی برای داده

بندی های موجود در خوشهدهد که از روشینشان م
های زمانی استفاده بندی سریسادگی در دستهبه تواننمی

 k-meansبندی خوشه کرد. در روش پیشنهادی از روش
است. با  های مشابه استفاده شدهبرای پیداکردن داده

 k-meansبندی های انجام شده خوشهو بررسی هاپژوهش
بندی در های خوشهدقت بالاتری نسبت به سایر روش

. [32]،[31] است های زمانی چندمتغیره داشتهسری

های برای داده Lock-stepگیری شباهت معیارهای اندازه
سری زمانی مناسب نیستند. دلیل آن نیز محدودیت این 

های خیرهای زمانی و پرشأ، تمعیارها در مدیریت اختلال
های زمانی ممکن است در ز طرفی سری. ااستزمانی 

سرعت و زمان متفاوت باشند. با استفاده از تابع فاصله 
DTW که ساختارهای مشابه  را های زمانیتوان سریمی

مشابه  ،های زمانی متفاوت هستنددارند ولی در دوره
ماتریس فاصله بین  DTWقلمداد کرد. با استفاده از تابع 

بعدی در  مسألهشود. حاسبه میها مها و دادهمرکز خوشه
بندی براساس نقطه های زمانی، خوشهبندی سریخوشه

. استها ای از دادهها، کل سری زمانی و یا زیر دنبالهداده
های طور طبیعی دارای اختلال و دادهزمانی بههای سری

)شیفت( هستند و از طرفی طول  پرت و تغییر مکان
های کردن با سریزمانی متفاوت است و کار هایسری

زمانی با طول زیاد فرایندی پیچیده است. برای اینکه 
بندی و افزایش سرعت بهبود در دقت عملکرد خوشه

های مشابه از کردن زیردنبالهدنبال پیداحاصل شود، به
ها از سری ای از زیردنبالههستیم. مجموعه DTWطریق 

شوند. استخراج می sliding windowزمانی با استفاده از 
برای تعیین بهترین تعداد خوشه از تحلیل حساسیت بر 

عنوان مثال استفاده شده است. به RMSEروی خطای 
( با توجه به نتیجه تحلیل حساسیت در 2مطابق شکل )

، Energyداده بر روی مجموعه %30درصد گمشدگی 
معمول . برخلاف حالت است هشتبهترین تعداد خوشه 

عنوان مرکز خوشه انتخاب که چندین نقطه داده به
های زمانی از سری دنبالهدر اینجا چندین زیر شوندمی
شوند. بعد از انتخاب مراکز خوشه انتخاب میعنوان به

ها به مراکز اولیه یافته دنبالهترین زیرمراکز اولیه، نزدیک
دید شوند. در مرحله بعدی برای پیداکردن مراکز جمی

 ؛دکرگیری معمول استفاده از میانگین تواننمیها خوشه
هایی هستیم که ساختار کردن دنبالهدنبال پیدازیرا به

ها در سرعت و زمان مشابه دارند و ممکن است زیردنباله
نقاط  DTWمتفاوت باشند. در هنگام استفاده از معیار 

( ایجاد 1اتصالی بین دو دنباله در یک نمودار مشابه شکل )
کردن دنباله مرکز خوشه جدید از . برای پیدا[55] شوندمی

شود. استفاده های متصل به هم استفاده میلفهؤمیانگین م
ها حفظ شود و شود ساختار زیردنبالهاز این روش باعث می

ها داشته باشیم. هگیری زیردنبالدقت بالاتری در میانگین
ای از شوند تا زمانی که هیچ دنبالهاین عملیات تکرار می

شود که دنباله جا نشوند. در نهایت بررسی میهها جابداده
باشد. بنابراین داده گمشده به کدام خوشه متعلق می

نزدیکترین همسایگان نسبت به داده گمشده که بیشترین 
 شوند.، پیدا میشباهت الگویی را دارند
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 [55]گیری دو زیر دنباله سری زمانی (: میانگین1-)شکل

(Figure-1): The averaging two subsequence 
 time series [55] 

 
داده (: تحلیل حساسیت تعداد خوشه بر روی مجموعه2-)شکل

Energy 30گی در درصد گمشده% 

(Figure-2): Sensitivity analysis of the number of clusters on 

the Energy data set at a missing rate of 30% 
 

برای رفع محدودیت دوم، از الگوریتم تکاملی 
استفاده  تأثیرکردن توان جستجوی فاخته برای پیدا

های داخل هر . با توجه به اینکه هر کدام از نمونهشودمی
متفاوتی در برآورد داده گمشده دارند از  تأثیرخوشه 

بر روی داده  تأثیرکردن توان جستجوی فاخته برای پیدا
شود. الگوریتم جستجوی فاخته بر استفاده می گمشده

شود و هر نمونه داده که های هر خوشه اعمال میروی داده
بیشتر و  تأثیرشباهت بیشتر را با داده گمشده داشت توان 

تر کم تأثیره که شباهت کمتر داشت توان هر نمونه داد
 کمتر در تعیین مقدار داده گمشده تأثیرو  گیردمی
هایی که شباهت . در الگوریتم فاخته تخمگذاردمی

شانس بیشتری  ،های پرنده میزبان دارندبیشتری به تخم
شدن به فاخته بالغ خواهند داشت. برای رشد و تبدیل

ان شناسایی شده و از بین ها توسط پرنده میزبسایر تخم
بنابراین موقعیتی که در آن بیشترین تعداد تخم ؛روندمی

ها نجات یابند پارامترهایی خواهد بود که الگوریتم 

 یگذارتخمسازی آن را دارد. جستجوی فاخته قصد بهینه
تا  رویه نی. اابدییسود ادامه م نیشتریمنطقه با بدر 
ادامه  هاتعداد فاخته نیشتریب امحل ب نیبه بهتر دنیرس
از همین ویژگی الگوریتم فاخته برای پیداکردن  .یابدمی

استفاده  ها بر روی داده گمشدههر یک از داده تأثیرتوان 
به فرم یک آرایه شکل  مسألهاست. ابتدا متغیرهای  شده
ℎ𝑎𝑏𝑖𝑡𝑎𝑡گیرند و از یک آرایه می = [𝑥1. 𝑥2 … 𝑥𝑁𝑣𝑎𝑟

] 
 ها استفادهبرای ذخیره موقعیت فعلی زندگی فاخته

. تعداد پارامترهایی که لازم است بهینه شوند نیز شودمی
های داخل که برابر تعداد داده استیک آرایه  صورتبه

هر یک از  تأثیرخوشه است. این پارامترها همان توان 
و مقداری بین صفر و یک دارند. میزان  هستندها داده

 maxprofitدن یا مقدار سود با ارزیابی تابع سود مناسب بو
آید که میزان شباهت به داده گمشده را نشان دست میهب

دهد. برخلاف ساختار عمومی جستجوی فاخته، این می
بنابراین یک منفی  ؛سازی  سود استدنبال بیشینهمقاله به

شود. برای شروع درنظر گرفته می maxprofitدر کنار 
به ابعاد  habitatسازی یک ماتریس بهینهالگوریتم 

𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 × 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 شود و به هر کدام از تولید می
 ها تعدادی تصادفی تخم تخصیص دادهhabitatاین 

و  صفرصورت تصادفی بین ها به. جمعیت اولیه دادهشودمی
گذاری تعداد تصادفی شود. در هر دوره تخمتولید می یک
شود. حرکت )فاخته( تولید می بردار ریاضی سهتا  دو

ای و در یک دامنه خاص قادر به صورت دایرهها بهفاخته
ها که از فاخته %10گذاری . بعد از هر تخماستگذاری تخم

. شوندمی نابود ،ها کمتر استمقدار تابع سود آن
که شباهت بیشتری به محل زندگی خود دارند هایی فاخته

 کنند.( مهاجرت می5) های بهتر مطابق رابطهhabitatبه 
 

(5)                   𝐸𝐿𝑅 = 𝛼 ×
𝑁

𝑇
× (𝑉𝑎𝑟ℎ𝑖 − 𝑉𝑎𝑟𝑙𝑜𝑤) 

  

 مقدار بیشینهآلفا متغیری است که ( 5در رابطه )
 ELR1شودبا آن تنظیم می .N های فعلی تعداد تخم

 𝑉𝑎𝑟𝑙𝑜𝑤و  𝑉𝑎𝑟ℎ𝑖ها و دو متغیر تعداد کل تخم Tفاخته،
. هر فاخته فقط هستند مسألهحد بالا و پایین متغیرهای 

آل فعلی طی از کل مسیر را به سمت هدف ایده 2%
−)و یک انحراف  کندمی

𝜋

6
.

𝜋

6
نیز دارد. این دو پارامتر به  (

کند تا محیط بیشتری را جستجو کنند. ها کمک میفاخته

در الگوریتم جستجوی فاخته  k-meansبندی از خوشه
تا کند بندی کمک میاست. این خوشه استفاده شده

 نیکرده و بهتر میبخش تقس نیسرعت به چندرا به طیمح
 هیناح نیمشخص کنند. ا ینیصورت تخمرا به هیناح
پس از چند  .است یکل نهیشامل نقطه به ادیزاحتمال به

 بیشینهها به یک نقطه بهینه با تکرار تمام جمعیت فاخته
در واقع محل  رسند.ها به محل میزبان میشباهت تخم

آیند و ها در آن گرد میبهینه جایی است که بیشتر فاخته
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جایی است که بیشترین شباهت را با داده گمشده دارد. 
کنند ها که تولید میزمانی که بردار ریاضی تمام فاخته

ها از انحراف معیار داده مشابه هم شدند و یا اینکه
شود. بدین الگوریتم متوقف می ،کمتر شد 0.000001

ها نسبت به بهینه هر یک از داده تأثیرترتیب مقادیر توان 
شود. مقداردهی اولیه متغیرهای داده گمشده مشخص می

 ( نشان داده شده2الگوریتم جستجوی فاخته در جدول )
 است.

 یرهای الگوریتم مقداردهی اولیه متغ :(2-)جدول

 جستجوی فاخته

(Table-2): initialization of cuckoo search algorithm variables 
 مقدار متغیر نام متغیر

 30 های زندهبیشینه تعداد فاخته

 10 هاتعداد اولیه فاخته

 3 گذاری هر فاختهبیشینه تخم

 2 گذاری هر فاختهکمینه تخم

 𝛂 1ضریب 

 2 مسیردرصد حرکت در کل 

−) زاویه انحراف
π

6
.
π

6
) 

 10 های نامناسبدرصد نابودی فاخته

 k-means 2بندی های خوشهتعداد دسته

 4 حداکثر تعداد تکرار
 

برای  IDWیابی نهایت در مرحله آخر از دروندر
است. با استفاده از  استفاده شده های گمشدهتخمین داده

( و نزدیکترین همسایگان داده گمشده و توان 4رابطه )
 هر یک از همسایگان، مقدار نقاط گمشده برآورد تأثیر
 .شودمی

روند اجرای الگوریتم روش پیشنهادی مطابق شبه 
 .است (5تا  1)کد الگوریتم 

 

 در سری زمانی  k-meansبندی شبه کد خوشه(: 1-الگوریتم)

Input: 𝑋 (time series set), 𝐾 (number of cluster) 

Output: Clusters 𝐶 = {𝐶1. 𝐶2 … 𝐶𝑘 … 𝐶𝐾} 
Generate the subsequence by sliding window 
While termination is not satisfied do 

 foreach subsequence 𝑥𝑝 do 

     Calculate the distance of  𝑥𝑝  to each 

cluster by DTW distance 

      Assign 𝑥𝑝 to the closest centroid 

 end 
 Update centroids by averaging 

subsequence by DTW within each cluster 

end   

 DTWگیری فاصله شبه کد  معیار اندازه(: 2-الگوریتم)

Input: vectors 𝑣1 = (𝑎1 … . 𝑎𝑛) , 𝑣2 = (𝑏1 … . 𝑏𝑚) 

are the time series with 𝑛 and 𝑚 time points 

Output: 𝐷𝑇𝑊 [𝑛. 𝑚] 

𝐷𝑇𝑊 [0.0]  = 0 //Let a two dimensional data 
matrix DTW be the store of similarity measures 

such that 𝐷𝑇𝑊 [0 … 𝑛. 0 … . 𝑚], and i, j, are loop 
index, cost is an integer. // initialize the data matrix 

for 𝑖 = 1 to 𝑚 do loop 

 𝐷𝑇𝑊[0. 𝑖] = ∞ 

end 
for i=1 to n do loop 

 𝐷𝑇𝑊[𝑖. 0] = ∞ 

end 
//Using pairwise method, incrementally fill in the 

similarity matrix with the difference of the two time 
series 

for 𝑖 = 1 to 𝑛 do loop 

     for 𝑗 = 1 to 𝑚 do loop 

          cost=  𝑑(𝑣1[𝑖], 𝑣2[𝑖]) 

          𝐷𝑇𝑊 [𝑖. 𝑗] =cost + 𝑀𝐼𝑁 (𝐷𝑇𝑊 [𝑖 − 1. 𝑗],  

             𝐷𝑇𝑊 [𝑖. 𝑗 − 1],  

             𝐷𝑇𝑊 [𝑖 − 1. 𝑗 − 1]) 

      end 

end 

Return 𝐷𝑇𝑊 [𝑛. 𝑚] 

 

های زمانی با استفاده از شبه کد میانگین سری (:3-الگوریتم)

 DTWگیری معیار اندازه

Input: 𝑎 = 𝑎1. 𝑎2 … . 𝑎𝑛. the first time series with 

length 𝑛 

          𝑥1 = 𝑥11. 𝑥12 … . 𝑥1𝑚1
. the first time series 

with length 𝑚1 

          𝑥2 = 𝑥21. 𝑥22 … . 𝑥2𝑚2
. the first time series 

with length 𝑚2 
          . 
          . 
          . 

          𝑥𝑁 = 𝑥𝑁1. 𝑥𝑁1 … . 𝑥𝑁𝑚𝑁
. the first time series 

with length 𝑚𝑁 

output: 𝑦 = 𝑦1. 𝑦2 … . 𝑦𝑛, average of time series 

𝑥1. 𝑥2 … . 𝑥𝑁;  

 DTWavg(a, 𝑥1. 𝑥2 … 𝑥𝑁): 

Let 𝑇 = [𝜑. 𝜑 … . 𝜑], an empty vector with n 
element; 

for 𝑘 = 1 .2 … . 𝑁 do 

 𝑖 = 𝑛 

 𝑗 = 𝑚𝑘 

 while 𝑖 ≥ 1 and 𝑗 ≥ 1 do 

        𝑇𝑖 = 𝑇𝑖 ∪ 𝑥𝑘𝑗 

        (𝑖. 𝑗) ← 𝑝𝑎𝑡ℎ𝑖.𝑗 

 end 

end 

for 𝑖 = 1.2 … . 𝑛 do 

       𝑦𝑖= average of elements located in 𝑇𝑖 

end 

 

 شبه کد الگوریتم تکاملی جستجوی فاخته  (:4-الگوریتم)

Input: Define fitness function F(x), 𝑥 =
[𝑥1. 𝑥2 … . 𝑥𝑑]𝑇 
Generate initial habitats with some random points 

the profit function 𝑥𝑖 (𝑖 = 1.2.3 … . 𝑛) 

Generate random keys for each 𝑥𝑖 
While (n<Maximum Generation) or (stop criterion) 

 Get a cuckoo(say, 𝑥𝑖) randomly  
 Define ELR for each cuckoo   
   Let cuckoo to lay eggs inside their  
 corresponding ELR 

 Generate a new solution 𝑥′𝑖   
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Evaluate the habitat of each newly grown 
cuckoo 

 If  F(𝑥𝑖) > F(𝑥𝑗) 

  Replace 𝑥𝑗 by the new solution 𝑥𝑖 

 end 
Cluster cuckoo and find best group and 
select goal habitat 
From the available m host nest, poor 

quality nests (𝑝𝑎)    are left 
Keep the best solution (or nest) 
Arrange solutions according to their 
fitness value and select the solution with 
highest fitness value 

end while 
Post processing of the generated results 

end 

 های زمانیدر سری IDWیابی شبه کد درون (:5-الگوریتم)

Input: Clusters = {𝐶1. 𝐶2 … 𝐶𝑘 … 𝐶𝐾} , keys for 

each 𝑥𝑖  , The missing data is displayed with Z, zp is 

a missing attribute 
Output: complete data set 

foreach missing value M in dataset 
 Evaluate Eq 4 

 Replace Update the zp value in Z 

end 

end 

 

( نمودار فرایند روش پیشنهادی نشان 3در شکل )
نشان داده شده،  روندنماطور که در است. همان داده شده

خوشه داده سری زمانی چندمتغیره، الگوریتمروی مجموعه
شود که هر داده سپس بررسی می ؛اجرا k-meansبندی 

های آن خوشه گمشده به کدام خوشه تعلق دارد. داده
سپس بر روی  ؛نزدیکترین همسایگان داده گمشده هستند

ت به های آن خوشه، الگوریتم جستجوی فاخته را نسبداده
بهینه را که میزان  تأثیرداده گمشده اجرا کرده و توان 

 دهدمیاهمیت هر داده نسبت به داده گمشده را نشان 
ترین سپس با توجه به نزدیک ؛آوریممی دستبه

، از تأثیرآمده برای داده گمشده و توان دستههمسایگان ب
 استفاده برای تخمین داده گمشده IDWیابی درون

 . شودمی
 

 پیچیدگی زمانی روش پیشنهادی -1-4

برای  k-meansدر روش پیشنهادی از الگوریتم 
از معیار است.  های زمانی استفاده شدهسری بندیخوشه
ها در نیز برای پیداکردن فاصله بین زیردنباله DTWفاصله 
است. برای  استفاده شده k-meansبندی خوشه

ها نیاز است ماتریس فاصله DTWمقدار آوردن دستبه
فاصله بین دو زیردنباله  کمینهتشکیل شود تا مسیر 

نویسی دست آورده شود. براساس برنامههب  mو   nطولبه
O(nپویا این الگوریتم با  × m) آید. با توجه به دست میهب

ها دارای طول یکسان هستند، بنابراین اینکه زیردنباله

شود. اجرا می O(n2)انی با پیچیدگی زم DTWالگوریتم 
چون دو  DTW. در استاین پیچیدگی زمانی درجه دوم 

شوند و نیاز به تشکیل سری زمانی با یکدیگر مقایسه می
. مرتبه استبر یک فرایند زمان استها ماتریس فاصله

 DTWبا توجه به معیار فاصله  k-meansزمانی الگوریتم 
تعداد تکرارها،  iکه در آن  است O(n2ikm)مرتبه زمانی 

𝑘 ها و تعداد خوشه𝑚 استها تعداد زیر دنباله . 
 

 
 (: نمودار فعالیت روش پیشنهادی3-)شکل

(Figure-3): Flowchart of the proposed method 
 

در بخش بعدی روش پیشنهادی، از الگوریتم 

ایجاد  نخستاست. مرحله  جستجوی فاخته استفاده شده

. پیچیدگی این بخش استهای میزبان تعداد اولیه لانه

𝑂(ℎ × 𝑧)  است کهh  تعداد فاخته است که هر کدام

کنند. در مرحله را نگهداری می zبه اندازه  حلراه

ها که دارای سود بیشتر هستند تعداد از خانه p گذاریتخم

تعداد فاخته با  hازای هر یک، شوند و بهانتخاب می
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شود که پیچیدگی این د میایجا nبه اندازه هایی حلراه

𝑂(ℎبخش  × 𝑧 × 𝑝) شوند و بندی میها رتبهحل. راهاست

شود. این کار مستلزم حل فعلی پیدا میبهترین راه

سازی وابسته به تعداد . این مرتباست سازیمرتب

توان با راه حل داشته باشیم آن را می s. اگر است هاحلراه

انجام داد. در مرحله بعد   𝑂(𝑠𝑙𝑜𝑔𝑠)پیچیدگی زمانی

شود تا ها انجام میبر روی فاخته k-meansبندی خوشه

محیط به چندبن بخش تقسیم شود. مرتبه زمانی اجرای 

 ′𝑖که در آن است 𝑂(𝑖′𝑘′𝑚′)از مرتبه  k-meansالگوریتم 
. استتعداد نقاط  ′𝑚ها و تعداد خوشه ′𝑘تعداد تکرارها، 

بنابراین پیچیدگی  ؛شودبار تکرار می gالگوریتم فاخته 

𝑂(𝑔(𝑝ℎ𝑧زمانی الگوریتم جستجوی فاخته از مرتبه  +

𝑠𝑙𝑜𝑔𝑠 + 𝑖′𝑘′𝑚′) است. 

داده گمشده  Dازای به IDWیابی الگوریتم درون

برخوردار  𝑂(𝐷)بنابراین از مرتبه زمانی  ؛شوداجرا می

 است.

بدین ترتیب پیچیدگی زمانی الگوریتم پیشنهادی 

𝑂(𝐷از مرتبه زمانی  + n2ikm + 𝑔(𝑝ℎ𝑧 + 𝑠𝑙𝑜𝑔𝑠 +

𝑖′𝑘′𝑚′)) باشد.می 
 

 

 هاشیآزما یطراح -5

 های تجربی نشان داده شدهدر این بخش جزئیات آزمایش

های مورد استفاده، دادهاست که شامل معرفی مجموعه

اند و نتیجه استفاده شدهها معیارهایی که در مقایسه

است. کدهای روش پیشنهادی در متلب اجرا  هاآزمایش

 است.  شده

 

 هاپردازش دادهها و پیشدادهمجموعه -1-5
از مخزن  یداده واقعمجموعه چهار یر روب هاشیآزما

ها داده. این مجموعه[56] انجام شد UCI نیماش یریادگی

انرژی خورشیدی، های مصرف برق، دادهشامل مجموعه

های ها سریدادهسهام و ترافیک هستند. این مجموعه

ها در تعداد دادهزمانی چندمتغیره هستند. این مجموعه

است  ها متفاوت هستند و سعی شدهها و ویژگیداده

هایی با حجم، تعداد ویژگی و یا کاربرد دادهمجموعه

 شوند.انتخاب  هامتفاوت برای انجام آزمایش

 (3)داده در جدول هر مجموعه از مختصر یشرح

 مقادیرها دادهمجموعه نیکدام از ا چیه است. ارائه شده

 یبرای هستند که کامل یهادادهگمشده ندارند. مجموعه

بر  جینتا سهیمقا ی اینکهبرا .هستندمناسب  جینتا سهیمقا

هر  ری، مقادباشد داریمختلف معن یهادادهمجموعه یرو

 .[56] اندسازی شدهها نرمالدادهمجموعه این  ی ازژگیو

 قرار [0,1]ها در محدوده مقیاس هر کدام از ویژگی

داده، مجموعه کی یهر ورود. به این منظور، برای گیردمی

jعنوان مثالبه

ix ( 6) برای تبدیل مقیاس از رابطه

 شود.می استفاده

 (6 )         
,min

,max ,min
( )

j j
j i

i j j

x x
normalized x

x x





  

 

کردن یک عنصر آن عنصر را منهای برای نرمال 

                  کرده و بر دامنه تغییرات( minjx,) مینیمم

(,max ,minj jx x)  با این کار داده .نماییممیتقسیم

متفاوتی قرار دارند در یک دامنه های هایی که در محدوده

به واحد  هادادهاهمیت  گیرند تا مشابه قرار می

و در تحلیل نتایج اثر  شان بستگی نداشته باشدگیریاندازه

 نامطلوبی ایجاد نکند.
 

 هاهای استفاده شده در آزمایشداده(: مجموعه3-)جدول
(Table-3): The dataset used in the experiments 

 دادهمجموعه هاتعداد نمونه تعداد ویژگی

370 140256 Electricity 

29 19735 Energy 

8 536 Exchange 

18 135 Traffic 

 

 های مقایسهروش -2-5
 های گمشدهشده با سه روش پرکردن دادهروش پیشنهاد

برای سری زمانی  EMاحتمال  بیشینههای روش به نام

 TRiBSو روش  FLK-NN [58]، روش [57] متغیرهچند

 .[45] است مقایسه شده

برای سری زمانی  EMاحتمال  بیشینهدر روش 

ها توزیع گاوسی دارند. کند دادهمتغیره فرض میچند

های بدون داده گمشده پارامترهای توزیع را برای داده

آورد. در یک روند تکراری پارامترهای توزیع را می دستبه

های ین مقاله الگوهای مختلف دادهکند. در ااصلاح می

. در روش [57] گیردگمشده سری زمانی را نیز در نظر می

FLK-NN  ترین همسایگی برای از ترکیب فوریه و نزدیک

 کندهای گمشده سری زمانی استفاده میپرکردن داده

، مجموعه IDW یابیاز ترکیب درون TRiBSروش  .[58]

سازی ذرات تکاملی بهینهراف، کلاس تولرانس و الگوریتم 

های گمشده سری زمانی استفاده برای پرکردن داده

 .[45] کندمی
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 معیارهای ارزیابی -3-5
شده در بینی انجاماز ابزارهای آماری برای یافتن دقت پیش

شود. میزان دقت و کارآیی روش پیشنهادی استفاده می
شناخته روش پیشنهادی با استفاده از پنج معیار ارزیابی 

های ارزیابی عبارتند از: جذر شود. معیارشده بررسی می
، میانگین مطلق )1RMSE( میانگین مربعات خطا

)2، ضریب تعیین)2MAE( خطا )Rمیانگین مربعات خطا ، 

 )3MSE( 4خطا )درصد میانگین مطلق  وMAPE(. 
 طورمعمولبه (RMSE)جذر میانگین مربعات خطا 

شود. این برای بررسی کارآیی در مقادیر کمی استفاده می
معیار اختلاف میانگین بین مقادیر واقعی و مقادیر برآورد 

. میانگین مطلق [58] کندشده در یک مدل را محاسبه می
 را بینی و واقعیفاصله بین مقدار پیش (MAE) خطا 

معیار استفاده کرده ولی جهت این تفاضل را در عنوان به
فقط میزان  MAE بنابراین در محاسبه خطا ؛گیردنظر نمی

. هرچقدر مقدار [60] رودفاصله و نه جهت فاصله به کار می
 RMSE وMAE  کمتر باشد، میزان خطا کمتر بوده و مدل

)2 بینی انجام داده است. ضریب تعیینخوب پیش )R 
میان دو دسته داده را مشخص میزان احتمال همبستگی 

دهد که تعیین کنیم چقدر کند و به ما این امکان را میمی
بینی یک مدل مطمئن باشیم. این معیار توانیم به پیشمی

 دهدها را بهتر نشان میتفاوت میانگین و واریانس مدل
ها را برازش . اگر این همبستگی زیاد باشد مدل داده[61]
)نزدیک به   اگر همبستگی پایین کهحالیدراست  کرده

 .ها ارائه نداده استصفر( باشد، مدل برازش خوبی از داده
مقدار میانگین مربعات (MSE) میانگین مربعات خطا 
دهد. بینی و واقعی را نشان میفاصله بین مقدار پیش

دهنده هرچقدر مقدار آن به صفر نزدیکتر باشد، نشان
 د میانگین مطلق خطا. معیار درصمیزان کمتر خطاست

(MAPE) بینی شده و مقدار یانگین فاصله مقدار پیشم
گیرد. مزیت واقعی تقسیم بر مقدار واقعی را در نظر می

استفاده از این شاخص این است که می توان برای 
هایی که دارای مقیاس متفاوت هستند از سری بینیپیش

زیرا این معیار وابسته به مقیاس نیست و  ؛آن استفاده کرد
 بیشتر برای مقایسه چند سری زمانی مختلف کاربرد دارد

( نحوه محاسبه این 11( تا )7های ). در رابطه[62]
 است. معیارهای ارزیابی نشان داده شده
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

های مشاهده شده و میانگین داده 

n استداده ها در مجموعهتعداد کل نمونه.  

بندی انجام شده بر روی برای ارزیابی دقت خوشه

های سری زمانی نیاز به استفاده از یک معیار ارزیابی داده

بندی، در خوشه درونیهای ارزیابی یکی از شاخص. است

قطر،  . شاخص دان با دو معیار فاصله واست 5دان شاخص

کند. در پذیری را محاسبه میمیزان فشردگی و تفکیک

( نحوه محاسبه این معیار ارزیابی نشان داده 12رابطه )

 .[63] است شده
 

(12  )                                   𝑉𝐷 = [
min

𝑖=1≤𝑗≤𝑘
𝐷(𝐶𝑖.𝐶𝑗)

max
1≤𝑙≤𝑘

𝑑𝑖𝑎𝑚(𝐶𝑙)
] 

 

عنوان بهدر صورت این کسر، فاصله بین دو خوشه 

پذیری و در مخرج نیز قطر هر خوشه معیاری برای تفکیک

شود. نسبت این دو، مقیاسی برای سنجش فاصله دیده می

هر چه مقدار این شاخص  .بین دو خوشه خواهد بود

پذیری بهتر و در نتیجه گر تفکیکبزرگتر باشد، بیان

 .ثرتر استؤبندی مخوشه

روش پیشنهادی بودن بهبود داربرای بررسی معنی

 استفاده شده t-testها از آزمون آماری نسبت به سایر روش

دهنده نشان (8تا  5) هایولدر جد Tهای است. ستون

های قبل نسبت به روش داری ستونمعنی هایآزمایش

-p). مقدار احتمال در سطح اطمینان استپیشنهادی 

value<0.1) %90 ،(p-value<0.05) %95  و(p-

value<0.01) %99 و  "**"، "*"ترتیب با که به است

است. اگر هیچ نمادی روی روشی  نشان داده شده "***"

قرار نگیرد بدین معنا هست که هیچ تفاوت معناداری با 

 روش پیشنهادی ندارد.
 

5 Dunn’s Index 
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 هاشیآزما جینتا یو بررس لیتحل -6
انجام شده برای ارزیابی عملکرد  هاشین بخش نتایج آزمایا

شامل  هادهد. آزمایشروش ترکیبی پیشنهادی ارائه می
های گمشده بررسی معیارهای ارزیابی بر روی پرکردن داده

 بندیخوشهیابی در ترکیب با روشبا استفاده از روش درون
k-means نهایت نتایج با دو و جستجوی فاخته است. در

است.  های گمشده مقایسه شدهروش دیگر پرکردن داده
و  50، 40، 30گی ها در درصدهای مختلف گمشدروش

های مختلف مورد شوند تا حالتدرصد بررسی می 60
 آن مورد بررسی قرار گیرد. تأثیرسنجش قرار گیرد و 

بر  k-meansبندی ابتدا خوشه نخستدر بخش 
کردن شود. بعد از پیادهداده اعمال میروی مجموعه

شود هر داده گمشده به کدام خوشه بررسی می هاخوشه
تعلق دارد. سپس الگوریتم جستجوی فاخته برای 

هر یک از همسایگان بر داده  تأثیرپیداکردن توان بهینه 
انجام می IDWیابی نهایت درونو در شودمیگمشده اجرا 

داده مجموعه چهارها بر روی شود. هر یک از این روش
اعمال  گیری خطا بر روی آنعیارهای اندازهاعمال شده و م

 نمایش داده شده (8تا  5) هایولشده و نتایج در جد
 است.

 چهاربر روی  k-meansبندی برای ارزیابی خوشه
است. نتایج  داده از شاخص دان استفاده شدهمجموعه

است.  نشان داده شده (4) حاصل از این ارزیابی در جدول
مجموعه  چهارطور متوسط میزان این شاخص در هر به

بندی بوده است که نشان از دقت مطلوب خوشه 4/1حدود 
k-means های سری زمانی دارد.پیشنهادی بر روی داده 

شد با افزایش میزان بینی میطور که پیشهمان
درصد میزان خطا افزایش پیدا  شصتتا  سیگمشدگی از 

است. میزان خطای روش پیشنهادی در دو  کرده
نسبت به دو  Energyو  Electricityداده مجموعه
کمتر بوده و میزان  Trafficو  Exchangeداده مجموعه
در دو  05/0آن به طور میانگین در حدود  RMSEخطای 

در دو مجموعه دوم بوده  06/0و حدود  نخستمجموعه 
و  Electricityه داداست. با توجه به اینکه دو مجموعه

Energy  ،دارای تعداد نمونه و ویژگی بیشتری هستند
شد که دقت عملکرد بالاتری داشته باشند. با بینی میپیش

بهترین پاسخ  MAPE و MSEو  MAEتوجه به معیارهای 
با تعداد  Energyو  Electricityداده مربوط به دو مجموعه

 و روش استها دادهنمونه بیشتر نسبت به سایر مجموعه
یابی در ترکیب با روش درون k-meansبندی خوشه
های گمشده نسبت به بهتری برای پرکردن داده هایپاسخ

در این روش  MAEاست. میزان خطا  ها داشتهسایر روش

و  Exchangeداده بوده است. مجموعه 04/0در حدود 
Traffic های کمتری دارند، میزان خطای که تعداد نمونه

های دیگر در هر سه روش دادهی نسبت به مجموعهبیشتر
 دارند. 

میزان همبستگی بین  که 2Rمقدار 
در  را شدهواقعی و مقدار تخمین زده هایدادهمجموعه

 استدرصد  99دهد در حدود روش پیشنهادی را نشان می
. روش استکه نشان از دقت بالای تخمین مقادیر گمشده 

که  Energyو  Electricityداده پیشنهادی در دو مجموعه
میزان دقت بالاتری دارد که  ،تعداد نمونه بیشتری دارند

های زمانی . با توجه به اینکه سریاستاین یک حسن 
های حجیم هستند، این روش برای داده طورمعمولبه

تر ها مناسبدادههای گمشده در این مجموعهپرکردن داده
دقت عملکرد بهتری نسبت به روش  EM . روشاست

FLK-NN  دارد. میزان خطاRMSE  در روشEM  در دو
 06/0در حدود  Energy و Electricityداده حجیم مجموعه

 08/0در حدود  Trafficو  Exchangداده و در  دو مجموعه
تا  2/1باشد که در روش پیشنهادی این میزان خطا به می
-FLKدر  RMSEکاهش یافته است. میزان خطای  3/1

NN و در  است 08/0در حدود  نخستداده در دو مجموعه
. با توجه است 09/0داده سوم و چهارم در حدود مجموعه

میزان خطا در  MAPE و MSEو  MAEبه معیارهای 
ها در هر چهار روش پیشنهادی نسبت به سایر روش

های داده کمتر بوده است. میزان همبستگی دادهمجموعه
ای نسبت به های مقایسهشده در روشواقعی و تخمین زده

درصد بوده است.  85روش پیشنهادی کمتر و در حدود 
شد میزان خطا در تمام بینی میطور که پیشهمان
 یابد.ها افزایش میگی دادهبا افزایش درصد گمشد هاروش

 دادهدر مجموعه TRiBSمیزان خطای روش 

Energy  و  استمشابه با میزان خطای روش پیشنهادی
نیز از روش  40و % 30گی %در درصدهای گمشد

 است. پیشنهادی بهتر عمل کرده
، روش هابا توجه به نتایج حاصل از آزمایش

ها دارد. هر کمتری نسبت به سایر روشپیشنهادی خطای 
ها بیشتر دادهها در مجموعهها و ویژگیچقدر تعداد نمونه

های شود. میزان همبستگی دادهباشد میزان خطا کمتر می
شده در روش پیشنهادی بسیار واقعی و مقدار برآورد

 .استدرصد  99مطلوب و در حدود 
دهد که نشان می t-testتحلیل آماری از نتایج  

  MSEو   RMSE،2Rداری در میانگین مقدار  تفاوت معنا
که  استها در روش پیشنهادی نسبت به سایر روش

تر روش پیشنهادی عملکرد قابل اطمینان دهندهنشان
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 .استداده مجموعه 4در  TRiBSو  FLK-NNو  EMنسبت به سه روش 
 

 دادهبر روی چهار مجموعه K-meansبندی (: اجرای شاخص ارزیابی دان برای بررسی کیفیت خوشه4-)جدول
(Table-4): Implementation of Dunn Evaluation Index to evaluate the quality of K-means clustering on four data sets 

Traffic Exchange Energy Electricity گیری دانمعیار اندازه 

 روش پیشنهادی 113/1 231/1 6858/1 5802/1
 

 هادر مقایسه با سایر روش Electricityداده متفاوت در مجموعه گیپیشنهادی با درصدهای گمشد (: مقایسه روش5-)جدول

(Table-5): Comparison of Proposed Method with Different Missing Percentages in Electricity Data Set Compared 
 to Other Methods 

 MAPE T MSE T 2R T MAE T RMSE روش گیدرصد گمشده 

 5.6438  0.0022395  0.99469  0.033408  0.047324 %30 

روش 

 پیشنهادی

 5.6593  0.0022441  0.99468  0.033495  0.047372 %40 

 5.6589  0.0022451  0.99466  0.033496  0.047352 %50 

 5.6615  0.0022431  0.99468  0.033498  0.047361 %60 

 16.523 *** 0.0040514 *** 0.88572 ** 0.055052 *** 0.063651 %30 

EM 
** 16.023 *** 0.004066 *** 0.88693 ** 0.057185 *** 0.063298 %40 

*** 16.521 *** 0.0041964 *** 0.89876 *** 0.058974 *** 0.06478 %50 

*** 16.856 *** 0.0041384 *** 0.8963 *** 0.058124 *** 0.064331 %60 

** 16.965 *** 0.0080577 *** 0.84711 *** 0.064907 ** 0.089765 %30 FLK-NN 

* 16.989 ** 0.0080613 *** 0.86298 ** 0.06486 *** 0.089785 %40  

 16.589 *** 0.0070760 *** 0.86097 * 0.063944 *** 0.084119 %50  

** 16.456 *** 0.0071744 *** 0.86179 *** 0.063877 *** 0.084702 %60  

*** 15.125 *** 0.0067601 *** 0.82651 ** 0.067854 *** 0.082220 %30 

TRiBS 
** 15.483 *** 0.0079845 *** 0.88968 *** 0.068957 *** 0.089339 %40 

** 16.867 *** 0.0091877 ** 0.86257 ** 0.085266 *** 0.095853 %50 

** 16.436 *** 0.0086352 ** 0.86232 ** 0.082569 *** 0.092926 %60 
 

 هادر مقایسه با سایر روش Energyداده گی متفاوت در مجموعه(: مقایسه روش پیشنهادی با درصدهای گمشد6-)جدول
(Table-6): Comparison of the proposed method with the percentage of different missing data in the Energy 

 dataset compared to other methods 

T MAPE T MSE T 2R T MAE T RMSE روش گیدرصد گمشده 

 5.6624  0.00329234  0.99468  0.043487  0.057379 %30 

روش 

 پیشنهادی

 5.658  0.00329028  0.99468  0.043467  0.057361 %40 

 5.6653  0.00454397  0.99467  0.043507  0.067409 %50 

 5.6582  0.0032900  0.99468  0.043463  0.057359 %60 

 13.859 *** 0.0044060 *** 0.96943 ** 0.058852 *** 0.066378 %30 

EM 
** 13.452 *** 0.0046856 *** 0.96572 ** 0.059367 *** 0.068452 %40 

** 13.456 *** 0.0042936 *** 0.95027 *** 0.059583 *** 0.065526 %50 

*** 13.489 * 0.0045946 *** 0.95608 *** 0.059589 ** 0.067784 %60 

 13.856 *** 0.0056732 *** 0.85085 *** 0.038809 *** 0.075321 %30 FLK-

NN 

** 13.598 *** 0.0060330 ** 0.84189 ** 0.040447 *** 0.077673 %40  

** 12.948 *** 0.0056091 *** 0.85154 ** 0.038811 *** 0.074894 %50  

 13.936 *** 0.0059068 *** 0.84355 *** 0.039853 *** 0.076856 %60  

** 5.89238  0.0021492 ** 0.99231 *** 0.039201  0.046360 %30 

TRiBS 
** 5.2393 * 0.0017356 ** 0.99520 *** 0.038562 ** 0.041661 %40 

* 5.4913 ** 0.0029021 ** 0.99416 ** 0.043852 * 0.053872 %50 

* 5.8986 ** 0.0035874 * 0.99852 ** 0.045423 ** 0.059895 %60 
 

 هادر مقایسه با سایر روش Exchangداده گی متفاوت در مجموعهپیشنهادی با درصدهای گمشد (: مقایسه روش7-)جدول
(Table-7): Comparison of the proposed method with the percentage of different missing data in the Exchang 

e dataset compared to other methods 
T MAPE T MSE T 2R T MAE T RMSE روش گیدرصد گمشده 

 7.6554  0.0045371  0.99468  0.05347  0.067358 %30 

روش 

 پیشنهادی

 7.6599  0.0045420  0.99467  0.053501  0.067395 %40 

 7.6618  0.0045481  0.99466  0.053517  0.06744 %50 

 7.6661  0.0055026  0.99467  0.05352  0.07418 %60 

*** 14.128 *** 0.0078234 *** 0.88908 *** 0.064526 *** 0.08845 %30 EM 
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*** 14.443 *** 0.0079147 *** 0.88719 *** 0.068456 *** 0.088965 %40 

** 16.427 *** 0.0079628 *** 0.88809 ** 0.068596 *** 0.089235 %50 

 18.596 *** 0.0077859 *** 0.88562 ** 0.06653 *** 0.088238 %60 

** 13.51 *** 0.0093663 *** 0.86717 ** 0.083576 *** 0.09678 %30 FLK-NN 

  13.312 * 0.0093624 *** 0.86716 ** 0.083589 *** 0.09676 %40  

* 13.456 ** 0.009510 *** 0.86709 ** 0.083659 *** 0.09752 %50  

** 13.569 *** 0.0095824 *** 0.86714 ** 0.083714 *** 0.09789 %60  

** 13.2894 *** 0.0090847 ** 0.85236 *** 0.078956 *** 0.095314 %30 

TRiBS 
** 13.2698 *** 0.0086220 *** 0.88562 *** 0.073638 *** 0.092855 %40 

*** 13.6589 *** 0.088598 ** 0.81203 *** 0.08258 *** 0.094127 %50 

*** 13.8956 *** 0.0099718 *** 0.82055 *** 0.08896 *** 0.099859 %60 

 

 هادر مقایسه با سایر روش Trafficداده گی متفاوت در مجموعهپیشنهادی با درصدهای گمشد (: مقایسه روش8-)جدول
(Table-8): Comparison of the proposed method with the percentage of different missing data in the Traffic 

 dataset compared to other methods 
T MAPE T MSE T 2R T MAE T RMSE روش گیدرصد گمشده 

 14.128  0.007769  0.85908  0.032817  0.088145 %30 

روش 

 پیشنهادی

 14.443  0.0079014  0.84719  0.033495  0.088856 %40 

 16.427  0.0077536  0.84809  0.035993  0.088055 %50 

 18.596  0.0079621  0.89662  0.039562  0.089231 %60 

** 15.128 *** 0.0076608 *** 0.86908 *** 0.062352 *** 0.087526 %30 

EM 
*** 15.443 *** 0.0079024 *** 0.85719 * 0.063425 ** 0.088896 %40 

*** 18.427 *** 0.0079307 *** 0.85809 ** 0.065993 *** 0.089055 %50 

*** 16.596 *** 0.0072643 ** 0.89562 ** 0.069582 *** 0.085231 %60 

* 13.544 ** 0.0093315 ** 0.86729 ** 0.073366 *** 0.0966 %30 FLK-NN 

 13.589 *** 0.0093412 ** 0.86725 ** 0.073417 *** 0.09665 %40  

** 13.623 *** 0.0093026 *** 0.87355 *** 0.071312 *** 0.09645 %50  

** 13.645 *** 0.0097140 *** 0.85263 ** 0.07356 *** 0.09856 %60  

** 15.432 ** 0.0096294 *** 0.8852 *** 0.07852 ** 0.09813 %30 

TRiBS 
** 15.443 *** 0.0096181 *** 0.89856 ** 0.077025 *** 0.098072 %40 

*** 16.227 *** 0.0098225 ** 0.81205 *** 0.081482 *** 0.099109 %50 

*** 16.421 *** 0.0099860 * 0.81523 *** 0.08596 *** 0.099930 %60 

 
 یریگجهینت -7

پردازش های گمشده یک گام مهم در پیشپرکردن داده

ها در که داده. با توجه به ایناستهای سری زمانی داده

احتمال وجود داده  ،شوندآوری میهای زمانی جمعبازه

ها ها نسبت به سایر مجموعهگمشده در این نوع از داده

برای پرکردن . در این مقاله یک روش ترکیبی استبیشتر 

های گمشده پیشنهاد شد. ایده اصلی، بهبود عملکرد و داده

بود. از روش  IDWیابی های درونرفع محدودیت

های سری زمانی برای الگویابی داده k-means بندیخوشه

استفاده شد. سپس بررسی شد هر داده گمشده به کدام 

ترین عنوان نزدیکخوشه تعلق دارد. اعضای هر خوشه به

سپس از  ؛مسایگان به داده گمشده در نظر گرفته شدنده

الگوریتم تکاملی جستجوی فاخته برای پیداکردن توان 

بهینه هر یک از همسایگان استفاده شد. روش  تأثیر

پیشنهادی با سه روش دیگر مورد مقایسه قرار گرفت. 

داده مختلف های تجربی بر روی چهار مجموعهآزمایش

موارد روش پیشنهادی نسبت به  تربیشاعمال شد. در 

 2Rو  RMSE ،MAEها از نظر معیارهای سایر روش

برتر بود و دقت عملکرد و کارایی بالاتری داشت. در 

سری زمانی با تعداد نمونه بیشتر دقت  هایدادهمجموعه

های زمانی با یابد. این روش در سریعملکرد افزایش می

. چون روش پیشنهادی استهای مختلف قابل اجرا طول

متوالی وابسته نیست در شرایطی که  هایدادهبه 

گی ایجاد شده باشد، بزرگ متوالی از گمشد هایشکاف

 طورمعمولبهعملکرد مطلوبی دارد. با توجه به اینکه 

های حجیم هستند این روش زمانی مجموعه هایسری

شده در این های گممناسب برای پرکردن داده

 . استها دادهمجموعه

در روش پیشنهادی کمبودهایی وجود دارد. از معایب 

 کمینهو یا کمتر از  بیشینهاین روش این است که بیش از 

ها نیازمند تواند تخمین بزند. اجرای الگوریتممقادیر را نمی

های شود روشهزینه زمانی زیادی است. پیشنهاد می

کردن بهترین همسایگی بررسی دیگری نیز برای پیدا

شده از های استخراجشوند. هم چنین بر روی ویژگی
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های خام زیرا داده ،های زمانی کار شودسری هایداده

 دارای اختلال زیاد هستند.
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