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 های پرسش و پاسخ باسازی سامانهبهینه
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 چکیده 
به یک پرسش دارند. به عبارت را  پاسخی کوتاه و دقیق ةارائ های پرسش و پاسخ، موتورهای جستجویی هستند که تواناییسامانه

پرسش و پاسخ، با یک پاراگراف، جمله یا کلمه  ةدهد، یک ساماای از اسناد پاسخ میدیگر، پرسشی که یک موتور جستجو، با مجموعه

زبانه به زبان انگلیسی و مبتنی بر وب، های پرسش و پاسخ تکسازی عملکرد سامانهکار برای بهینهدهد. در این مقاله، یک راهپاسخ می

در این مقاله برای  هستند،های تکاملی برای مسائل با فضای جستجوی بزرگ مناسب ارائه شده است. با توجه به اینکه الگوریتم

 و سرعت ارائه روشی است که دقت ،مورد استفاده قرار گرفته است. در این پژوهش هدف APSOها، عملکرد این سامانه سازیبهینه

داده مجموعههای موجود در انتخاب پاسخ از میان اسناد بازیابی شده داشته باشد. روش پیشنهادی بر روی بالاتری نسبت به سامانه

 711/0نتایج حاصل از آن برابر  MRRدست یافته است و همچنین شاخص  527/0 ( برابر باTop1 Accuracyاستاندارد به میزان دقتی )

. در عین حال، سرعت آن نسبت به همه اندهای مرتبط  پیشرفت داشتهپژوهش تربیشکه این نتایج نسبت به ، محاسبه شده است

 . د یافته استکارهای مشابه بهبو

 

  شدهسازی ازدحام ذرات تسریع: سامانه پرسش و پاسخ، پردازش زبان طبیعی، الگوریتم بهینهواژگان کلیدی
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Abstract 
One of the most important research areas in natural language processing is Question Answering 

Systems (QASs). Existing search engines, with Google at the top, have many remarkable capabilities. 

However, there is a basic limitation; search engines do not have deduction capability which a QAS is 

expected to have. In this perspective, a search engine may be viewed as a semi-mechanized QAS. 

Upgrading a search engine such to a QAS is a task whose complexity is hard to exaggerate. To achieve 

success, new concepts and ideas are needed to address difficult problems which arise when knowledge 

has to be dealt with in an environment of imprecision, uncertainty and partial truth .  

QASs are search engines that have the ability to provide a brief and accurate answer to each question in 

natural language for instance, the question that a search engine answers with a set of documents, a QAS 

answers with a paragraph, sentence or etc. In this paper, a solution is proposed to optimize the 

performance and speed of web-based QASs for answering English questions .  

As evolutionary algorithms are suitable for issues with large search space, in this approach we have used 

an evolutionary algorithm to optimize QASs. In this regard, we have chosen APSO which is a simplified 
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version of PSO. The proposed method consists of five main stages: question analysis, pre-process, 

retrieval, extraction and ranking. We have tried to provide a method that would be more accurate in 

choosing the most probable answer from the documents that have been retrieved by the standard search 

engine and at the same time, be faster than similar methods. In ranking process, various attributes can 

be extracted from the text that are used in APSO. For this purpose, in addition to selecting a sentence 

from the text and examining its attributes, different cut parts of the sentence are selected each time by 

changing the beginning and end points of the cut part. The attributes which have been used in this study 

are: 1. Number of unigrams similar to the question words, 2. Number of bigrams similar to the question 

words, 3. Number of unigrams similar to the question words in the cut part, 4. Number of bigrams 

similar to the question words in the cut part, 5. Number of synonyms with the question words and 6. 

Number of synonyms with the question words in the cut part. The fitness function is the weighted sum of 

these attributes. 

Top-1 accuracy and MRR are the most valid metrics for measuring the performance of QASs. The 

proposed method has achieved the accuracy (top-1 accuracy) of 0.527 with respect to the standard 

dataset and the MRR of it, is 0.711. Both of these results are improved compared to most similar 

systems. In addition, the time taken to answer the input question in the proposed method, has been 

significantly reduced compared to similar methods. In general, the accuracy and MRR in this paper 

have progressed and the system needs less time to find the answer, in comparison with existing QASs. 

 

Keywords: question answering system, natural language processing, accelerated particle swarm 

optimization (APSO) 

 

 مقدمه -1
یک سامانه پرسش و پاسخ، به کاربران این امکان را 

طور مستقیم پرسش خود را به زبان طبیعی که به دهدمی
به سامانه بدهند و پاسخی دقیق براساس دانش نهفته در 

. بر این اساس، این کنندمستنداتی خارج از سامانه دریافت 
های معمول بازیابی ها نسبت به سامانهقبیل سامانه
تر پردازش زبان طبیعی پیچیده هایروشاطلاعات، با 

(NLP)1 عنوان نسل سر و کار دارند و در محافل علمی به
. [1]آینده موتورهای جستجوی اطلاعات، مطرح هستند 

های زبانی در سطوح مختلف در این راستا نیاز به تحلیل
های پرسش و پاسخ، با انواع وجود خواهد داشت. سامانه

 برای مثالرو هستند، بههای کاربران رومختلفی از پرسش
اطلاعات در مورد حقایق، ارائه تعاریف مفاهیم، چگونگی و 

های منطقی ها، پرسشچرایی مسائل مختلف، تئوری
های بین زبانی. مجموعه اسناد مورد )بولین( و نیز پرسش

های مختلفی از جمله تواند در مقیاسجستجو نیز می
در محیط مجموعه اسناد یک سازمان تا اطلاعات موجود 

های پرسش و پاسخ را کلی سامانهطوروب، متغیر باشد. به
ها و ماهیت خذ پاسخأاز ابعاد متفاوتی )دامنه، زبان، م

 . [2]د کرتوان بررسی گران( میپرسش
شود. های کاربران نیز به دو دسته تقسیم میپرسش

طور ها بهنهایی است که پاسخ آپرسش نخستگروه 
مجموعه اطلاعات قابل دسترس  صریح و مستقیم در

موجود است و گروه دوم که سامانه برای پاسخ به  ةسامان
. از سوی دیگر، کیفیت عملکرد استها نیازمند استدلال آن

شدت وابسته به اسناد و پرسش و پاسخ به ةیک سامان
له ممکن أاطلاعات در دسترس آن سامانه است. این مس

 

1 Natural Language Processing 

قدر موجب تبادر این مطلب در ذهن شود که هر چه است
حجم اطلاعات در دسترس بیشتر باشد، به کیفیت بهتری 

های زیاد که، در حجمدرحالی ؛دست خواهیم یافت
آید که عبارت است از وجود میدیگری به ةلأاطلاعات، مس

پوشانی و تکرار اطلاعات. بدین معنی که اطلاعات هم
های مختلف اسناد، گوناگون، در بخش هایروشخاصی، به 

 . [3]وجود خواهند داشت 
های پرسش و پاسخ مبتنی بر وب یک سامانه

دهند. از جستجو با دامنه بسیار وسیع در وب انجام می
های تکاملی برای مسائل با فضای آنجایی که الگوریتم

توانند نقش ، می[4] جستجوی بزرگ مناسب هستند
 ها داشته باشند. بسزایی در ساختار این سامانه

 

 لهأطرح مس -2
های اخیر حجم اطلاعات به حدی افزایش یافته که در دهه

های موجود کردن اطلاعات مورد نیاز از انبوه دادهپیدا
طرفی آن، ظهور وب از برعلاوه ؛کاری دشوار شده است
تر در اختیار تر و سریعراحت ،باعث شده تا اطلاعات

اشخاص قرار بگیرد و از طرف دیگر به هر کاربر اینترنت 
اجازه داده است تا به یک تولیدکننده و ناشر اطلاعات 

شود که اطلاعات قدرت است تبدیل شود. اگر چه گفته می
شود که اگر نتوان ولی اکنون بیش از پیش آشکار می

ها جدا کرد، اطلاعات زیاد عات مفید را از انبوه دادهاطلا
به همین منظور، ابزارهایی  ؛شوندباعث سرگردانی می

اند. خودکار برای دسترسی به اطلاعات ایجاد شده
، براساس 2(IRهای متداول فعلی بازیابی اطلاعات )سامانه

کند، تعدادی کلمه کلیدی که کاربر وارد مییک یا چند
 

2 Information Retrival 
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ها چند مشکل عمده این سامانه .[5] گرداندمیسند را بر
تمایل دارند به  طورمعمولبهکه کاربران این نخستدارند. 

 طورمستقیمبهجای تعدادی کلمه کلیدی، پرسش خود را 
کاربران برای تبدیل  طورمعمولبهوارد کنند. از طرفی، 

پرسش خود به کلمات کلیدی مناسب، با مشکل مواجه 
یل، مستلزم مهارتی است که باید در هستند و این تبد

چند کلمه  طوراصولیبهبراین، طول زمان کسب شود. علاوه
توانند منظور کاربر را به شکل واضح تنهایی نمیکلیدی به

بیان کنند. بسیاری اوقات حتی اگر کاربر مطمئن باشد که 
متون وجود دارد که نیاز اطلاعاتی او  ةیک سند در مجموع

مناسب  1وجویکند، ممکن است نتواند پرسرا برآورده می
مجموع استفاده از کلمات د. درکنرا برای سامانه بیان 

کلیدی روش مطلوبی برای برقراری ارتباط بین سامانه و 
دنبال پاسخ صریح کاربر نیست. ازطرف دیگر، کاربران به

ها تعداد زیادی که خروجی این سامانهدرحالی ؛هستند
سند است که ممکن است پاسخ را در خود داشته باشند. 

کردن پاسخ مورد نظر خود بدین ترتیب کاربر برای پیدا
 مجبور است تعدادی سند را بخواند. 

های پرسش و پاسخ های اخیر، سامانهدر سال
ه اطلاعات عنوان یکی از ابزارهای مهم برای دسترسی ببه

های بازیابی اطلاعات، اند. برخلاف سامانهتکامل پیدا کرده
های پرسش و پاسخ این است که هدف سامانه

از طریق زبان طبیعی با کاربر ارتباط برقرار  طورمستقیمبه
ها پرسش کاربر را به زبان کنند. به این شکل که آن

 صورت دقیقطبیعی در ورودی دریافت کرده و پاسخ را به
بنابراین لازم نیست پرسش ابتدا به  ؛گردانندبه کاربر برمی

چندین کلمه کلیدی تبدیل شود و بعد از بازیابی لازم 
باشد تا کاربر تعداد نامعلومی سند را مطالعه کند تا به 

 پاسخ خود برسد. 
از طرفی برای انتخاب یک پاسخ از یک مجموعه 

 مسأله. [6] شونددهی ها باید اولویتها، آننامزداز 
دهی شامل محاسبه یک امتیاز مبتنی بر اولویت

های جایی که ویژگیهاست. از آنای از ویژگیمجموعه
های ها را در گروهتوان آنمربوط به متون متعددند و می

آوردن دستبهد، یافتن راهی برای کربندی مختلفی طبقه
. کلیدی است ةمسألها یک یک امتیاز مبتنی بر این ویژگی

کارهایی مناسب برای هدف از انجام این پژوهش، ارائه راه
 های مطرح شده است. حل چالش

سازی بهینهبه معرفی الگوریتم  3بخش در 
پردازیم که در این پژوهش مورد استفاده می ازدحام ذرات

. کنیممیقرار گرفته است و جزئیات مراحل آن را تشریح 

 

1 Query 

شده در گذشته شابه انجامبه کارهای م 4بخش در سپس، 
، شامل اطلاعات تکمیلی در 5بخش  .اشاره خواهد شد

کلی روش  های پرسش و پاسخ است. صورتمورد سامانه
تفصیل به 6در بخش های مختلف آن پیشنهادی و بخش

به معرفی داده  8و  7های بخششرح داده خواهد شد. در 
بوط پردازیم. جزئیات مرهای ارزیابی میآموزشی و شاخص

در  ،شده در این پژوهشبه چگونگی ارزیابی روش مطرح
به  10نهایت، بخش دربیان خواهند شد.  9بخش 

ممکن برای بهبود کارایی  آیندههای گیری و توسعهنتیجه
 .خواهد پرداختروش پیشنهادی 

 

3- APSO 
سازی ازدحام ذرات یک الگوریتم جستجوی الگوریتم بهینه

مبتنی بر جمعیت است که رفتار اجتماعی دسته پرندگان 
بار توسط کندی و نخستینکند و سازی میرا شبیه
. کشف [4] ارائه شده است 1995در سال  2ابرهارت

یر مسیر ناگهانی و الگوهایی که توانایی پرواز هماهنگ، تغی
ترین ترکیب را به پرندگان بندی مجدد با بهینهگروه
نهایت منجر به دهد، هدف اصلی پژوهشی بوده که درمی

شده است  PSOسازی کارا و ساده ایجاد الگوریتم بهینه
[7]. 

در فضای چند بعدی جستجو  ذرات، PSOدر 
کنند. تغییر در موقعیت ذرات در فضای جستجو حرکت می

مبتنی بر رفتار اجتماعی موجودات در تقلید از موفقیت 
سایر موجودات است. تغییرات یک ذره در ازدحام، تحت 

بنابراین  ؛یا دانش همسایگانش است تاثیر تجربیات خود و
ثیر سایر ذرات أت تحت از ازدحام رفتار جستجوی یک ذره

 در ازدحام است. 
سازی ازدحام ذرات بیشتر برای مسائل بهینه

یکی از  و سازی با پارامترهای پیوسته به کار رفتهبهینه
کاربردهای این الگوریتم برای آموزش شبکه  نخستین

اند که کارایی عصبی پیشرو بوده است. مطالعات نشان داده
های عصبی زش شبکهسازی ازدحام ذرات برای آموبهینه

زیادی برای بررسی  هایپژوهشبنابراین،  ؛بسیار بالاست
 الگوریتمعنوان یک سازی ازدحام ذرات بههای بهینهتوانایی

های عصبی انجام های مختلف شبکهآموزشی برای معماری
اند که نشان داده هاپژوهششده است. نتایج حاصل از این 

. [7]شود دقت می ، منجر به افزایشPSOاستفاده از 
بندی نیز کاربرد فراوان در مسائل خوشه PSOالگوریتم 

 .[8] دارد

 

2 Kennedy & Eberhart 
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 (PSOسازی ازدحام ذرات )بهینه -1-3

دهنده یک راه حل نمایش ،، هر ذرهPSOالگوریتم  در
های محاسباتی تکاملی، ازدحام، است. در مقایسه با نمونه

 .[7]معادل جمعیت و یک ذره، معادل یک موجود است 
𝒙𝒊(𝒕) کننده موقعیت ذره مشخصi  در فضای جستجو در

( موقعیت ذره با 1؛ با توجه به فرمول )است tگام زمانی 
، به موقعیت کنونی تغییر v𝑖(𝑡)سرعت کردن اضافه

 کند.می
 

(1)                        𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1) 
 

سازی، بهینهبر هدایت فرایند بردار سرعت، علاوه
دانش تجربی ذره و نیز اطلاعات تغییرات ذرات همسایه را 

 . کندمی بازتاب
 

 سازی ازدحام ذراتپارامترهای بهینه -1-1-3

یک مقدار شایستگی دارند که  ذراتتمام  PSOدر 

که باید بهینه شود ارزیابی  تابع شایستگی وسیلةبه

، دارای یک موقعیت در i ذرهبر این هر . علاوهشودمی

ام، با یک tاست که که در تکرار  مسألهبعدی -Dفضای 

 :  [7]شود ( نمایش داده می2بردار مانند رابطه )
 

(2)                                        ),...,,( 21 iD
t

i
t

i
tt

i xxxX  
 

( نشان داده 3ام با بردار )tدر تکرار  ذرهسرعت 

 شود: می
 

(3)                                   ),...,,( 21 iD
t

i
t

i
tt

i vvvV  
 

در هر تکرار یک حافظه از بهترین موقعیت  ذرهاین 

( نشان 4مانند رابطه ) Pقبلی خودش را دارد که با بردار 

 شود: داده می
 

(4 )                                ),...,,( 21 iD
t

i
t

i
tt

i pppP  
 

نظر داشتن دو  در هر تکرار جستجو، هر عضو با در

مربوط به  Pbest: شودروزرسانی میمقدار بهترین به

 وتاکنون آن را تجربه کرده  ذرهبهترین راه حلی است که 

Gbest  بهترین موقعیتی است که تاکنون در جمعیت

دو بهترین  به تعداد که. بعد از این[7] آمده استدست به

 وسیلةبهو ضمقدار پیدا شدند موقعیت و سرعت هر ع

 شوند:روزرسانی می( به6( و )5های )فرمول
 

(5  )𝑣𝑖(𝑡 + 1) = 𝑤𝑣𝑖(𝑡) + 𝑐1𝑟1.𝑖(𝑡)(𝑃𝑖(𝑡) − 𝑋𝑖(𝑡)) 

                                  +𝑐2𝑟2.𝑖(𝑡) (𝑃𝑔(𝑡) − 𝑋𝑖(𝑡)) 
 

(6)                        𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1) 
 

گر شماره تکرار و بیان t بالاهای در فرمول

  r2و  r1فاکتورهای یادگیری هستند.   c2و  c1متغیرهای 

 w[ هستند. 0،1دو عدد تصادفی یکنواخت در بازه ]

. یک شودمی[ مقداردهی اولیه 0،1ست که در بازه ]وزنی

w  بزرگ یک اکتشاف عمومی و وزن کوچک اکتشاف

 .کندمیمحلی را تسهیل 

سمت تشکیل سمت راست معادله سرعت از سه ق

، سرعت فعلی ذره است و نخستشده که قسمت 

های دوم و سوم تغییر سرعت ذره و چرخش آن به قسمت

سمت بهترین تجربه شخصی و بهترین تجربه گروه را به 

نظر  را در این معادله در نخستعهده دارند. اگر قسمت 

گاه سرعت ذرات تنها با توجه به موقعیت فعلی نگیریم، آن

شود. جربه ذره و بهترین تجربه جمع تعیین میو بهترین ت

به این ترتیب، بهترین ذره جمعیت، در جای خود ثابت 

کنند. در ماند و سایرین به سمت آن ذره حرکت میمی

واقع حرکت دسته جمعی ذرات بدون قسمت اول معادله 

 سرعت، فرایندی خواهد بود که طی آن فضای جستجو

یی محلی حول بهترین شود و جستجوکوچک میتدریج به

 نخستگیرد. در مقابل اگر فقط قسمت ذره شکل می

معادله سرعت را درنظر بگیریم، ذرات راه عادی خود را 

کنند تا به انتهای محدوده برسند و به نوعی طی می

 .[7]دهند جستجویی سراسری را انجام می

صورت استاندارد جمعیت به PSOدر الگوریتم 

شود و تا رسیدن به شرط اولیه میتصادفی مقداردهی 

صورت تکراری شایستگی جمعیت محاسبه،  خاتمه به

ترتیب ، سرعت و موقعیت نیز بهGbestو  Pbestمقادیر 

و مقدار  Gbestشوند. در آخر هم روزرسانی میبه

شوند. شرط خاتمه عنوان خروجی بیان میاش بهشایستگی

یا رسیدن به یک  هاتواند رسیدن به بیشینه تعداد نسلمی

 باشد.  Gbestمقدار خاص شایستگی در 
 

 مزایا و معایب -2-1-3

سازی ازدحام ذرات یکی از پرکاربردترین الگوریتم بهینه

های تکاملی است. از جمله مزایای این الگوریتم الگوریتم

 : [7]د کرتوان به موارد زیر اشاره می

 ؛سازی آن نسبت ساده استپیاده 

 تر بنابراین مقداردهی اولیه راحتو  جمعیت آن کم

 ؛است

 است رتنتیجه حجم حافظه کمتعداد پارامترها کم و در . 

 فتد. ااحتمال کمی دارد که در بهینه محلی به دام بی

 (ست.)وابسته به تعیین مناسب پارامترها
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همچنین یکی از معایب آن این است که سرعت 

و به بهترین یابد ذرات با افزایش تعداد تکرار کاهش می

 شوند.گرا میاند همای که تاکنون یافتهنتیجه

 

شده سازی ازدحام ذرات تسریعبهینه -2-3

(APSO) 
PSO  استاندارد از بهترین موقعیت شخصی و سراسری

کند. استفاده از روزرسانی سرعت ذره استفاده میبرای به

بهترین موقعیت شخصی در واقع برای افزایش تنوع ازدحام 

مین أکه با استفاده از مقادیر تصادفی هم این هدف تاست 

 PSOگرایی الگوریتم بنابراین، برای تسریع هم ؛شودمی

معرفی شده است  APSOشده از آن به نام هیک نسخه ساد

بهترین موقعیت سراسری مورد توجه قرار  تنهاکه در آن 

روزرسانی ( برای به7. در این نسخه از فرمول )[9]گیرد می

گرایی ( برای جلوگیری از هم8ت ذرات و از فرمول )سرع

 شود:زودرس استفاده می

(7 )                   𝑣𝑖
𝑡+1 = 𝑣𝑖

𝑡 + 𝛽(𝑔∗ − 𝑥𝑖
𝑡) + 𝛼𝜖𝑡 

 

 

(8  )                                                      𝛼 = 𝛼0𝛾𝑡 
 

بینید، بخش ( می7طور که در فرمول )همان

ام است. بخش دوم iدهنده موقعیت فعلی ذره نشان نخست

لفه اجتماعی ذره است که آن را به سمت بهترین ؤمعادل م

دهد و بخش سوم معادل یک موقعیت سراسری سوق می

 𝛽حرکت تصادفی در فضای جستجوست. در بخش دوم 

 است دهنده میزان جذابیت بهترین موقعیت سراسرینشان

تر نزدیک یکرد که هرچه به دا یکو  صفرو مقداری بین 

گرایی افزایش خواهد یافت. در بخش سوم سرعت هم ،باشد

 .[9]است  یکو  صفریک پارامتر تصادفی بین  αفرمول، 

تواند متغیر می αگرایی زودرس، برای جلوگیری از هم

تدریج با استفاده از فرمول سوم مقدار آن کاهش باشد و به

 .[10] است یک پارامتر کنترلی γیابد. که در آن 

ها در محاسبات هم با توجه به این فرمول

exploration  با استفاده از مقادیر تصادفی( و هم(

exploitation  بهترین موقعیت( وجود دارد. ترکیب(

به یافتن بهینه سراسری  طورمعمولبهمناسب این دو 

 انجامد.می

تعیین   𝛽و αدر ابتدا مقادیر اولیه پارامترهای 

صورت تصادفی ذره به Nسپس جمعیت اولیه با  ؛شوندمی

شده، تابع برازش برای هر ذره جمعیت محاسبه و تولید

صورت تکرارشونده به APSOشود. ها انتخاب میبهترین آن

اجرا شده و در هر تکرار موقعیت ذرات با استفاده از 

د تا شود. این رونروزرسانی میشده بههای معرفیفرمول

نهایت بهترین یابد و دررسیدن به شروط خاتمه ادامه می

 عنوان خروجی معرفی خواهد شد.ذره به
 

 شدهکارهای انجام -4
های های پرسش و پاسخ مربوط به سالسامانه نخستین

ها پاسخ پرسش به هستند که هر دوی آن 1972و  1961

کردند. مییافته پیدا زبان طبیعی را از پایگاه داده ساخت

بود.  LUNARو  BASEBALLترتیب ها بهنام این سامانه

های در مورد بازی را الاتیؤس BASEBALLسامانه 

Baseball جایی که داد. از آنیک سال گذشته پاسخ می

ها جستجوی خود را در یک پایگاه داده محدود این سامانه

صورت دستی برای اطلاعات دادند، الگوهایی بهانجام می

جوی ورودی وشد تا پاسخ پرسداده تعیین می پایگاه

گرچه  .[11] دست آیدبا استفاده از این الگوها بهسادگی به

های گام در عرصه سامانه نخستینعنوان ها بهاین سامانه

دند، اما استفاده از کرپرسش و پاسخ نقش مهمی ایفا 

 ها بود.یافته نقطه ضعف اصلی آنپایگاه داده ساخته

در وب موجود است و این اطلاعات اسیر زیادی تف

های آماری از روش بنابراین، ؛های مختلف هستندبه زبان

های ورودی استفاده شده نیز برای استخراج پاسخ پرسش

 و همکارانش Echihabi که ایسامانه برای مثال است.

هدف یافتن  ،محدودمعرفی کردند. در این سامانه دامنه

ای از اسناد فنی بود و قواعد ها از میان مجموعهپاسخ

 ؛نحوی متنوعی که خروجی منطقی یکسانی داشتند

های مختلف کلمات که نتیجه یکسانی جاییجابهعلاوه به

این سامانه  .[12] شدکنند، در نظر گرفته میتولید می

هایی بود که به شکل جدی قواعد سامانه نخستینیکی از 

پردازش زبان طبیعی )قواعد نحوی متن( را نیز برای 

 گرفت.استخراج پاسخ در نظر می

های پرسش و پاسخ در کتب و موضوع سامانه

-11]است  بررسی شدهمختلف  مروریپژوهشی و مقالات 

ها هایی در راستای مهندسی ویژگی. همچنین تلاش[21

صورت گرفته است که روش یادگیری  [21-19] در

خودکاری برای الگوهای پیچیده مانند ارتباطات معنایی 

ها روش اند. آندهکرها و متون معرفی موجود در پرسش

های حاصل از قواعد نحوی وسیله درختیادگیری را به
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برای  1یک روش جدید نظارتی [21]آورند. در میدست به

هایی از سش و بخشکشف ساختار ارتباطی بین یک پر

د که هدف کرمعرفی  ،متن که پاسخ محتمل پرسش بودند

ها بندی بود. ساختار پیشنهادی آنآن یادگیری مدل رتبه

هایی در قالب درخت بود که و هسته 2SVMشامل 

های پرسش و پاسخ را در یک فضای بزرگ توانست زوجمی

 ها نمایش دهد. از ویژگی

بندی متن وجود همقالات مختلفی در مورد رتب

های زبانی و همکارانش هسته Muschitti. [24-22] دارند

های د که از مدلکرها پیشنهاد بندی پاسخبرای رتبه

ها از چهار ویژگی کرد. آنتشخیص نظارتی استفاده می

و همکارانش از  Heie. کردندمیبرای این منظور استفاده 

ها برای کلمات کلیدی و ویژگی انواع مختلف پرسش

ها و از یک مدل ریاضی برای استخراج پاسخ بندیرتبه

های معنایی . استفاده از ویژگیکردندمیها استفاده آن

ها از دو و همکارانشان پیشنهاد شد. آن Moredaتوسط 

استفاده ها با دامنه باز ویژگی معنایی برای پاسخ به پرسش

به قواعد نحوی  فقطها جایی که این پژوهشاز آن. کردند

های معنایی متن را نیز مد نظر قرار بسنده نکردند و ویژگی

دادند، موفق شدند به نتایج مناسبی در آن زمان دست 

بودن این سامانه یک نقطه عطف علاوه، دامنه بازبه ؛یابند

سوب های پرسش و پاسخ محدیگر در عرصه سامانه

 شود.می

های پرسش برای از ویژگی برخی مقالات در

تعریف( استفاده  و تشخیص نوع پاسخ )عدد، شخص

های پاسخ مثل . در این روش تعدادی از المانکردند

ای نمونه همچنین، شد.موضوع آن توسط کاربر وارد می

هر کلمه کلیدی در پرس و جو را  هاپژوهش ر از ایندیگ

محور برای داد و از یک روش قاعدهیبه یک عنوان نسبت م

ها توجه به . در این پژوهشکردتشخیص پاسخ استفاده می

سزایی در سرعت هثیر بأساختار و کلمات کلیدی پرسش ت

های پیشنهادی داشت و تحولی مهم در این و دقت سامانه

 .[25 ,18] آمده عرصه به وجود

مقالاتی در مورد تفکیک در ادامه این روند، 

 ارائه های یادگیری ماشینبا استفاده از روش هاپرسش

های نظارتی و . این مقالات از روش[29-26]اند شده

های محتمل برای بندی پاسخبرای رتبهنظارتی نیمه

و عملکرد بهتری نسبت به  انددهکرپرسش ورودی استفاده 

 .های قبلی دست یافتندسامانه
 

1 Supervised 
2 Support Vector Machine 

ن پاسخ به مقالات هدفشا تربیشتا به اینجا، 

است. پاسخ به ی در مورد حقایق بوده یهاپرسش

مورد بررسی قرار  [29 ,18 ,15]های تعریفی در پرسش

برای تولید  3نویسی ژنتیکاز برنامه [18]در گرفته است. 

جهت پاسخ به  های متن()مبتنی بر ویژگی یک فرمول

در . شدی در مورد حقایق و تعریفی استفاده یهاپرسش

های های زبانی برای پاسخ به پرسشاز ویژگی [29 ,15]

یک سامانه پرسش و پاسخ به نام و تعریفی استفاده 

MedQA  محدود به صورت دامنهکه به شدمعرفی

 داد. پزشکی پاسخ می ةهای تعریفی در حوزپرسش

ها بر تمرکز بسیاری از پژوهش اواخرهمیندر

های پرسش و پاسخ است. در برخی سازی سامانهبهینه

ها از عملکرد این سامانه کردنها برای بهینهپژوهش

خصوص الگوریتم ژنتیک استفاده های تکاملی بهالگوریتم

ثیر أاند تها توانسته. این روش[14 ,13]شده است 

   ها داشته باشنددر افزایش دقت این سامانه گیریچشم

[6, 11, 18, 29-31] . 

های هایی که از الگوریتمترین پژوهشیکی از مهم

 2019ده است، مقاله سال کرتکاملی در این راستا استفاده 

نژاد است. در این شده توسط توحیدی و هاشمیارائه

پژوهش یک سامانه پرسش و پاسخ ارائه شد که از 

. کردمیاستفاده  NSGA-IIوریتم تکاملی چندهدفه الگ

، این پژوهش از چند ویژگی مختلف برای بررسی واقعدر

شده به وسیله موتور جستجو، از ابعاد متفاوت نتایج بازیابی

د و توانست به دقت کر)لغوی، نحوی و معنایی( استفاده 

های دیگر در پاسخ به قابل توجهی در مقایسه با پژوهش

 .[16]ای ورودی دست یابد هپرسش

 

 های پرسش و پاسخسامانه -5
های بازیابی ای از سامانهها در حالت کلی، گونهسامانهاین 

ای داشتن مجموعهاختیارروند که با درشمار میاطلاعات به

شده که های مطرحکوشند تا برای پرسشاز اسناد، می

های مناسب اغلب در قالب زبان طبیعی است، پاسخ

ها نسبت به بنابراین، این قبیل سامانه ؛ندکناستخراج 

تر پیچیده هایروشهای معمول بازیابی اطلاعات، با سامانه

پردازش زبان طبیعی سر و کار دارند و در محافل علمی 

عنوان نسل آینده موتورهای جستجوی اطلاعات مطرح به

 . [3]تند هس

های پرسش و پاسخ، با انواع مختلفی از سامانه

اطلاعات در  برای مثالهای کاربران سر و کار دارند، پرسش
 

3 Genetic Programming 
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تعاریف مفاهیم، چگونگی و چرایی  مورد حقایق موجود،

های منطقی و نیز ها، پرسشمسائل مختلف، تئوری

ی اسناد مورد جستجو نیز های بین زبانی. مجموعهپرسش

های مختلفی از جمله مجموعه اسناد تواند در مقیاسمی

 یک سازمان تا اطلاعات موجود در محیط وب، متغیر باشد

[32]. 

شده توسط های پرسیدهدر زبان انگلیسی پرسش

توانند به کاربر براساس نوع پاسخ و شیوه استخراج آن می

های در های مختلفی تقسیم شوند. مانند: پرسشهگرو

ق، تعریفی، در مورد ارتباطات، استدلالی و مورد حقای

 ایم:آوردهدر ادامه مهم را  گروه سه .[2] لیست

 ش در مورد حقایق پرس(Factoid)هایی هستند : پرسش

شان یک واقعیت کوتاه است و اغلب تعداد که پاسخ

 مانند: .عنوان پاسخ دارندکلمات محدودی به
”is the headmaster of Hogwarts? who“ 

  پرسش تعریفی(Definitional)هایی هستند که : پرسش

گونه های اینخواهند. جوابیک تعریف را از سیستم می

 هایتر از پاسخ پرسشطولانی طورمعمولبهها پرسش

factoid ست. مانند:ا 
” What is DNA?“ 

  ها از پاسخ فهرستیها : این پرسشفهرستپرسش
 factoid دارند. هـر عضو لیست شبیه یک پاسخ پرسش

تواند ترکیبی از میها، است. پاسخ این پرسش

 سند باشد. مثل: ف یکهای مختلبخش
“In which countries French is an official 

language?” 

های در مورد سامانه هاپژوهشتاکنون اغلب 
 اند. تمرکز داشته factoidهای پرسش و پاسخ بر پرسش

ها و دیگر پرسش هایصورتها به بعضی پژوهش
بندی گروه برای مثالاند. دهکربندی ها را طبقهپاسخ

ای از نمونه. [15]ها ها با توجه به ماهیت پاسخ آنپرسش
 : [2]بندی شامل موارد زیر است این طبقه
 

 Human 
 Location 
 Description 
 Numeric 
 Abbeviation 
 Entity 

 

ها نیاز به تسلط بر قواعد زبان و در این روش
های محتمل های ساخت پرسش و پاسخآشنایی با روش

پاسخ پرسشی با فرمول زیر  برای مثالهاست. برای آن
 : [2]گیرد قرار می Humanهمواره در گروه 

Who {is| was| are| were} 
 

 پیشنهادی سامانه پرسش و پاسخ -6
واقع معادل بازیابی های ورودی درپاسخ به پرسش مسأله

طور که اطلاعات با توجه به پرسش ورودی است. همان
ها را نامزداشاره شد برای بازیابی اطلاعات نیاز است تا 

هایی از جملات سند ها بخشنامزد. این کنیمدهی اولویت
 موتور جستجوی استاندارد هستند.  وسیلةبهشده بازیابی

ترین هدف این است تا با توجه به پرسش، مناسب
 عنوان پاسخ پرسش انتخاب شود.بخش از این سند به

دهی شامل محاسبه امتیاز مبتنی بر اولویت مسأله
با توجه به  . در این پژوهش،هاستای از ویژگیمجموعه
شده سادهنسخه که  APSO الگوریتم از ،بودن وبگسترده

PSO استفاده  برای این منظور ،های متنو ویژگی ستا
 .کنیممی

سامانه پرسش و پاسخ پیشنهادی  شمای (1)شکل 
 .دهدرا نشان می

 

 
 سامانه پرسش و پاسخ پیشنهادی شمای (:1-لشک) 

(Figure-1): The structure of the proposed question 

answering system 

 (1) های مختلف شکلدر ادامه به توضیح بخش

 .پردازیممی

 تحلیل پرسش -1-6
ها وجود طور که اشاره شد انواع مختلفی از پرسشهمان

دارند. هدف این فاز تعیین نوع پرسش و تشخیص امکان 

زیرا این  ؛مدل ارائه شده است وسیلةبهدهی به آن پاسخ

 ؛ها را ندارددهی به همه انواع پرسشمدل توان پاسخ
بنابراین، ورودی این فاز پرسش ورودی است و بررسی 

 وسیلةبهدهی شده قابل پاسخپرسش واردکه  کندمی

در این سامانه پاسخ به سامانه پیشنهادی هست یا خیر. 

را  قهای در مورد حقایهای تعریفی و پرسشپرسش

های ممکن را تشکیل پرسش تربیشکنیم که بررسی می

 ها هستند. ترین انواع پرسشدهند و رایجمی

 پرسش

 پردازشپیش

 (APSO)بندی رتبه

 پاسخ

 

 استخراج ویژگی

یبازیاب  

 تحلیل پرسش

 خطا

هاواژه-ایست  

0 
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 پردازشپیش -2-6
شود و عنوان ورودی دریافت میدر این فاز پرسش به

از متن مورد  1هاواژهتر و یا ایستکلمات کم اهمیت

ها هواژگردند. ایستپردازش )پرسش ورودی(، حذف می

متن  دراهمیت هستند که لغاتی پرکاربرد و اغلب کم

 ."or" ،"if"د. مثل نشومی ظاهروفور به

واژه کلمات ربط و تعریف، ایست نخستدر نگاه 

که برخی افعال کمکی، قیدها و حالیآیند؛ درمینظر به

اند. این کلمات واژه شناخته شدهعنوان ایستصفات نیز به

 معنایی لحاظ شوند، اما ازکه بسیار استفاده میاین برخلاف
در  طورعمومیبههمین دلیل و به  بوده کمی اهمیت دارای

رو هستند، بهها روهایی که با حجم انبوهی از دادهفعالیت

شوند. برای حذف این پردازش حذف میدر فاز پیش

از این کلمات از پیش تهیه  فهرستی طورعمومیبهکلمات 

شود و سپس در صورت رخداد این کلمات در متن، از می

 شوند. سند حذف می
 

 بازیابی -3-6
گرچه موتور جستجو مجموعه اسناد را براساس میزان 

اما اسناد  ،کندبندی میورودی رتبهبودن با پرسش مرتبط

حاوی پاسخ   بندی لزوماًبا اولویت بالاتر در این رتبه

ها متناسب با اهداف سامانه پرسش . زیرا این رتبه؛نیستند

ترین علاوه حتی اگر مرتبطبه ؛اندو پاسخ به دست نیامده

سند انتخاب شود، یک متن طولانی که مکان پاسخ در آن 

بنابراین، این  ؛آلی نخواهد بودایده یجهمشخص نیست، نت

های محتمل از ای از پاسخمرحله شامل استخراج مجموعه

 متون بازیابی شده است.

رسش و پاسخ از وب، به جای پردازش تمام برای پ

های Snippetتوان از شده، میمتن همه اسناد بازیابی

های متن( تولید شده توسط موتورهای جستجوی )تکه

استاندارد استفاده کرد و پردازش را روی این متون که 

خلاصه هستند، انجام داد. درنتیجه سرعت سامانه بیشتر 

 خواهد شد. 

در این مرحله پرسش ورودی به موتور جستجوی 

شود و منابع برتر بازیابی شده ه میاستاندارد )گوگل( داد

عنوان خروجی این بخش تولید موتور جستجو به وسیلةبه

 خواهند شد.
 

 هااستخراج ویژگی -4-6
کارایی یک سامانه پرسش و پاسخ  مبتنی بر وب وابسته به 

 وسیلةبهشده بندی و تعداد اسناد مرتبط بازیابیشیوه رتبه
 

1 Stopwords 

ست. اگر سامانه پرسش و پاسخ توانایی ا موتور جستجو

دیگر  ،اشد و یا پاسخ اشتباه تولید کندگویی نداشته بپاسخ

هایی برای بنابراین، ویژگی داشت؛کارایی مناسب نخواهد 

ها با پرسش تعریف بودن آنمتون و تشخیص مرتبط

هایی از متن که حاوی شود تا سامانه را به سمت بخشمی

 پاسخ محتمل برای پرسش هستند، سوق دهد. 

برای متن در  حال ها تا بهانواع مختلفی از ویژگی

 مسألهاند. های پرسش و پاسخ مختلف تعریف شدهسامانه

سامانه و  ةهای درست با توجه به دامنمهم، انتخاب ویژگی

 های محتمل برای آن است.نوع پرسش

های مورد استفاده در این مقاله ویژگی (2)در شکل 

کلمه و منظور از ، تکUnigramاند. منظور از معرفی شده

Bigram ،اند. ست که در متن ظاهر شدها دو کلمه متوالی

منظور از برش، بخشی از یک جمله انتخاب شده است که 

 تواند شامل یک یا بیشتر لغت باشد.می
 

 
 هاویژگی(: 2-لشک)

(Figur-2): Features  

5-6- APSO 

شده از الگوریتم شده و تسریعاین الگوریتم نسخه ساده

 یبرا هیاول ریابتدا مقاداست، که در آن  PSOپرکاربرد 

 یصورت تصادفبه هیاول تی. جمعشودیم میپارامترها تنظ

تا  ندیو فرآ شودیم یط APSO سپس مراحل و دیتول

 .ابدییمطلوب ادامه م جهیبه نت دنیرس

 یمناسب برا شینما کیبه  نخستقدم  در

 ذره کی نجای. در امیدار ازین مسأله)ذرات(  یهاحلراه
در فضای است که  اسخ برای پرسش ورودیپ کی معادل

پس در  کتد.ها حرکت میبعدی پاسخجستجوی سه
سهبردار  کیذره است، هر ذره  Nکه شامل  هیاول تیجمع
از مجموعه  یصورت تصادفلفه آن بهؤاست که هر م یبعد

دهنده شماره جمله نشان نخستلفه ؤم شده است.انتخاب
دهنده نقاط برش ترتیب نشانو سوم بههای دوم لفهؤو م

 ابتدا و انتهای پاسخ مربوطه در جمله انتخاب شده هستند.
در  پاسخ است. تیفیک یابیهدف تابع برازش، ارز

دار شامل مجموع وزن(، 9معادل رابطه ) برازشتابع  نجایا

حرف در این رابطه  شده از متن است.استخراج یهایژگیو
f  ه مخفف کلمfeature است و عدد  یژگیو یبه معنا

اویژگی ه

های مشابه با کلمات پرسشUnigramتعداد ( 1•

های مشابه با کلمات پرسشBigramتعداد ( 2•

های مشابه با پرسش در برشUnigramتعداد ( 3•

های مشابه با پرسش در برشBigramتعداد ( 4•

تعداد کلمات مترادف با کلمات پرسش( 5•

رشتعداد کلمات مترادف با کلمات پرسش در ب( 6•
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 نشان (2) مربوطه را در شکل یژگیو مقابل آن شماره
 برازشکردن تابع نهیشیهدف ما ب مسأله نی. در ادهدمی

 از متن یتا بخش کنندیبه ما کمک ملفه ذره ؤماست. سه 
 .میکن دایپ ،استذره  که مربوط به آن را

 

(9 )𝑤1𝑓(1) + 𝑤2𝑓(2) + 𝑤3𝑓(3) + 𝑤4𝑓(4) + 𝑤5𝑓(5) +

𝑤6𝑓(6) 
 

 دادهمجموعه -7
داده دانشگاه برای ارزیابی روش پیشنهادی از مجموعه

Pittsburg  استفاده شده است، زیرا متناسب با کاربرد این
ها ها را در میان متونی شامل پاراگرافپژوهش پاسخ
علاوه، متون آن تنوع مناسبی دارند . بهاست مشخص کرده

این  .اندشدهبندی و در شش گروه اصلی تقسیم
های استاندارد در این دادهداده یکی از مجموعهمجموعه

مشاهده  (3)در شکل  آنشمای کلی  حوزه است که
 : [17]شود می

 

 Pittsburgh دانشگاه شمای کلی مجموعه داده(: 3-شکل)

(Figure-3): The big picture of Pittsburgh university’s dataset 
 

 شاخص ارزیابی -8
مشابه برای ارزیابی سامانه پرسش و پاسخ  هایپژوهشدر 

شود که در ادامه معرفی هایی استفاده میاز شاخص
 .اندشده
 MRR1 : معیار در بخش اینQA  درTREC8  استفاده

. این معیار از مجموعه آزمایشی شده است
های صحیح، توسط انسان با پاسخخوردهبرچسب

کند. فرض این معیار، این است که خروجی استفاده می
. بدین استشده بندیهای کوتاه رتبهجواب سامانه

 

1 Mean Reciprocal Rank 

پاسخ  نخستینمعنی که هر پرسش با معکوس رتبه 
 . [11]شود صحیح امتیازدهی می

 

𝑀𝑅𝑅 =  
1

𝑄𝑛
× ∑

1

𝑟𝑎𝑛𝑘_𝑎𝑛𝑠𝑤𝑒𝑟𝑞

 
∀𝑞∈𝑄𝑢

(10)                  
  

مجموعه  𝑸𝒖 ها وتعداد پرسش 𝑸𝒏 در این فرمول
 هاست.پرسش

 Top-n accuracyگیری : این معیار رایج برای اندازه
را برابر یک در  nکه صورتیرود. دردقت روش به کار می

شده نظر بگیریم به این معنی است که تنها پاسخ تولید

توسط روش پیشنهادی باید پاسخ دقیق و درست باشد. 
تر از یک در نظر بگیریم امکان را بزرگ nاما اگر مقدار 

دهیم. فرمول های نادرست را هم به سامانه میحدس
 : [18] محاسبه این شاخص صورت زیر است

 

𝑇𝑜𝑝1 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠
(11   )  

 

 آزمون روش پیشنهادی -9

در این بخش به بررسی نتایج آزمون روش پیشنهادی 
های مرتبط سپس این روش با روش ؛خواهیم پرداخت

شده، روش منظور ارزیابی روش مطرحشوند. بهمقایسه می

که  Pittsburghدانشگاه  ةدادپیشنهادی بر روی مجموعه
 تر توضیح داده شد، مورد آزمایش قرار گرفته است. پیش

طور که در بخش شاخص کارایی این روش همان
  Accuracyارزیابی نیز به آن اشاره شد بر طبق معیارهای 

جایی که مورد ارزیابی قرار خواهد گرفت. از آن MRRو 
های پرسش و پاسخ هم حائز اهمیت است، سرعت سامانه

 زمان اجرای الگوریتم نیز مورد بررسی قرار گرفته است. 
 روش آزمون

های ها از زبانسازیدر این پژوهش برای تمامی پیاده
 علاوه،به ؛استفاده شده است Matlabو  Javaنویسی برنامه

بر روی سیستمی با مشخصات زیر تحت  هاسازیاین پیاده
 اند:سیستم عامل ویندوز صورت گرفته

Intel(R) Core(TM) i7-3520M CPU @ 2.90GHz, 2901 
Mhz, 2 Cores, 4 Logical Processors, 8 GB RAM 

با  یشنهادیروش پ سهیمقا ارزیابی و قبل از

 APSO یترهاپارام ریلازم است تا مقاد ،مشابه یهاروش

معادل  بیترتبه Tو  𝜶𝟎 ،γ ،N یشوند. پارامترها میتنظ

و  تی، اندازه جمعیپارامتر کنترل ه،یاول یپارامتر تصادف

 نخستکه در آن دو پارامتر  ،تعداد تکرارها هستند بیشینه

 ریمقاد دارند. یثابت ریمقاد دو پارامتر دومو  ریمتغ یرمقدا

سازی روش در پیاده پارامترها نیا یشده برامحاسبه یینها

 .قابل مشاهده است (1)در جدول  پیشنهادی

Animal

• Dragonfly

• Giant_Panda

• Butterfly

• Octopus

• Cougar

• Koala

• Lobster

• Ant

• Eel

• Zebra

Music 

Instrument

• Piano

• Violin

• Drum

• Flute

• Guitar

• Cello

• Lyre

• Cymbal

• Trumpet

• Xylophone

City

• San_Francis
co

• Saint_Petersb
urg

• Kuala_Lump
ur

• Melbourne

• Antwerp

• Jakarta

• Taipei

• Montreal

• Nairobi

• Berlin

Scientist

• Watt

• Volta

• Tesla

• Pascal

• Celsius

• Faraday

• Newton

• Avogadro

• Becquerel

• Coulomb

Language

• Portuguese

• Vietnames
e

• Chinese

• Swedish

• Malay

• Arabic

• Swahili

• Finnish

• Korean

• Turkish

Fame

• Picasso
• Michela

ngelo

• da_Vin
ci

• Rockw
ell

• Renoir

• Mondri
an

• van_G
ogh

• El_Gre
co

• Pollock

• Klimt
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 APSOمقدار پارامترهای (: 1-جدول)
(Table-1): Parameter values of APSO 

1/0 𝛼0 

91/0 γ 

30 N 

20 T 

 

 که نتایج حاصل از اجرایبا توجه به این

داده در هر بار بر روی یک مجموعه های تکاملیالگوریتم

ها، الگوریتم در پژوهشتواند متفاوت باشد، اجرا می

شود تا اطمینان حاصل صورت مکرر اجرا میانتخابی به

 طورمعمولبهاند. آمده تصادفی نبودهدستشود که نتایج به

 ؛[33]بار تکرار برای گزارش نتیجه مناسب است  سی

 سی ،پرسشازای هر به APSOاجرای بنابراین، در اینجا 

بار تکرار شده و نتیجه نهایی میانگین این نتایج در نظر 

  گرفته شده است.

ها در فرمول تابع هدف، ویژگی ضرایببرای یافتن 

اند که نتایج آن در جدول مقادیر مختلفی آزمایش شده

 شود.مشاهده می (2)

 

 اهضرایب مختلف برای ویژگی(: 2-جدول)
(Table-2): Weights of each feature for the fitness function. 

W = {𝒘𝟏 ̦̦. 𝒘𝟐. … . 𝒘𝟔} MRR Top1 Accuracy 

{1, 1, 1, 1, 1, 1} 52/0 291/0 

{2, 1, 1, 1, 1, 1} 586/0 252/0 

{1, 2, 1, 1, 1, 1} 597/0 465/0 

{1, 1, 2, 1, 1, 1} 534/0 286/0 

{1, 1, 1, 2, 1, 1} 643/0 435/0 

{1, 1, 1, 1, 2, 1} 577/0 382/0 

{1, 1, 1, 1, 1, 2} 569/0 389/0 

{1, 2, 1, 2, 1, 1} 711/0 527/0 

{1, 5/1 , 1, 5/1 , 1, 1} 67/0 503/0 

{1, 75/1 , 1, 75/1 , 1, 1} 684/0 515/0 

{1, 25/2 , 1, 25/2 , 1, 1} 684/0 519/0 

 

 :آیددست میبه (12تابع هدف از رابطه )، در نتیجه
[𝑓(1) + 𝑓(3)] + 2 ∗ [𝑓(2) + 𝑓(4)] + [𝑓(5) +  𝑓(6)]   (21 )  

 عنوان مثال برای این پرسش:به
“Who shares credit with Isaac Newton for 

developing calculus?” 

 و متن زیر:
“… Newton also formulated an empirical law of 

cooling and studied the speed of sound. 

In mathematics, Newton shares the credit with 

Gottfried Leibniz for the development of the 

differential and integral calculus. He also 

demonstrated the generalised binomial theorem, 

developed the so-called "Newton's method" for 

approximating the zeroes of a function, and 

contributed to the study of power series. ...” 
)موقعیت ذره در فضای  زیر پاسخ APSOالگوریتم 

انتخاب  بالاعنوان پاسخ این پرسش از متن را به بعدی(سه

 کند:می

(3،2،18) 

پرتکرارترین پاسخ  بالااست، پاسخ  گفتنی

 مثال است. برای ایندر میان تکرارهای مختلف شده تولید

دهنده نشان ،پاسخکنیم که این حال بررسی می

چه  پاسخکدام قسمت از متن است و توابع هدف برای این 

مربوط به  یهابه این منظور مقادیر ویژگی .مقداری دارند

)سمت  عدد نخستین د.کراین مثال را محاسبه خواهیم 

دوم و سوم  عدددهنده شماره جمله و دو چپ( نشان

 ؛شده از این جمله هستندده برش انتخابدهننشان

بنابراین، جمله سوم از متن و کلمه دوم تا هجدهم آن 

 اند:انتخاب شده
“mathematics, Newton shares the credit with 

Gottfried Leibniz for the development of the 

differential and integral calculus.” 
تعداد کلمات مشابه  نخستدر تابع هدف، ویژگی 

پرسش و جمله و ویژگی دوم همین مفهوم را بین برش 

کند. ویژگی انتخاب شده از جمله و پرسش محاسبه می

ای متوالی مشابه دهنده تعداد عبارات دو کلمهسوم نشان

بین پرسش و جمله است و ویژگی چهارم همین مفهوم را 

کند. شده از جمله و پرسش محاسبه میبین برش انتخاب

ریشه بین دهنده تعداد کلمات همویژگی پنجم نشان

پرسش و جمله است و ویژگی ششم همین مقدار را بین 

کند. شده از جمله و پرسش محاسبه میبرش انتخاب

 developmentو  developingریشه در اینجا های همکلمه

 شود:بنابراین تابع هدف به صورت زیر محاسبه می ؛هستند

 10 ( =1+1) ( +0+0* )2 ( +4+4 )  
داده، برش شامل لغات سوم تا هجدهم، در مجموعه

در این مثال بهترین پاسخ  APSOاست و  یکدارای رتبه 

در کاربردهای مختلف با تعداد  APSO د.کررا انتخاب 

شود. برای گرا میهای متفاوتی به نتیجه نهایی همتکرار

های مناسب، این الگوریتم را با تعداد تکراریافتن تعداد 

 MRRدیم. دقت و کرهای مختلف اجرا تکرار

هر دو شاخص ارزیابی بعد از حدود با  شدهگیریاندازه

بنابراین،  ؛شودگرا میبه نتیجه نهایی هم تکرار بیست

در نظر گرفته  بیست برابر APSOهای تکرارتعداد پارامتر 

 شده است.

برخی یشنهادی با نتایج حال به مقایسه روش پ

. از آنجایی که هر پردازیممی شدههای مرتبط انجامپژوهش
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یک از کارهای پیشین از معیارهای ارزیابی مختلفی برای 

، در ادامه روش [32]اند دهکرارائه نتایج خود استفاده 

هایی که از دو معیار ارزیابی پیشنهادی را با پژوهش

اند )از جمله دهکراستاندارد معرفی شده استفاده 

د. این کر( مقایسه خواهیم [18]و  [16] ،[11] هایپژوهش

اند به توانسته های پیشنهادی خوددر سامانهها پژوهش

. ها دست یابندنتایج مناسبی در مقایسه با سایر پژوهش

دیگری از  ،MRRاز شاخص ارزیابی  نخستپژوهش 

ر دو و پژوهش سوم از ه Top1-Accuracyشاخص ارزیابی 

 کیفیت کار خود استفاده کرده است.تعیین برای شاخص 

شده در حوزه های انجامدقت پژوهش (3)در جدول 

پیشنهادی  روشهای پرسش و پاسخ با دقت سامانه

  مقایسه شده است.

 
 مقایسه دقت روش پیشنهادی (:3-جدول)

 های مرتبطبا پژوهش 
(Table-3): Comparing accuracy of the proposed method  

with others 

Top1 Accuracy سامانه 

460/0 GP-based feature learning QAS [18] 

289/0 sv2007c [18] 

290/0 FMIX [18] 

494/0 LCCFerret [18] 

527/0 MOQAS [16] 

 مدل پیشنهادی 527/0

 

مشخص طور که از نتایج موجود در جدول همان

های مناسب و با گرفتن ویژگینظراست این روش با در

دقت سامانه  ،است توانسته APSOکارگیری به

( را Top1 Accuracyبا استفاده از شاخص شده محاسبه)

های پرسش و های مشابه و سامانهدر مقایسه با پژوهش

ها دست یا به دقتی برابر با آن و پاسخ موجود افزایش دهد

در اینجا شاید این پرسش پیش بیاید که دلیل  .پیدا کند

چیست. برای پاسخ به این  (3)بودن اعداد جدول کوچک

 پرسش، توجه به یک نکته ضروری است که در اینجا معیار

Top1 Accuracy یعنی در صورتی عملکرد مورد  ؛است

، پاسخ سامانه وسیلةبهشده یید است که تنها پاسخ تولیدأت

های از پاسخ فهرستن ارائه یک صحیح باشد و امکا

 وجود ندارد. سامانهمحتمل در خروجی 

به مقایسه روش پیشنهادی  (4)در جدول در ادامه، 

 ایم.پرداخته MRRوسیله شاخص های مرتبط بهبا پژوهش
 

 روش پیشنهادی با  MRR مقایسه(: 4-جدول)

 های مرتبطپژوهش
(Table-4): Comparing MRR values of the proposed method 

with others 

MRR سامانه 

387/0 GA for Data-Driven web QAS (PreGA) [11] 

569/0 GA for Data-Driven web QAS 

(GAQA+GASCA) [11] 

641/0 FMIX (Perceptron) [18] 

638/0 FMIX (SVM-rank) [18] 

711/0 MOQAS [16] 

 پیشنهادیمدل  711/0

 

، روش پیشنهادی بالاتوجه به نتایج جدول  با

های پژوهش تربیش را نسبت به MRRتوانسته معیار 

 افزایش دهد. قبولیمشابه تا حد قابل 

شود، مشاهده می (4)طور که در شکل همان

ترتیب به Top1 Accuracyو  MRRواریانس معیارهای 

 هستند. 006/0و  004/0برابر 

 

 شده در هر تکرارواریانس معیارهای ارزیابی معرفی(: 4-شکل)

(Figure-4): The variance of the evaluation metrics  

in each iteration 
 

دهد که بودن مقدار واریانس نشان میکوچک

های پرسش شده در حوزه سامانهمعیارهای ارزیابی استفاده

 اند.و پاسخ عملکرد مناسبی داشته

رسد الگوریتم پیشنهادی توانسته تا اینجا به نظر می

های سامانه بهبود عملکردو  دقتراهکاری برای افزایش 

 تریبهینهبرابر ویا پرسش و پاسخ موجود ارائه دهد و نتایج 

جایی که زمان د. حال از آنکنتولید  هانسبت به آن

مهمی است، به بررسی  مسألهگویی به پرسش، پاسخ

در  هاشده نسبت به سایر پژوهشنه پیشنهادسرعت ساما

 پردازیم.می (5)جدول 

0.4

0.5

0.6

0.7

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

MRR Top1 Accuracy
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مقایسه سرعت روش پیشنهادی(: 5-جدول)  

های مرتبطبا پژوهش   
(Table-5): Comparing the speed of the proposed method 

with others 

میانگین زمان 

 )میلی ثانیه(
 سامانه

006/36671 GA for Data-Driven web QAS (PreGA) 
[11] 

634/18574 GA for Data-Driven web QAS 
(GAQA+GASCA) [11] 

769/56120 MOQAS [16] 

 مدل پیشنهادی 200/1193

 

های تکاملی در مجموع سرعت الگوریتمدراگرچه 

 ، اماشودها محدودیت محسوب میمقایسه با سایر روش

، از آنجایی که شودمشاهده می (5)ل که در جدوطورهمان

زمان  استفاده شده است، APSOدر این پژوهش از 

از  تاکنون هایی کهسامانههمه گویی نسبت به پاسخ

و  بهبود یافته است اند،کردهالگوریتم تکاملی استفاده 

( [15]نسبت به کار پژوهشی قبلی نویسندگان این مقاله )

 توانسته بیش از پنج برابر سرعت را افزایش دهد.

 

 بندیجمع -10
های برای بهبود کارایی سامانه APSOدر این مقاله از 

دیم. دلیل استفاده از کرپرسش و پاسخ استفاده 

ها برای مسائل با بودن آنهای تکاملی مناسبالگوریتم

ها برای یافتن پاسخ فضای جستجوی بزرگ و ذات آن

 ،APSO. همچنین، دلیل استفاده از است مسألهبهینه 

های سازی ساده آن است که در ارزیابیو پیاده سرعت بالا

تواند تا پنج شده، نشان داده شد که سرعت آن میانجام

 های پرسش و پاسخ کنونی باشد.تر از سامانهبرابر سریع

های در بخش ارزیابی دیدیم که نسبت به پژوهش

، توانسته کیفیت و دقت با حفظموجود، روش پیشنهادی 

های را نسبت به سایر روش سرعتاست معیار حیاتی 

 با پیشنهاد کار بر روی علاوه،به ؛مشابه بهبود بخشد

Snippetموتور جستجوی  وسیلةبهشده های بازیابی

 ،تری نسبت به کل سند دارنداستاندارد که طول کم

 خواهد یافت. بیشتری بهبود سرعت

تواند پاسخ به سایر در این زمینه می آیندهکارهای 

ها باشد. در این راستا برای هر یک از انواع انواع پرسش

های جدیدی معرفی و محاسبه شوند ها باید ویژگیپرسش

ها اعمال روی آن پژوهششده در این و سپس مراحل انجام

طوری که بتواند حل بهساختن این راهعلاوه، پویابه ؛شود

تواند گام می ،روز کندجه به بازخورد کاربر بهخود را با تو

مثبتی در جهت بهبود عملکرد سامانه پرسش و پاسخ 

 باشد. 

دن بخشی که کرتوان با اضافههمچنین در آینده می

های متداول و یا متون پرتکرار حاوی پاسخ را در پرسش

کند، بار پردازشی سامانه را کاهش داد و به خود ذخیره می

 عت آن کمک کرد.افزایش سر
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