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 چکیده
های بهتری تولید کنند که ساختاری است. طراحان زمانی قادر خواهند بود طرحکننده در طراحی سازی یك فعالیت مهم و تعیینبهینه

 سازی در مهندسی، طبیعتاًل بهینهئبسیاری از مسا .نمایندجویی سازی در صرف زمان و هزینه طراحی صرفههای بهینهبتوانند با روش

جهان  ریزی ریاضی و نظایر آن قابل حل باشند.نظیر روش برنامهسازی های مرسوم بهینهتر از آن هستند که با روشتر و مشکلپیچیده

تواند پایه بسیاری از رفتارهای هدفمند باشد که دقت در اشیاء پیرامون، ما را در شناخت این رفتارها و  نظم رو به سمت اطراف ما می

ازی دومینو ارائه گردیده است. بازی دومینو متشکل سازی جدید بر پایه الگوی برساند. در این مقاله یك الگوریتم بهینههدف یاری می

اند. تلاش برای ایجاد یك الگوریتم هدف را شکل داده هایی است که با یك وحدت گروهی، یك نظم روبهای از تکهاز مجموعه

ساز در یك محیط شبیه جدید بر پایه تئوری این بازی، ما را به انجام این تحقیق رهنمون ساخت. الگوی حرکت دومینویی سازیبهینه

 باشد.های بهینه جهت مسائل پیچیده میگردید و نتایج نشان داد که الگوریتم حاصل، الگوی مناسبی برای یافتن پاسخ سازیپیاده

  

 سازی، دومینو، تابع هزینه، رفتار.الگوریتم، بهینه واژگان کلیدی:
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Abstract 
Optimization is a very important process in engineering. Engineers can create better production only if 

they make use of optimization tools in reduction of its costs including consumption time. Many of the 

engineering real-word problems are of course non-solvable mathematically (by mathematical 

programming solvers). Therefore, meta-heuristic optimization algorithms are needed to solve these 

problems. Based on this assumption, many new meta-heuristic optimization algorithms have been 

proposed inspired by natural phenomena, such as IWO [58], BBO [59], WWO [61], and so on. Inspired 
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by domino toppling theory, we proposed an optimization algorithm. Using domino pieces, we can create 

countless complex structures. To simulate the domino movement in the search space of a problem, we 

consider the particles in the search space as the domino pieces and, by creating an optimal path, we will 

try to direct the dominoes to the optimal path. The optimal paths will be updated in each iteration. After 

initializing the dominoes randomly at the beginning of each evaluation, the picking piece or the first 

moving piece will be identified and then the particles will be selected by the optimal path. Applying a 

motion equation to each domino will move the dominoes forward in that direction. At first, a predefined 

dominoes will be randomly distributed in the problem space. Choosing the optimal path will accelerate 

the convergence of the domino particles towards the target. After choosing the path in current iteration, 

we now have to do the domino movement. The particles will move to a new location by applying the new 

location equation. By applying this equation, each domino piece will sit on the track ahead of itself. The 

front piece will also move to a new location by applying an equation separate from the rest. After 

moving the dominoes to the new location, the worst iteration of the previous iteration will be removed 

from the problem space. In the new iteration, the optimal domino path, the new locations of domino 

pieces and the global optimum will be updated. At the end of the algorithm, the global optimum will be 

determined as the optimal solution. This method is implemented in a simulator environment. 

To evaluate the performance of the Domino Optimization algorithm, we use a complete benchmark 

including 30 objective functions called CEC 2014 [67] that are single-objective numerical functions. In 

all cases, we set the population size to 50, the dimension size to 30, and the number of fitness function 

evaluation to 150,000. We compare the proposed Domino Optimization algorithm (DO) with the 

algorithms LOA [57], ICS [62], NPSO [63], MOHS [64], BCSO [65] and FFFA [66]. The results obtained 

from the 3 unimodal functions show that the proposed method is able to achieve a better solution than 

any of the state of the art algorithms at the equal resources. Results in the multimodal functions show 

that the proposed method has the best performance in finding the optimal solution in all of the available 

13 functions in this section. In all of 6 functions in the hybrid section, the quality of the proposed method 

is better than all of the state of the art algorithms at the equal resources. The standard deviation values 

of the proposed method, which are often small numbers, indicate algorithm convergence around the 

optimal solution. Also among the available methods, two algorithms, named NPSO and LOA, have good 

results after the proposed method. In the convergence analysis of dominoes, the diversity of objective 

functions in 100 distinct iterations shows a big value at the beginning of the algorithm, and a low value 

at the end of the algorithm. 

 

Keywords: Algorithm, Optimization, Dominoes, Cost Function, Behavior 

 

 مقدمه -1
های مختلف مورد سازی، شرايط اولیه با روشدر بهینه

آمده، برای دستگیرد و اطلاعات بهبررسی قرار می

 استفاده قراربه يک فکر يا روش مورد بخشیدن بهبود

سازی ابزاری رياضی است که برای يافتن بهینه. گیرندمی

حل خصوص چگونگی راهها درپاسخ بسیاری از پرسش

سازی از يافتن در بهینه .[1]رود کار میمسائل مختلف به

آيد. لفظ له صحبت به میان میأبهترين پاسخ برای يک مس

يک جواب کند که بیش از طور ضمنی بیان میبهترين به

برای مساله مورد نظر وجود دارد که البته دارای ارزش 

له مورد أيکسانی نیستند. تعريف بهترين پاسخ، به مس

چنین میزان خطای مجاز بستگی بررسی، روش حل و هم

له نیز بر چگونگی أبندی مسفرمول ةبنابراين نحو ؛دارد

ثیر مستقیم دارد. برخی از مسائل أتعريف بهترين پاسخ ت

 ةهای مشخصی دارند؛ بهترين بازيکن در يک رشتپاسخ

 ةترين روز سال و پاسخ يک معادلورزشی، طولانی

هايی هستند که ديفرانسیل معمولی درجه اول از مثال

عنوان مسائل ساده نام برد. در مقابل به آنهاتوان از می

 2ةيا کمین 1های بیشینهبرخی از مسائل دارای جواب

شوند و به نام نقاط بهینه شناخته میمتعددی هستند که 

بهترين پاسخ يک مفهوم نسبی خواهند بود.  احتمالبه

بهترين اثر هنری جشنواره، زيباترين منظره و 

هستند که  هايیمثالموسیقی از  ةقطع نوازترينگوش

ک ي. [4]، [3]، [2] گونه مسائل بیان کردبرای اين توانمی

فراابتکاری يک روش ابتکاری است سازی الگوريتم بهینه

لف تتغییرهايی کم برای مسائل مخ تواند باکه می

طور ههای فراابتکاری بالگوريتم .رود به کار سازیبهینه

های با کیفیت بالا را ای توانايی يافتن جوابقابل ملاحظه

ويژگی  .دندهسازی سخت افزايش میبرای مسائل بهینه

 خروج از سازوکارهای استفاده ازها مشترک اين الگوريتم

 فراابتکاری به دوهای الگوريتم. سازی محلی استبهینه

يک جواب و مبتنی برجمعیت  های مبتنی برگروه روش

يک جواب درحین  مبتنی برهای الگوريتم .شوندتقسیم می

که درحالی ؛دهنديک جواب را تغییر می ،فرايند جستجو

حین جستجو يک  درهای مبتنی برجمعیت الگوريتم

های الگوريتم د.گیرندرنظر می ها راجواب جمعیت از
 

1 Maximum 
2 Minimum 
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روی مناطق محلی جستجو تمرکز  يک جواب بر مبتنی بر

توانند های مبتنی برجمعیت میمقابل الگوريتم در ،دارند

فضای  مناطق مختلفی از زمان درهمطور بهجستجو را 

 محدوده در هایسازنهیبه مشکلات. جواب انجام دهند

 نيا حل یبرايی هاروش رونيازا ،استی متعدد و گسترده

 فعال پژوهش موضوعبه همین دلیل  .باشد ديبا مشکلات

  یاحتمال اي یقطع ندنتوایم یسازهنیبه یهاتميالگور. است

 ازین یسازنهیبه مشکلات حل یبرا سابقی هاروش باشند.

وقتی اندازه  و ی داشتندمحاسبات اديز اریبس تلاش به

یم، اين تلاش به شکست منجر افتيیمافزايش  مسائل

 یهاتميالگور یریکارگبه یبراای زهیانگ دلیل نيا. شد

 عنوانبهاز طبیعت  گرفتهالهام یتصادف یسازنهیبه

در اين  .[5] شدی قطع یمحاسباتی هاروش برای نيگزيجا

از رفتار سازی جديد ارائه شده که مقاله يک الگوريتم بهینه

های يک دومینوی ساده الهام گرفته شده است. تکه

تفصیل در بخش مربوطه آمده اين الگوريتم به سازوکار

های دومینو را برپايه ذراتی است. اين الگوريتم حرکت تکه

که در حال جستجوی هدف در يک محیط هستند، 

 هایالگوريتمکه  داردهايی کند و نوآوریمی سازیشبیه

که  سازوکاریاند. مند نبودهاين حوزه از ان بهره گذشته در

ثر ؤساده اما م سازوکاراستفاده از يک  داين الگوريتم دار

های و با بار محاسباتی کمتر نسبت به الگوريتم سازیپیاده

های بهینه جديدتر است که آن را به سمت يافتن جواب

 برد. برای يافتن جواب بهینه، اين الگوريتم مسیرهایمی

های دهد که تنوع راهمتفاوتی را در طول زمان ارائه می

رسیدن به سمت جواب را بالا برده است. اين الگوريتم 

استفاده از ابزارهای رو به هدف زيادی که دارد،  دلیلبه

. ساختار اين مقاله به اين شرح استدارای پويايی بالايی 

های کار 2ايم، در بخش است: در بخش اول مقدمه را آورده

روش  3سازی آمده، در بخش شده در حوزه بهینهانجام

و  سازیشبیه 4پیشنهادی را مفصل شرح داده، در بخش 

و  گیرینتیجهبه  5ايم و در بخش نتايج را نشان داده

 اايم. اين مقاله مستخرج از رساله دکترپرداخته هاپیشنهاد

 .است

 

 کارهای گذشته-2
ی موجودات زنده، براساس سیستم ژنتیک 1979در سال 

که تا امروزه نیز از  شدارائه [5] الگوريتم ژنتیک 

. الگوريتم توده ذرات با استپرکاربرد  هایالگوريتم

جمعی پرندگان در هنگام پرواز از حرکت دسته گرفتنالهام

الگوريتم کلونی زنبور مصنوعی براساس  .[6]آمد وجود به

، الگوريتم ديگری [7]رفتار اجتماعی زنبورها شکل گرفت 

ارائه  1992ها در سال براساس رفتار جمعی مورچه [8]

که از رفتار همکارانه مورچگان برای حل مسايل  شد

های ديگری مانند کرد. الگوريتمسازی استفاده میبهینه

، [10]، الگوريتم جستجوی تابو [9]سازی پخت شبیه

نیز  [12] ، الگوريتم رقابت استعماری[11]الگوريتم زنبورها 

ارائه  گرانپژوهشبرای حل مسايل غیرقطعی از جانب 

شدند. الگوريتم جستجوی هارمونی براساس يک 

های موسیقی شکل گرفت گرفته از نتالهام سازیبهینه

گر کوآنتوم ارائه محاسبه سامانهعنوان . الگوريتمی به[13]

کمک الگوريتم ژنتیک توسعه به هاو بعد [15]، [14] شد

. يک الگوريتم ديگر براساس ترکیب کوآنتوم و [16] يافت

 QSEد. الگوريتم شارائه  QPSO [17]توده ذرات به نام 

مبتنی بر کوآنتوم بود. الگوريتمی  SEيک الگوريتم  [18]

. شدارائه  [19] توسطبه نام ماشین الکترومگنتیسم 

  BB-BCنام الگوريتمی براساس نظريه انفجار بزرگ به

که براساس  CFO [21]های . الگوريتم[20] شدارائه گ

 GSAشناسی ذرات در میدان گرانشی بودند، نظريه حرکت

[22] ،GIO [23] [25]، [24]، الگوريتم پسماند ،CSS 

[26] ،GBSA [27] ،QICA [28]  که يک الگوريتم رقابت

، CQACO [29]، استاستعماری مبتنی بر تئوری کوآنتوم 

IGOA [30]  ها برای کمک به حل سالنیز در طی اين

های اخیر با ل غیرقطعی پیچیده ارائه شدند. در سالئمسا

سازی، بسیاری از مسايل موجود های بهینهکمک الگوريتم

، structural aligning [31]در دنیای علم نظیر: 

، مسائل [34]گرد ، فروشنده دوره[33]، [32]بندی خوشه

، [36]، بازيابی اطلاعات وب [35]سازی ترکیبی بهینه

، پخش بار [38]افزار ، آزمون نرمGrid [37]محاسبات 

بینی ، پیش[40]سازی ناحیه ، بهینه[39]اقتصادی پويا 

 PID، کنترلر [43]، [42] ایرايانههای ، شبکه[41]عملیات 

، [46]بندی ، جداول زمان[45]، مسائل چندمتغیره [44]

های هوشمند ، آنتن[50-47]های کاربردی تصاوير برنامه

، [54]، [53]فازی  هایسامانه، [52]افزار ، سخت[51]

اند. حل شده [56]های ربات برنامه [55]های عصبی شبکه

 سازی براساس رفتاريک الگوريتم بهینه 2015در سال 

شد. الگوريتمی ارائه  [57]غريزی شیر به همین نام توسط 

 IWO [58]های هرز مهاجم به نام علف وکاربر حسب ساز

مبتنی بر جغرافیای  BBOالگوريتمی به نام   ارائه گرديد.

 BATد. همچنین شارائه  [59]وسیله حیاتی به

Algorithm معرفی شد. الگوريتمی مبتنی  [60]وسیله به

. در سال شدارائه  WWO [61]نام  بر رفتار موج آب به

 ICSنام بهبوديافته به cuckoo searchيک الگوريتم  2016
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يک الگوريتم توده ذرات  2016د. در سال شارائه  [62]

سازی عمومی توسط بهبوديافته برای حل مسائل بهینه

يک الگوريتم جستجوی  2015د. در سال شارائه گ [63]

 هایگاهسکونت پايدار هارمونی چندهدفه برای طراحی

يک الگوريتم مبتنی  2016. در سال [64]د ششناور ارائه 

بر جمعیت براساس رفتار سوسک برای حل مسائل 

يک  2016. در سال [65]د شترکیبی ارائه  سازیبهینه

برای حل  تابشب الگوريتم ترکیبی مگس میوه و کرم

. نويسندگان [66]د شريزی غیرخطی ارائه مسائل برنامه

ساس قطرات يک الگوريتم بر ا 2018در سال  [68]مرجع 

تعدادی از  الگوريتم ايندند. کرارائه  (DOA) باران 

ای برای توصیف فرآيند قطرات از جمله، اپراتورهای ويژه

تولید قطرات، سقوط قطره، برخورد قطره با سطح و 

الگوريتم  [69]مرجع کند. در قطره استفاده می روزرسانیبه

شده برای حل مشکلات تکاملی ترکیبی ارائهچند

 الگوريتم ژنتیک و راهکار ارائه شده است. سازیبهینه

سازی و وری بهینهکنند تا بهرهتکاملی با هم کار می

های بهینه محلی را حلکردن در راهمقاومت در برابر گیر

توانند تکاملی می کارالگوريتم ژنتیک و راه افزايش دهند.

اين  کنند.ای بهترين افراد را از يکديگر متمايز طور دورهبه

الگوريتم توانايی الگوريتم ژنتیک برای کاوش در فضای 

وری از فضای در بهره تکاملی کارجستجو و توانايی راه

اين تعادل مناسب بین  کند.جستجو را با هم ترکیب می

در  کند.وری در فضای جستجو را حفظ میاکتشاف و بهره

نويسندگان از ترکیب الگوريتم کلونی زنبور  [70]مرجع 

بندی برای حل مسائل مصنوعی با حافظه و خوشه

اند. در اين روش برای حفظ دهکراستفاده  سازیبهینه

وری از حافظه به همراه تعادل بین اکتشاف و بهره

های روش [71]مرجع در استفاده شده است.  بندیخوشه

مرجع در اند. عرفی شدهسازی مترکیبی زيادی برای بهینه

له أدر مورد الگوريتم ژنتیک جديد برای مسای مقاله [72]

، ارائه گرد متوازن رنگ شده مقیاس بزرگفروشنده دوره

له أنام مسشده است. در اين مقاله يک الگوی کاربردی به

ارائه شده است که از  (CBTSP)فروش مسافر متعادل رنگ

سازی با فضای بهینهسازی مسائل اين مدل برای مدل

ريزی و شده مانند برنامهکاری جزئی با هم پوشیده

 [73]شود. در مرجع منابع و کالاها استفاده می کارگیریبه

مورد بررسی الگوريتم ژنتیک ترکیبی افزايشی با روشی در 

ارائه شده است. تطبیق الگوی  ريختی زيرگرافله يکأمس

ها است که ز برنامهنمودار، يک مشکل اساسی در بسیاری ا

شوند، و اين مشکل ها به شکل نمودار نشان داده میداده

 عنوان ايزومورفیسم زيرگرافی تعريفبهطورمعمول به

. در اين مقاله، يک الگوريتم ژنتیکی ترکیبی شودمی

گرفتن نظردرافزايشی برای مسئله ايزومورفیسم زيرگراف با 

عملکرد الگوريتم موضوعات مختلف طراحی برای بهبود 

الگوريتم يک  [74] در مرجع تجزيه و تحلیل شده است.

بندی حافظه و خوشه بر فرزند مبتنی-دسته والد فراابتکاری

فتار فردی و ارائه شده است که به ر سازیجهت بهینه

کارآيی  بالابردنالگوريتم برای  در اين. گروهی وابسته است

 . تفاده شده استو دافعه اس بندیاز يک حافظه با خوشه
 

 الگوریتم دومینو پیشنهادی -3
سرگرمی دومینو است  يک نوع  Domino Topplingتئوری

های دومینو را پشت سرهم چیده و که در آن فرد مهره

. ((1)شکل ) کندهای متنوعی را ايجاد میطرح ها و شکل

ها مهره، سقوط مهره نخستینکردن ضربه به گاه با واردآن

يابد و حاصل ادامه می ترتیببه آخرين مهرهآغاز و تا 

ها مشخص شده و لذت زيادی خلاقیت فرد با سقوط مهره

های دومینو . مهرهشودبرای فرد و بازديدکنندگان ايجاد می

طور که ما همان. به حروف الفبا تشبیه کرد توانمیرا 

های شمار کلمه بسازيم با مهرهبا حروف الفبا بی توانیممی

شمار طرح پیاده کرد که اين توان بیو هم میدومین

خصوصیت باعث رشد خلاقیت افراد و عدم خستگی آنها از 

 . شوداين سرگرمی می
 

 
 (: طرحی از یك دومینو1-)شکل

(Figure-1): Design of a domino 

 

سازی حرکت دومینويی در فضای برای شبیه

 له، ذرات حاضر در فضای جستجو را بهأجستجوی يک مس

های دومینو تشبیه کرده و با ايجاد يک مسیر بهینه تکه

سعی خواهیم کرد دومینوها را در اين مسیر بهینه به 

. مسیرهای بهینه در هر کنیمسمت جواب بهینه هدايت 

روزرسانی خواهند شد. بعد از مقداردهی ابتدايی تکرار به

صورت تصادفی در ابتدای هر ارزيابی، تکه دومینوها به

کننده مشخص خواهد تکه حرکت نخستینننده يا زضربه

شد و سپس با انتخاب مسیر بهینه، حرکت ذرات صورت 
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خواهد گرفت. اعمال يک معادله حرکت برای هر دومینو 

 شدهيادها به سمت جلو در مسیر باعث حرکت دومینو

به اندازه تعداد جمعیت  هاخواهد شد. ابتدا دومینو

له پخش أدر ابعاد فضای مس صورت تصادفیو به شدهتعیین

 ( مشخص شده است.1خواهند شد که در رابطه )
 

(1   )𝐷𝑜𝑚𝑖𝑛𝑜(𝑖). 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 =

𝑟𝑎𝑛𝑑𝑜𝑚(𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑠𝑝𝑎𝑐𝑒) 
 

زننده بايد مشخص شود، در گام بعد دومینوی ضربه
برای اين منظور ما شايستگی دومینوها را خواهیم سنجید 

شده آنها را قرار خواهیم داد صورت مرتببه و در يک آرايه
 ( مشخص شده است.2که در رابطه )

 

(2)                                           𝑓𝑜𝑟  𝑖 = 1: 𝑛𝑝𝑜𝑝 

𝐵𝑒𝑠𝑡𝐴𝑟𝑟𝑎𝑦 = 𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝐷𝑜𝑚𝑖𝑛𝑜(𝑖). 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛); 
 

عنوان به (𝐵𝑒𝑠𝑡𝐴𝑟𝑟𝑎𝑦)حال بدترين دومینوی آرايه 

( 3که در رابطه )زننده، تعیین خواهد شد دومینوی ضربه
 .مشخص شده است

(3) 
 

𝑃𝑖𝑐𝑘𝑦 = 𝐵𝑒𝑠𝑡𝐴𝑟𝑟𝑎𝑦(𝑛𝑝𝑜𝑝) 

 

از آخر به اول  𝐵𝑒𝑠𝑡𝐴𝑟𝑟𝑎𝑦برطبق شماره ايندکس آرايه 
مسیر حرکت دومینو را در تکرار جاری مشخص خواهیم 

 .( مشخص شده است4رابطه )که در کرد 
 

(4)                         𝑓𝑜𝑟  𝑖 = 𝐵𝑒𝑠𝑡𝐴𝑟𝑟𝑎𝑦: 1, 𝑖 − − 

𝑃𝑎𝑡ℎ(𝑖𝑡) = |𝐷𝑜𝑚𝑖𝑛𝑜(𝑖), 𝐷𝑜𝑚𝑖𝑛𝑜(𝑖
+ 1), … , 𝐷𝑜𝑚𝑖𝑛𝑜(𝑛𝑝𝑜𝑝)| 

 

گرايی ذرات انتخاب مسیر بهینه در سرعت هم
ثر خواهد برد. پس از انتخاب ؤدومینو به سمت هدف بالا م

مسیر تکرار جاری، حال بايد حرکت دومینويی را انجام 
دهیم. ذرات با اعمال معادله مکان جديد به مکان جديد 
خواهند رفت. با اعمال اين معادله هر تکه از دومینو در 
مکان تکه جلوتر از خود در مسیر خواهد نشست. جلوترين 

ها در مکانی تکه نیز با اعمال يک معادله جدا از بقیه تکه
جديد خواهد رفت. دلیل معادله جداگانه تکه اين است که 

ای جلوتر از اين تکه وجود ندارد. در شکل در مسیر، تکه
 ای از يک مسیر بهینه آمده است.( نمونه2)

صورت رابطه معادله مکان جديد هر تکه عادی دومینو به
 ( خواهد بود.5)
 

(5  )𝐷𝑜𝑚𝑖𝑛𝑜(𝑖). 𝑁𝑒𝑤𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐷𝑜𝑚𝑖𝑛𝑜(𝑖 +

1). 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 ∗ 𝑟𝑎𝑛𝑑(0,1) 
 

𝐷𝑜𝑚𝑖𝑛𝑜(𝑖 در اين معادله  + 1). 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛  مکان تکه
که با ضرب در  استجلويی از تکه جاری در طول مسیر 

شود که تکه يک عدد تصادفی بین صفر و يک باعث می
ای در مسیر تکه جلويی در طول جاری، يک حرکت کاتوره

( میدان مکان جديد دومینو 3مسیر داشته باشد. در شکل )
A  .مشخص شده است 

 

 
 های دومینوای از یك مسیر تکه(: نمونه2-)شکل

(Figure -2): An example of a domino slice path 
 

 
 A(: نحوه حرکت دومینو 3-)شکل

(Figure-3): How Domino A Moves 

 

در اين شکل پیداست که اعمال معادله مکان جديد 

و براساس يک حرکت  Bبراساس مکان دومینو  Aدومینو 

تصادفی غیرخطی خواهد بود. معادله مکان جديد بهینه 

عمومی يا به عبارت ديگر جلوترين دومینو در مسیر را 

 ( تنظیم خواهیم کرد.6براساس رابطه )
 

(6 )𝐺𝐵𝑒𝑠𝑡. 𝑁𝑒𝑤𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐺𝐵𝑒𝑠𝑡. 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 ∗

𝑟𝑎𝑛𝑑(0,1) + 𝑣 
 

.𝐺𝐵𝑒𝑠𝑡در اين معادله  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛  مکان قبلی بهینه

نیز يک سرعت ثابت است که توسط کاربر  𝑣، استعمومی 

تنظیم خواهد شد تا میزان حرکت بهینه عمومی را به 

( میدان حرکت بهینه 4ل )سمت جلو تنظیم کند. در شک

عمومی برای رفتن به مکان جديد مشخص شده است. در 

شده برای میدان حرکت بهینه شکل، شعاع مشخص

تعیین  𝑣عمومی را با انتخاب يک عدد تنظیمی برای 
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بیشتر باشد شعاع بیشتر و حرکت  𝑣خواهیم کرد. هرچه 

 پذيرد.بهینه برای مکان جديد بلندتر انجام می
 

 
 (: نحوه حرکت دومینو بهینه عمومی4-)شکل

(Figure-4): How to Move the General Optimal Domino 

بعد از حرکت دومینوها به مکان جديد، بدترين 

له حذف خواهد أ( از فضای مسAمکان تکرار قبلی )دومینو 

، مسیر بهینه دومینو، 𝐵𝑒𝑠𝑡𝐴𝑟𝑟𝑎𝑦شد. در تکرار جديد 

روزرسانی خواهد ا و بهینه عمومی بهمکان جديد دومینوه

عنوان جواب بهینه ها بهینه عمومی بهشد. در پايان ارزيابی

 .( مشخص شده است7که در رابطه )تعیین خواهد شد 

(7) 
 

𝐵𝑒𝑠𝑡 𝐶𝑜𝑠𝑡 = 𝐺𝐵𝑒𝑠𝑡. 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 

 

 الگوریتم دومینو

صورت تصادفی در فضای اردهی اولیه دومینوها بهمقد -1

 مسئله

𝐃𝐨𝐦𝐢𝐧𝐨(𝐢). 𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧 = 𝐫𝐚𝐧𝐝𝐨𝐦(𝐩𝐫𝐨𝐛𝐥𝐞𝐦 𝐬𝐩𝐚𝐜𝐞) 

 

 شروع تکرار -2

قرار دادن دومینوها در تابع هزینه و تعیین شایستگی  -3

 مکان آنها

صورت به 1قرار دادن دومینوها در آرایه شماره  -4

 براساس میزان شایستگی آنها شدهمرتب

𝐀𝐫𝐫𝐚𝐲𝟏 = 𝐅𝐢𝐭𝐧𝐞𝐬𝐬(𝐃𝐨𝐦𝐢𝐧𝐨(𝐢). 𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧); 

 

تعیین دومینو ضربه زننده براساس بدترین دومینو در  -5

 1آرایه شماره 

𝐏𝐢𝐜𝐤𝐲 = 𝐀𝐫𝐫𝐚𝐲𝟏(𝐧𝐩𝐨𝐩) 

 

تعیین بهینه عمومی براساس بهترین دومینو در آرایه  -6

 1شماره 

ره ایندکس تعیین مسیر بهینه تکرار جاری براساس شما -7

 صورت نزولیو به 1آرایه شماره 

𝐏𝐚𝐭𝐡(𝐢𝐭) = |𝐃𝐨𝐦𝐢𝐧𝐨(𝐢), 𝐃𝐨𝐦𝐢𝐧𝐨(𝐢
+ 𝟏), … , 𝐃𝐨𝐦𝐢𝐧𝐨(𝐧𝐩𝐨𝐩)| 

 

زننده و متعاقب آن دیگر دومینوها حرکت دومینو ضربه -8

 (5)براساس معادله 

𝐃𝐨𝐦𝐢𝐧𝐨(𝐢). 𝐍𝐞𝐰𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧
= 𝐃𝐨𝐦𝐢𝐧𝐨(𝐢 + 𝟏). 𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧
∗ 𝐫𝐚𝐧𝐝(𝟎, 𝟏) 

 

 (6)حرکت دومینوی بهینه عمومی براساس معادله  -9

𝐆𝐁𝐞𝐬𝐭. 𝐍𝐞𝐰𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧
= 𝐆𝐁𝐞𝐬𝐭. 𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧 ∗ 𝐫𝐚𝐧𝐝(𝟎, 𝟏)
+ 𝐯 

 

 پایان تکرار جاری -10

شده اگر تعداد تکرار الگوریتم از تعداد تکرار تعیین -11

 برو 3کمتر باشد به مرحله 

 لهأعنوان جواب نهایی مسبهینه عمومی بهتعیین  -12

𝐁𝐞𝐬𝐭 𝐂𝐨𝐬𝐭 = 𝐆𝐁𝐞𝐬𝐭. 𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧 
 

 تمپایان الگوری -13

 کد الگوریتم دومینو(: شبه5-)شکل
(Figure-5): Domino algorithm pseudo-code 

 

 سازینتایج و شبیه -4
برای ارزيابی عملکرد الگوريتم دومینو ما از يک مجموعه 

 CEC 2014نام مجموعه آزمون به سیکامل محک شامل 

 ايم.استفاده کرده هستند،که توابع تک هدفه عددی  [67]

، تعداد ابعاد را پنجاهدر همه موارد، تعداد جمعیت را روی 

ايم. تنظیم کرده هزارصدوپنجاههای را و تعداد ارزيابی سی

، LOA [57]های ( را با الگوريتمDOالگوريتم پیشنهادی )

، الگوريتم NPSO [63]، الگوريتم ICS [62]الگوريتم 

MOHS [64] الگوريتم ،BCSO [65]  و الگوريتمFFFA 

 CEC( مجموعه تابع 1ايم. در جدول )مقايسه کرده [66]

نتايج را در دو بخش بهترين هزينه  اند.معرفی شده  2014

(Best Cost( و انحراف استاندارد )STDاستخراج ) 

 .ايمکرده
 CEC 2014(: مجموعه تابع محك 1-جدول)

(Table-1): CEC Test Set 2014 

𝒇∗ Function ID 
100 Shifted Sphere Function F1 
200 Shifted Schwefel’s Problem F2 
300 Rotated discus function F3 

400 
Shifted and rotated Rosenbrock 

function F4 

500 Shifted and rotated Ackley's 

function F5 

600 Shifted and rotated Weierstrass 

function F6 

700 Shifted and rotated Griewank's 

function F7 

800 Shifted Rastrigin function F8 

900 Shifted and rotated Rastrigin's 

function F9 

1000 Shifted Schwefel function F10 

1100 Shifted and rotated Schwefel's 

function F11 

1200 Shifted and rotated Katsuura 

function 
F12 

1300 Shifted and rotated HappyCat 

function F13 
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1400 Shifted and rotated HGBat 

function F14 

1500 
Shifted and rotated Expanded 

Griewank's Rosenbrock's 

function 

F15 

1600 Shifted and rotated Expanded 

Scaffer's F6 function F16 

1700 Hybrid function1 (f 9, f 8, f 1) F17 
1800 Hybrid function2 (f 2, f 12, f 8) F18 

1900 Hybrid function3 (f 7, f 6, f 4, f 

14) F19 

2000 Hybrid function4 (f 12, f 3, f 

13, f 8) F20 

2100 Hybrid function5 (f 14, f 12, f 

4, f 9, f 1) F21 

2200 Hybrid function6 (f 10, f 11, f 

13, f 9, f 5) F22 

2300 Composition function1 (f 4, f 1, 

f 2, f 3, f 1) F23 

2400 Composition function2 (f 10, f 

9, f 14) F24 

2500 Composition function3 (f 11, f 

9, f 1) F25 

 Search Range: [-100,100]D  

 

 2016و  2015های های ارائه شده در سالبرای روش پیشنهادی و الگوریتم CEC 2014(: نتایج روی مجموعه توابع محك 2-)جدول
(Table-2): Results on the CEC 2014 Function Set for the Proposed Method and Algorithms presented in 2015 and 2016 

DO FFFA BCSO MOHS NPSO ICS LOA MRPSO EPSDE CCABC   

1.23E+05 4.10E+05 6.30E+05 4.01E+05 1.68E+05 2.06E+05 1.45E+05 3.68E+05 1.88E+05 4.35E+05 Best Cost 
F1 

1.12E+05 2.19E+05 4.44E+05 3.21E+05 1.74E+05 2.12E+05 1.32E+05 2.74E+05 1.94E+05 3.44E+05 STD 
4.13E+02 6.23E+02 7.12E+02 5.69E+02 5.37E+02 6.98E+02 6.83E+02 7.37E+02 6.57E+02 7.02E+02 Best Cost 

F2 
3.36E+02 4.70E+02 4.46E+02 3.77E+02 3.54E+02 4.50E+02 4.96E+02 4.54E+02 3.50E+02 5.40E+02 STD 
3.66E+02 5.77E+02 6.84E+02 5.79E+02 4.40E+02 5.34E+02 5.29E+02 5.40E+02 4.64E+02 6.04E+02 Best Cost 

F3 
2.49E+02 6.78E+02 6.77E+02 4.78E+02 2.44E+02 3.48E+02 3.20E+02 3.44E+02 2.77E+02 3.97E+02 STD 
3.68E+02 4.21E+02 4.46E+02 4.44E+02 4.23E+02 4.30E+02 4.26E+02 5.23E+02 4.14E+02 4.89E+02 Best Cost F4 
4.55E+01 4.74E+01 4.95E+01 4.93E+01 4.78E+01 4.85E+01 4.81E+01 5.78E+01 4.89E+01 4.99E+01 STD 
4.73E+02 4.98E+02 5.19E+02 5.23E+02 5.00E+02 5.07E+02 5.03E+02 5.00E+02 5.23E+02 5.79E+02 Best Cost F5 
3.47E+00 3.68E+00 3.82E+00 3.86E+00 3.70E+00 3.77E+00 3.73E+00 4.70E+00 3.68E+00 3.92E+00 STD 
5.46E+02 5.90E+02 6.14E+02 6.18E+02 5.98E+02 6.04E+02 6.01E+02 7.98E+02 5.99E+02 6.45E+02 Best Cost F6 
1.89E+00 2.11E+00 2.43E+00 2.47E+00 2.15E+00 2.23E+00 2.17E+00 3.15E+00 2.35E+00 2.78E+00 STD 
6.23E+02 6.77E+02 7.21E+02 7.20E+02 6.97E+02 7.06E+02 7.00E+02 7.07E+02 6.99E+02 7.09E+02 Best Cost F7 
7.67E-04 8.40E-04 8.71E-04 8.73E-04 8.52E-04 8.59E-04 8.55E-04 8.92E-04 8.74E-04 8.98E-04 STD 
7.63E+02 7.99E+02 8.16E+02 8.20E+02 7.98E+02 8.06E+02 8.02E+02 8.08E+02 7.99E+02 8.58E+02 Best Cost F8 
2.77E+00 3.30E+00 3.87E+00 3.91E+00 3.78E+00 3.87E+00 3.81E+00 3.98E+00 3.86E+00 3.89E+00 STD 
8.76E+02 9.00E+02 9.21E+02 9.25E+02 9.00E+02 9.11E+02 9.03E+02 9.78E+02 9.56E+02 9.68E+02 Best Cost F9 
2.91E+00 3.14E+00 3.91E+00 3.95E+00 3.75E+00 3.81E+00 3.78E+00 3.85E+00 3.87E+00 3.99E+00 STD 
0.71E+03 1.01E+03 1.23E+03 1.21E+03 1.55E+03 1.07E+03 1.00E+03 1.95E+03 1.69E+03 1.56E+03 Best Cost F10 
8.47E-02 8.55E-02 9.20E-02 9.18E-02 9.46E-02 9.04E-02 9.00E-02 9.89E-02 9.46E-02 9.84E-02 STD 
1.02E+03 1.10E+03 1.30E+03 1.30E+03 1.08E+03 1.16E+03 1.11E+03 1.78E+03 1.28E+03 1.69E+03 Best Cost F11 
2.65E+00 3.10E+02 4.14E+00 4.12E+00 3.81E+00 3.91E+00 3.84E+00 3.97E+00 3.86E+00 4.04E+00 STD 
1.08E+03 1.44E+03 1.46E+03 1.41E+03 1.17E+03 1.27E+03 1.20E+03 1.67E+03 1.37E+03 1.48E+03 Best Cost F12 
2.28E-02 2.86E-02 2.48E-02 2.40E-02 2.27E-02 2.36E-02 2.30E-02 2.89E-02 2.67E-02 2.57E-02 STD 
1.06E+03 1.67E+03 1.47E+03 1.43E+03 1.27E+03 1.36E+03 1.30E+03 1.77E+03 1.77E+03 1.96E+03 Best Cost F13 
0.00E+00 1.12E+02 3.22E+02 2.97E+02 0.00E+00 1.02E+02 0.00E+00 0.00E+00 0.00E+00 1.22E+02 STD 
1.11E+03 1.47E+03 1.69E+03 1.61E+03 1.37E+03 1.47E+03 1.40E+03 1.67E+03 1.77E+03 1.89E+03 Best Cost F14 
0.00E+00 3.74E+02 6.08E+02 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.08E+02 STD 
1.16E+03 1.86E+03 2.22E+03 2.11E+03 1.47E+03 1.57E+03 1.50E+03 1.87E+03 1.67E+03 2.02E+03 Best Cost F15 
3.33E+00 3.50E+02 3.60E+00 3.69E+00 3.48E+00 3.56E+00 3.51E+00 3.68E+00 3.78E+00 3.87E+00 STD 
1.22E+03 1.71E+03 1.92E+03 1.76E+03 1.57E+03 1.67E+03 1.60E+03 1.97E+03 1.77E+03 1.98E+03 Best Cost F16 
1.48E+00 1.89E+02 1.84E+02 1.88E+00 1.70E+00 1.83E+00 1.79E+00 1.79E+00 1.74E+00 1.97E+02 STD 
1.06E+03 3.064E+03 3.07E+03 2.01E+03 1.53E+03 2.12E+03 1.73E+03 1.83E+03 1.56E+03 2.84E+03 Best Cost F17 
2.56E+01 4.08E+01 4.45E+01 3.44E+01 3.66E+01 4.02E+01 3.10E+01 3.69E+01 3.06E+01 4.05E+01 STD 
1.16E+03 3.49E+03 3.11E+03 2.71E+03 1.75E+03 5.07E+03 1.82E+03 1.98E+03 1.84E+03 3.01E+03 Best Cost F18 
1.55E+01 3.70E+01 3.21E+01 3.69E+01 3.73E+01 3.77E+01 1.63E+01 3.94E+01 3.87E+01 3.41E+01 STD 
1.74E+03 6.90E+03 6.14E+03 2.13E+03 2.12E+03 6.04E+03 1.90E+03 2.68E+03 2.42E+03 6.44E+03 Best Cost F19 
3.46E+00 2.11E+00 2.43E+00 5.45E+00 3.19E+00 2.23E+00 7.12E+00 3.89E+00 3.69E+00 2.03E+00 STD 
1.32E+03 4.00E+03 4.21E+03 2.23E+03 2.11E+03 2.06E+03 2.00E+03 2.87E+03 2.35E+03 4.41E+03 Best Cost F20 
2.32E-01 3.10E-04 3.99E-04 4.06E-01 4.00E-01 8.59E-04 4.62E-01 4.65E-01 4.36E-01 4.99E-04 STD 
1.38E+03 3.88E+03 3.25E+03 2.74E+03 1.90E+03 2.14E+03 2.10E+03 1.97E+03 1.97E+03 2.25E+03 Best Cost F21 
1.44E+00 3.19E+00 3.27E+00 2.33E+00 2.77E+00 3.87E+00 2.06E+00 2.87E+00 2.85E+00 3.97E+00 STD 
1.98E+03 2.96E+03 2.73E+03 2.90E+03 2.04E+03 2.22E+03 2.21E+03 2.94E+03 2.54E+03 2.63E+03 Best Cost F22 
3.55E-01 3.05E+00 3.00E+00 4.06E-01 4.44E-01 3.81E+00 4.86E-01 4.89E-01 4.77E-01 4.75E+00 STD 
2.17E+03 2.61E+03 2.64E+03 2.39E+03 2.31E+03 2.40E+03 2.55E+03 2.55E+03 2.91E+03 2.78E+03 Best Cost F23 
3.53E+01 8.44E+01 2.12E+01 3.45E+01 6.21E+01 5.66E+01 8.93E+01 6.61E+01 6.23E+01 5.88E+01 STD 
1.84E+03 2.68E+03 2.66E+03 2.46E+03 1.98E+03 2.30E+03 2.62E+03 2.99E+03 1.99E+03 2.06E+03 Best Cost F24 
2.15E+01 2.97E+01 5.47E+00 6.98E+00 3.64E+01 1.06E-02 2.33E+01 3.98E+01 3.74E+01 2.47E+00 STD 
2.12E+03 2.62E+03 2.68E+03 2.59E+03 2.38E+03 2.49E+03 2.56E+03 2.88E+03 2.39E+03 2.77E+03 Best Cost F25 
4.03E+01 6.33E+01 4.68E+00 2.64E+00 6.94E+01 4.34E+00 6.93E+01 6.79E+01 6.99E+01 4.34E+00 STD 

   Friedman Test 
2.621 4.512 6.122 7.891 3.110 5.026 7.118 4.66 6.41 6.03 Test Value 

6.562-08 P-Value 
37.751 Statistic 

 

که شامل  Unimodalآمده از مجموعه دستنتايج به
نشان داد که روش پیشنهادی توانسته در  استتابع  سه

تری نسبت به هر شده، به جواب بهینهمیزان ارزيابی تعیین

و  LOAها، روش الگوريتم برسد. در میان الگوريتم هجده
NPSO  بعد از روش پیشنهادی دارای عملکرد بهتری

اند. در اين بخش روش دهها بونسبت به ديگر روش
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دارای بهترين هزينه معادل با  F1پیشنهادی در تابع 
1.23E+05  بوده است، در تابعF2  4.13دارای هزينهE+02 

را داشته است. در   3.66E+02هزينه  F3بوده و در تابع 
هر سه تابع روش پیشنهادی دارای انحراف استاندارد 

پیشنهادی از  دهد که روشپايینی بوده و اين نشان می
آغاز شروع ارزيابی، انحراف استاندارد بالايی داشته و در 

گرا همزمان رسیدن به جواب بهینه به سوی نقطه جواب 
 .استشده و دارای انحراف کمی در آخر ارزيابی الگوريتم 

نشان داد که  Multimodalنتايج در بخش توابع 
کردن پیداروش پیشنهادی بهترين عملکرد را در 

تابع موجود در اين قسمت  سیزدهجواب در  ترينبهینه
گرچه فاصله جواب بهترين هزينه در میان . داشته است

ولی همچنان نتايج  ،کمتر بوده 2016 هایالگوريتم
تواند قابلیت اطمینان روش که می چنان استآن

پیشنهادی را در حل مسائل عددی پیچیده تک جوابه 
تابع اين  سیزدهی در همه نشان دهد. الگوريتم پیشنهاد

بخش دارای انحراف استانداردی پايین بوده و اين نشان از 
 ذرات در لحظه يافتن جواب بهینه داشته است.گرايی هم

کیفیت  Hybridتابع موجود در بخش  ششدر هر 
الگوريتم مورد  هجدهنتايج روش پیشنهادی بهتر از همه 

تابع، در  ششمقايسه بود. روش پیشنهادی در همه اين 
رتبه اول بهترين هزينه قرار داشت. کیفیت مقادير انحراف 
استاندارد روش پیشنهادی که اغلب عددی کوچک را نشان 

گرايی دومینوها حول جواب بهینه داد، نشان از هممی
های موجود، داشت. همچنین در میان روش آمدهدستبه

کیفیت نتايج خوبی بعد از روش  LOAو  NPSOالگوريتم 
 اند.پیشنهادی داشته

نشان  Compositionتابع مجموعه  هشتنتايج هر 
داد روش پیشنهادی در اين مجموعه آزمون نیز بهترين 
عملکرد را از لحاظ بهترين هزينه برای ذرات داشته است. 

تابع توانسته است کمترين  هشتروش پیشنهادی در هر 
های مورد مقايسه در پايان هزينه را در بین روش

د. روش پیشنهادی در بخش کنمقرر شده پیدا  هایارزيابی

قبولی داشته است، بدين انحراف استاندارد نیز عملکرد قابل
معنا که در زمان يافتن بهترين هزينه، انحراف ذرات پايین 

گرايی ذرات به جواب بالا بوده است، بوده و میزان هم
يی در ها تنوع بالادر ابتدای شروع ارزيابیکه صورتیدر

روش پیشنهادی برای  سازوکارذرات وجود داشته است. 
صورتی بوده که میزان تنوع ذرات را بهینه به يافتن جواب

کند. پیروی های مختلف حل مسئله تنظیم میدر زمان
دومینوها از دومینوی جلويی مسیر بهینه، در رسیدن به 

 ثر بوده است.ؤچنین هدفی م

 (6ايی را در شکل )در بخش بعدی نتايج، نموداره
هايی را بر روی روش . اين نمودارها، نتايج آزمايشايمآورده

در  CEC 2014تابع از توابع  چهاردهپیشنهادی برای 
ها دهد. اين آزمايشها و فازهای مختلف نشان میقسمت

انجام صدم طبق پارامترهای آزمايش قبل و در پايان تکرار 
بعدی خود تابع مودار سهگرفته است. برای هر تابع ابتدا ن

گرفتن ذرات در محک، سپس فضای مسئله و نحوه قرار
فضا را نشان داده است. در قسمت بعد نحوه حرکت 

دهد. قسمت بعد میانگین هزينه دومینوها را نشان می
گرايی به تکرار و در قسمت آخر میزان هم صددومینو برای 

دهد. در اغلب تکرار نشان می صدبهترين هزينه را در 
تکرار هم  صدتوابع، نحوه حرکت دومینويی در همین 

نشان داده شده است. در قسمت میانگین هزينه دومینوها 
نشان داده شده که در بیشتر توابع، شیب به سمت جواب 

درستی انجام شده است. در تحلیل به کمینهبهینه و هزينه 
، در آغاز تکرار صددومینوها به بهترين هزينه در گرايی هم

گرايی به بهترين دومینو کم و با رسیدن ارزيابی میزان هم
گرايی دومینوها به بهترين ها به میزان همبه پايان ارزيابی

 سازوکاردهنده درستی هزينه اضافه شده است. اين نشان
اند و روش پیشنهادی است که دومینوها در ابتدا پراکنده

گرا همواب بهینه تنوع بالايی دارند و با رسیدن به ج
 .شوندمی
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F14 

، نمودار میانگین هزینه صدمدومینوها تا تکرار بعدی تابع هدف، فضای جستجو، مسیر یکی از (: نمودار از چپ به راست سه6-)شکل

 برای روش پیشنهادی  صدمهمه ذرات دومینو، نمودار بهترین هزینه تا تکرار 
(Figure-6): Left-to-right three-dimensional graph of the target function, search space, path of one of the dominoes to 100m 

iteration, best cost graph to 100m iteration, mean of all domino particles for the proposed method 
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گر بهبود بیان (6)شده در شکل نمودارهای ترسیم

روش پیشنهادی در فضای جستجو، مسیر حرکتی دومینو 

تا رسیدن به هدف، هزينه میانگین همه ذرات دومینو و 

از  (6). نمودارهای شکل استتکرار  صدبهترين هزينه تا 

چپ به راست و از بالا به پايین روند بهبود روش 

دهند. نمودارهای خوبی نشان میپیشنهادی را به

بعدی مبتنی از چپ به راست شامل نمودار سهشده ترسیم

بر تابع هدف، ذرات دومینو و میزان پراکندگی در فضای 

جستجو، مسیر حرکتی يک دومینو، نمودار میانگین هزينه 

. دهندمی را نشان صدمهمه ذرات و بهترين هزينه تا تکرار 

از  گر اين است که ذرات بعداًنمودار دوم از سمت چپ بیان

اند و ا شدهگرچندين تکرار به سمت بهینه سراسری هم

گرايی است. نمودار سوم از تنوع ذرات دلیل اصلی اين هم

دهد که در روش پیشنهادی میانگین سمت چپ نشان می

هزينه همه ذرات بعد از تکرارهای مختلف رو به بهبود بوده 

و در نمودار نهايی نشان داده شده که هزينه میانگین ذرات 

رم از سمت سیر نزولی به خود گرفته است. نمودار چها

دهد که در روش پیشنهادی بهترين هزينه چپ نشان می

( رو به بهبود صدمذرات بعد از تکرارهای مختلف )تا تکرار 

بوده و در نمودار نهايی نشان داده شده که هزينه سیر 

 نزولی به خود گرفته است.

در قسمت بعد نتايج میانگین هزينه دومینوها را 

ايم. انگیزه اين نمودار ده(  آور3های جدول )برای حالت

( اين است که روش پیشنهادی در ابعاد مختلف 7)شکل 

هايی خواهد داشت و روند يکی از توابع محک چه جواب

میانگین هزينه دومینوها برای ابعاد مختلف به چه شکل 

خواهد بود. اين سناريوها برای حالتی است که تعداد 

 تکرار  و پانصد ، تعداد متغیرها متفاوت و برایصدجمعیت 

 .است F1بر روی تابع 
 

مورد نظر برای روش پیشنهادی (: جدول سناریوی 3-)جدول

 برای ابعاد مختلف F1در تابع 
(Table-3): Scenario table for the proposed method in 

function F1 for different dimensions 

 نام سناریو تعداد متغیرها )ابعاد(
30 Domino 1 

40 Domino 2 

80 Domino 3 

100 Domino 4 

20 Domino 5 

25 Domino 6 

50 Domino 7 

60 Domino 8 

 

پیداست که طبق منطق  (7)در نمودار شکل 

عدد  ،له بالاتر باشدأموجود در توابع ايستا، هرچه ابعاد مس

هزينه برای توابع رياضی بیشتر خواهد بود. اين در بعضی 
جا در سناريو در اين برای مثالفازها استثنا دارد که 

Domino 8  پانصدمدر اواخر ارزيابی يعنی در حوالی تکرار 
صورت نزولی به سمت جواب هزينه میانگین دومینوها به

 اند.گرا شدهبهتری هم

 
دومینوها برای ابعاد مختلف (: نمودار میانگین هزینه 7-)شکل

 تکرار پانصدبرای  F1در روش پیشنهادی در تابع 
(Figure-7): Average cost diagram of dominoes for different 

dimensions in the proposed method in F1 function for 500 

iterations 

در قسمت آخر بخش نتايج، میزان شايستگی زمانی 
 نخستشده در بخش را در آزمايش انجام هاروش

( میانگین بهترين هزينه 4ايم. در جدول )سنجیده
ها به همراه میانگین زمان اجرای از روش آمدهدستبه

الگوريتم براساس ساعت و همچنین پیچیدگی زمانی 
ايم. نتايج نشان داد که روش پیشنهادی ها را آوردهالگوريتم

ها میانگین بهترين هزينه کمتری نسبت به بقیه روش
ه در میانگین زمان کمتری، تعداد داشته است، در حالی ک

( را انجام داده است. با توجه به 150000تکرارها )

توان نتیجه ها میبرابر روشطورتقريبی بهپیچیدگی زمانی 
گرفت که روش پیشنهادی در فاز شايستگی زمانی نیز 

روش  ششبهتر عمل کرده است. روش پیشنهادی با 
ری روش معروف مقايسه شده و نتايج نشان از برت

پیشنهادی هم از نظر میانگین بهترين هزينه و هم از نظر 
( نشان 4آمده در جدول )دستزمان اجرا را دارد. نتايج به

دهند که روش پیشنهادی توانسته با ايجاد تنوع می
له، يک أمناسب و نحوه حرکت دومینوها در فضای مس

 (8)شکل وری ايجاد کند. مصالحه میان اکتشاف و بهره

 عد را نشانبُ دهها در بهترين هزينه الگوريتمنگین میا
 دهندمی. نتايج بر روی نمودارهای مختلف نشان دهدمی

ها، نسبت به ساير روش ،که روش پیشنهادی توانسته است
تری را از نظر میانگین با افزايش تعداد ابعاد نتايج مناسب

ارزيابی میزان تنوع جستجوی  (9)شکل هزينه کسب کند. 
گیری نرخ انحراف معیار استفاده از اندازهذرات با 

 تابع را نشان چهاردهتکرار برای  صددر  هاالگوريتم
دهند که نرخ انحراف معیار برای . نتايج نشان میدهدمی
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های رقیب در جايگاه روش پیشنهادی نسبت به ساير روش
ار نه خیلی زياد و نه تری قرار دارد )انحراف معیمناسب

نمودار به ترتیب، بهترين هزينه،  (10)شکل خیلی کم(. 
ها در میانگین هزينه، انحراف معیار و زمان اجرای الگوريتم

عد بُ پنجاهرا در  F6تا  F1روش پیشنهادی برای توابع 
دهند که در هر دهد. نتايج نمودارهای نشان مینشان می

گیری داشته بهبود چشمالگوريتم شده يادمعیار  چهار
نمودار بهترين هزينه، میانگین هزينه،  (11)است. شکل 

ها در روش انحراف معیار و زمان اجرای الگوريتم
 عد نشانبُ پنجاهرا در  F14تا  F7پیشنهادی برای توابع 

 چهاردهند که در هر . نتايج نمودارهای نشان میدهدمی

داشته است.  گیریالگوريتم بهبود چشمشده يادمعیار 
نیز نشان  F25تا  F15نتايج نمودارهای مختلف برای توابع 

، الگوريتم بهبود شدهيادمعیار  چهاردهند که در هر می
نمودار انحراف معیار  (12)گیری داشته است. شکل چشم

آزمايش میزان تنوع جستجوی روش پیشنهادی جهت 
را نشان  CEC 2014تابع از مجموعه محک  9ذرات برای 

دهد. نمودارهای ترسیم شده برای ارزيابی میزان تنوع می
دهند که روش پیشنهادی ابتدا میزان پراکندگی نشان می

رو به رشدی داشته و سپس از پراکندگی کاسته شده و 
اند )سیر گرا شدهسمت بهینه سراسری همذرات دومینو به 
 شود(.ذرات می گرايیهمنزولی منجر به 

 

 زمان اجرا و پیچیدگی زمانی(: نتایج 4-)جدول
(Table-4): Runtime results and time complexity 

DO FFFA BCSO MOHS NPSO ICS LOA الگوریتم 

O(nlogn) O(nlogn2) O(nlogn) O(n2logn) O(nlogn) O(nlogn) O(nlogn) پیچیدگی زمانی 

50.14 H 50.58 H 55.31 H 59.08 H 51.11 H 56.42 H 52.26 H میانگین زمان اجرا 

5.61E+03 1.62E+04 2.30E+04 1.51E+04 7.41E+03 9.04E+03 6.98E+03 میانگین بهترین هزینه 
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 ابعاد دهها در بهترین هزینه الگوریتم(: میانگین 8-)شکل
(Figure-8): Average Best Cost of Algorithms in 10 Dimensions 

 

   

   

   

   
 

  
 تابع چهاردهتکرار برای  صدها در گیری نرخ انحراف معیار الگوریتماستفاده از اندازه(: ارزیابی میزان تنوع جستجوی ذرات با 9-)شکل

(Figure-9): Evaluation of Particle Search Variability Using Measurement of Standard Deviation Rate of Algorithms in 100 

Repetitions for 25 Functions 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

87
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                            13 / 20

http://dx.doi.org/10.52547/jsdp.19.2.87
https://jsdp.rcisp.ac.ir/article-1-1094-fa.html


 

 
 52پیاپی  2شمارة  1401سال 

100 

  

  

  
  F6تا  F1ها در روش پیشنهادی برای توابع (: نمودار بهترین هزینه، میانگین هزینه، انحراف معیار و زمان اجرای الگوریتم10-)شکل

 ابعاد پنجها در الگوریتممیانگین بهترین هزینه 
(Figure-10): Graph of the best cost, average cost, standard deviation and runtime of the algorithms in the proposed method for F1 

to F6 functions Average best cost algorithms in 5 dimensions 
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 F14تا  F7ها در روش پیشنهادی برای توابع (: نمودار بهترین هزینه، میانگین هزینه، انحراف معیار و زمان اجرای الگوریتم11-)شکل

 ابعاد پنجها در هزینه الگوریتممیانگین بهترین 
(Figure-11): Graph of best cost, average cost, standard deviation and runtime of the algorithms in the proposed method for 

functions F7 to F14 Average best cost algorithms in 5 dimensions 
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 CEC 2014تابع از مجموعه آزمون  9آزمایش میزان تنوع جستجوی ذرات برای (: نمودار انحراف معیار روش پیشنهادی جهت 12-)شکل

(Figure-12): Standard deviation diagram of the proposed method for testing particle search variability  
for 9 functions of the 2014 CEC test suite 

 

 

 هاگیری وپیشنهادنتیجه -5
 سامانهسازی يک اصل پر اهمیت در پیشرفت يک بهینه

 ؛های علمی قابلیت نفوذ داردزمینه . اين اصل در همهاست

تواند در و بررسی پیرامون آن می پژوهشبنابراين، 

ثر باشد. در ؤهای مختلف زندگی بشر مپیشرفت جنبه

های اخیر، طبیعت و جانداران موجود در آن الگوی دهه

هايی شدند که توانستند راهی برای بسیاری از الگوريتم

اين مقاله ما يک  حل مسائل پیچیده پیدا کنند. در

سازی جديد ارائه داديم که شالوده آن را از الگوريتم بهینه

گذاری کرديم. در اين مقاله ما نظم و وحدت يک بازی پايه

و بررسی قرار داده  تحلیلموجود در بین دومینوها را مورد 

سازی کرديم و به يک چارچوب واحد برای حل و پیاده

سازی ومینوها را شبیهمسائل غیرقطعی رسیديم. رفتار د

کرده و يک الگوريتم تحت نام الگوريتم دومینو معرفی 

های نموديم. نتايج روش پیشنهادی را با سه دسته الگوريتم

های بین ، الگوريتم2010شده در قبل از سال ارائه

های و همچنین الگوريتم 2014تا  2010 هایسال

عه برای مجمو 2016و  2015های شده در سالمعرفی

CEC 2014  مقايسه کرديم و  استتابع م سیکه شامل

تابع در روش پیشنهادی بهتر  سیکیفیت نتايج در همه 

توان  روش پیشنهادی را در بود. برای کارهای آينده، می

که آيا  کردهای پويا مورد آزمايش قرار داد و بررسی محیط

های ايستا نتايج بسیار الگوريتم همچنان که در محیط

سازی تواند برای حل مسائل بهینهده، میکرخوبی تولید 

بندی پويا( نیز پويا )مسائل دنیای واقعی از جمله زمان

است که اکثريت  گفتنیکاربردی باشد يا خیر. البته 

های پايه از جمله الگوريتم ازدحام ذرات و کلونی الگوريتم

سازی ايستا موفق هزنبور مصنوعی در حل مسائل بهین

سازی پويا ولی به تنهايی در حل مسائل بهینه ،اندبوده

 اند.موفق نبوده
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التحصیل رشته فارغ محمدنبی امیدوار

افزار در مقطع گرايش نرم رايانهمهندسی 

کارشناسی ارشد از واحد علوم و 

تخصصی  ایتحقیقات و دانشجوی دکتر

افزاری نرم هایسامانهکامپیوتر گرايش 

تحت راهنمايی دکتر صمد نجاتیان و دکتر حمید پروين 

با موفقیت 1398خود در مهرماه  ایبوده که از رساله دکتر
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ت علمی أاکنون عضو هیاست. نامبرده هم کردهدفاع 

 بیست. وی تاکنون بیش از استدانشگاه آزاد اسلامی 

های معتبر داخلی و مقاله علمی در نشريات و کنفرانس

 خارجی ارائه و به چاپ رسانیده است. 

 نشانی رايانامه ايشان عبارت است از:
mn.omidvar@iauf.ac.ir 

 

مدرک کارشناسی خود  تیانصمد نجا

در رشته مهندسی  1382را در سال 

برق گرايش الکترونیک از دانشگاه 

و مدرک  بلوچستان سیستان و

 1386کارشناسی ارشد خود را در سال 

 مشهددر رشته مهندسی برق گرايش مخابرات از دانشگاه 

ی خود را در رشته مهندسی امدرک دکتر 1393و در سال 

 .ام مالزی.تی.يوبرق گرايش مخابرات از دانشگاه 

ت علمی أکرد. وی عضو هی دريافت کووالالامپور، مالزی

آوری فن معاون پژوهش وج، دانشگاه آزاد اسلامی ياسو

رئیس باشگاه و  دانشگاه آزاد اسلامی واحد ياسوج

است.  جوان دانشگاه آزاد اسلامی واحد ياسوجگران پژوهش

های تخصصی ايشان برق، مخابرات و هوش مصنوعی حوزه

مقاله علمی در نشريات و  85است. وی تاکنون بیش از 

رسانیده های معتبر داخلی و خارجی به چاپ کنفرانس

 است.

 نشانی رايانامه ايشان عبارت است از:
samad.nej.2007@gmail.com 

 

مدرک کارشناسی خود را  حمید پروین

در رشته مهندسی  1385در سال 

افزار از دانشگاه کامپیوتر گرايش نرم

شهید چمران اهواز و مدرک کارشناسی 

و  1387ارشد و دکتری خود را در سال 

در رشته مهندسی کامپیوتر گرايش هوش مصنوعی  1392

کرد. وی تاکنون  دريافتاز دانشگاه علم و صنعت ايران 

های مقاله علمی در نشريات و کنفرانس يکصدبیش از 

انیده است و چندين معتبر داخلی و خارجی به چاپ رس

 اند.کتاب چاپ کرده

 نشانی رايانامه ايشان عبارت است از:
parvin@iust.ac.ir 

 

مدرک کارشناسی  فردالله باقریکرم

در رشته مهندسی  1384خود را در سال 

افزار از دانشگاه اصفهان گرايش نرم رايانه

ی خود اارشد و دکتر و مدرک کارشناسی

از دانشگاه نجف 1395و  1387 هایسالترتیب در را به

افزار گرايش نرم رايانهآباد و اراک در رشته مهندسی 

ت علمی أتاکنون عضو هی 1385د. وی از سال کر دريافت

بخش مهندسی کامپیوتر دانشگاه آزاد اسلامی واحد ياسوج 

کاوی، يادگیری های تخصصی ايشان دادهاست. حوزه

دهنده است. وی تاکنون پیشنهاد هایسامانهماشین و 

های مقاله علمی در نشريات و کنفرانس هفتادبیش از 

 معتبر داخلی و خارجی به چاپ رسانیده است.

 :نشانی رايانامه ايشان عبارت است از
k.bagheri@iauyasooj.ac.ir 

 

دارای مدرک  سیده وحیده رضایی

ت علمی أی رياضی است. عضو هیادکتر

دانشگاه آزاد اسلامی واحد ياسوج است. 

مقاله علمی در  چهلوی تاکنون بیش از 

های معتبر داخلی و نشريات و کنفرانس

 خارجی به چاپ رسانیده است.

 نشانی رايانامه ايشان عبارت است از:
vahidehrezaie80@gmail.com 
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