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 چکیده
 ییشناسا ن،یبنابراشود؛ استفاده می جذاب یول مبهم تیموقع کی ریتفس شایعه یک تلاش جمعی است که در آن از قدرت واژگان برای

بر روی  بیشتر عهیشا صیله تشخأحل مس یبراپیشین   هایپژوهش .نده باشدکنکمک در تشخیص شایعات تواندیم عهیزبان شا

ها بر روی اند. اغلب این پژوهشمتمرکز شده عهیشا یمتن اصلو کمتر بر روی پاسخ کاربران  توییت و تییتویموجود در ر یاطلاعات متن

ات عیشا یمتن اصل تنها با تمرکز برروی هالمق نیارو، از این کارهای محدودی در زبان فارسی انجام شده است؛زبان انگلیسی بوده و 

 صیتشخ یبرا یکیزیرفیو غ یکیزیف ییمحتوا یهایژگیبر و یمبتن یمدلهایی با ارزش اطلاعات محتوایی بالا، فارسی و معرفی ویژگی

  F-داده توییتر را با معیارفارسی مجموعه عاتیشاکند. مدل پیشنهادی میو تلگرام ارائه  ترییتو یشده بررومنتشر یفارس عاتیشا

شناسایی کرده است؛ که  F 160/3-و شایعات تلگرامی را با معیار F 353/3-داده زلزله کرمانشاه را با معیار، شایعات مجموعه101/3

 های محتوایی متن شایعه منبع است. تنها با تمرکز بر ویژگیدهنده توانمندی مدل پیشنهادی برای شناسایی شایعات نشان
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Abstract 
The rumor is a collective attempt to interpret a vague but attractive situation by using the power of 

words. Therefore, identifying the rumor language can be helpful in identifying it. The previous research 

has focused more on the contextual information to reply tweets and less on the content features of the 

original rumor to address the rumor detection problem. Most of the studies have been in the English 

language, but more limited work has been done in the Persian language to detect rumors. This study 

analyzed the content of the original rumor and introduced informative content features to early identify 

Persian rumors (i.e., when it is published on news media but has not yet spread on social media) on 

Twitter and Telegram. Therefore, the proposed model is based on physical and non-physical content 

features in three categories including, lexical, syntactic, and pragmatic. These features are a 

combination of the common content features along with the proposed new content-based features. Since 

no social context information is available at the time of posting rumors, the proposed model is 

independent of propagation-based features and relies on the content-based information of the original 

rumor. Although in the proposed model, much information (including user information, the user's 
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reaction to the rumor, and propagation structures) are ignored, but helpful content information can be 

obtained for classification by content analysis of the original rumor. 

Several experiments have been performed on the various combinations of feature sets (i.e., common 

and proposed content features) to explore the capability of features in distinguishing rumors and non-

rumors separately and jointly. To this end, three machine learning algorithms including, Random 

Forest (RF), AdaBoost, and Support Vector Machine (SVM) have been used as strong classifications to 

evaluate the accuracy of the proposed model. To achieve the best performance of classification 

algorithms on the training dataset, it is necessary to use feature selection techniques. In this study, the 

Sequential Forward Floating Search (SFFS) approach has been used to select valuable features. Also, 

the statistical results of the t-test on the P-value (<=0.05) demonstrate that most of the new features 

proposed in this study reveal statistically significant differences between rumor and non-rumor 

documents. The experimental results are shown the performance of new proposed features to improve 

the accuracy of the rumor detection. The F-measure of the proposed model to detect Persian rumors on 

the Twitter dataset was 0.848, on the Kermanshah earthquake dataset was 0.952 and on the Telegram 

dataset was 0.867, which indicated the ability of the proposed method to identify rumors only by 

focusing on the content features of the original rumor text. The results of evaluating the proposed model 

on Twitter rumors show that, despite the short length of Twitter tweets and the extraction of limited 

content information from tweets, the proposed model can detect Twitter rumors with acceptable 

accuracy. Hence, the ability of content features to distinguish rumors from non-rumors is proven. 

 

Keywords: Persian rumors detection, Content analysis, Physical and non-physical content features, Text 

processing. 

 

 مقدمه -8
 در یدینقش کل ،یاجتماع هایرسانه عیسر بسیار شرفتیپ

 هایرسانه اغلب کاربران مدرن دارد.انتشار اخبار در جامعه 
انتشار  زیرا ن بلکه آن خوانند،یتنها اخبار را منه یاجتماع

راحتی صورت به انتشار اخبار دهند. به این ترتیب،یم
گیرد و در این بین ممکن است، اخباری انتشار یابند می
های مهمی کمك کنند که به تعریف و تبیین وضعیتکه 

اخبار شایعاتی هستند  نیا .شوندصورت دوپهلو ظاهر میبه
شده، و براساس مطالعات دهیشیاند شیاز پ ریثر تدابکه بر ا

 و ابندییو انتشار م هیجامعه هدف، ته نهزمی در مندنظام
های اجتماعی، متعددی در حوزه مشکلاتبروز باعث 

، عهیشا كرو، یاز این ؛دنشواقتصادی، سیاسی و ... می
آن در  صحتاست که  انتشاراز اطلاعات در حال  ایتکه

نشده  دییتأ خبری معتبر و موثقتوسط منابع زمان انتشار 
شته، ابتدا لازم است، تعریف . بر اساس تعاریف گذ[1] است

 عهی، شاپژوهش نیدر اروشنی از شایعه داشته باشیم. 
نشده در حال انتشار تأئید اطلاعات از یاقطعه"عنوان به

های محتوایی است که با استفاده از قدرت واژگان و مؤلفه

 مهم هایدگاهی، احساسات و دهادهیاقابل مشاهده در متن، 
 كیتحرکند و باعث نویسنده را به مخاطب منتقل می

 ".شودتوجه مخاطب میات، احساسات و جلبجانیه
 معرفی شده است.

 عهیشا یخاص و مرکز یهایژگیو هب فیتعر نیا در
های محتوایی فیزیکی که ؛ یعنی ویژگیشده است دیتأک
کننده باشد و توجهتواند برای هر خواننده جلبمی

گر احساسات و توایی غیرفیزیکی که بیانهای محویژگی

عقاید درونی نویسنده است. نویسندة شایعه با استفاده از 
، کشدیم ادیترس را فرهای محتوایی گاهی این ویژگی

رو، دهد؛ از اینای روش را نوید میگاهی امید واهی و آینده
از  شایعات زیوجه تماتوانند های محتوایی میاین ویژگی
بوده و در فرآیند تشخیص و تعیین اعتبار  غیرشایعات

 سزایی داشته باشند.شایعات نقش به

 نهیدر زم یمتعدد هایپژوهش ر،یدر چند سال اخ

–[2]ی و چینی سینگل در زبان عاتیخودکار شا شناسایی

مجموعه منظور از  نیا که برای انجام شده [10]

و شبکه انتشار  یدر سه سطحِ کاربر، محتو هایییژگیو

شده در انجام هایپژوهشخلاف براستفاده شده است. 

 میاز ن شیب ایکه سابقه یسیدر زبان انگل عهیشا نهیزم

 یفارسات عیشا رویبر  یچندان هایپژوهشقرن دارد، 

 کهیطورهب ؛هم ندارد یاست و عمر چندان انجام نشده

انجام  عاتیشا یبر رو یکه در زبان فارس هاییپژوهش

 ریثأت نهیدر زم [11]ی اندر حوزه علوم انس تربیش ،شده

ها و جامعه بوده است. بر اساس در سازمان عهیشا یروان

در  [13]و  [12]ها تنها دو کار پژوهشی آخرین پژوهش

تشخیص شایعات در  یبر رو ایرایانهو  یستمحوزه سی

 انجام شده است.  یبان فارسز

 فناوری در ایران نیز یریکارگهب ر،یدر طول دهه اخ

و  تانتشار اطلاعا ندیفرآ عیو تسر لیسبب تسه

موضوع استعداد  نیا یشده و از طرف گرانیبر د یرگذاریثأت

 کند؛ینسبت فراهم م نیرا به هم عاتیانتشار شا ینهان

عموم  نیدر ب عهیبا توجه به اثرات سوء انتشار شا ن،یبنابرا

مردم به انتشار  بیو ترغ تینفرت و ترس و عصبان جادیو ا
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به  عاتیو کنترل شا صیتشخ ،ی، اعتبارسنجشایعات

قرار گرفته برخط  یاجتماع هایدر شبکه ریخط یمسائل

خودکار هایی سامانه سازیادهیو پ یطراح نبنابرای. است

 یادیز اریبس تیاز اهم فارسی عاتیشابرای شناسایی 

 برخوردار است.

له، أمس نیحل ا یبرا ،قصد دارد پژوهش نیا
و شبکه  اسطحِ کاربر، محتو هاطلاعات در س لیتحل یجاهب

مدلی مبتنی بر اطلاعات متنی شایعه منبع و بدون  ،انتشار
وابستگی به اطلاعات مربوط به پیشینه انتشار شایعه ارائه 

 یبا تمرکز بر روتنها  که مدل پیشنهادی،طوریکند؛ به

گرفتن نظربدون دره منبع و عیشایی محتواهای ویژگی
قادر  ،های پاسخو توییت ریتوییتاطلاعات متنی مربوط به 

ی برای شنهادیمدل پ ن،یبنابرا باشد؛ عاتیشابه شناسایی 
مجموعه  یبر رو شناسایی شایعات در متون فارسی،

 ی،از جمله، بافت متن امیپ یبر محتوا یمبتن هاییژگیو
و  یسطح لیتحل ،عاتیدر شا جیرا واژگان ،گفتارکنش

عملگرا متمرکز شده و  ینحولغوی،  هاییژگیو قیعم
از  ییحجم بالا ها،یژگیو نیمنظور استخراج اهباست. 

تلگرام و شبکه  رسانامیشده در شبکه پرد و بدل هایامیپ

 نی. اه استقرار گرفت لیو تحل هیمورد تجز ترییتو یاجتماع
 ییگودنبال پاسخبه هایژگیو نیآوردن ادستبهبا پژوهش، 
 :است ریز هایبه پرسش

 عهیشا ی متونو گرامری در ساختار لغو یتفاوتآیا  (1

  وجود دارد؟ غیرشایعهو 

یی متن محتوا یهایژگیتنها با استفاده از و ایآ (2

اطلاعات بدون در نظر گرفتن  شایعه منبع و

توان شایعات را و پاسخ کاربران می ریتوییت

 کرد؟ شناسایی

و  های محتوایی فیزیکیویژگی چه پردازان ازعهیشا (3

متن استفاده  تیجذاب شیافزا یبراغیرفیزیکی 

 کنند؟ می

نیز  [16]–[14]های پیشین تعدادی از پژوهش

های منظور حل مسأله تشخیص شایعه بر روی ویژگیبه

ست که آنها اند، اما این درحالیمحتوایی متمرکز شده

و  ریتوییتهای مدنظرشان را از اطلاعات اغلب ویژگی

عبارتی، کنند. بهی توییت پاسخ کاربران استخراج میمحتوا

آنها برای انجام فرآیند تشخیص شایعه نیاز به تاریخچه 

انتشار شایعه و اطلاعاتی دارند که بعد از انتشار شایعه 

شود. وبدل میمنبع توسط کاربران در فضای اجتماعی رد

های اصلی این پژوهش برای شناسایی رو، نوآوریاز این

 شایعات فارسی عبارت است از:

 در این ه: عیشاانتشار  نهیشیبه پ یوابستگ عدم

های محتوایی پژوهش، یك مدل مبتنی بر ویژگی

پست منبع برای تشخیص شایعات ارائه شده است، 

های پیشین نیازی به انتظار برای که برخلاف پژوهش

آوری اطلاعات کمکی همچون پخش شایعه و جمع

پاسخ کاربران نیست، بلکه تنها با و توییت  ریتوییت

بودن های محتوایی متن منبع، شایعهتمرکز بر ویژگی

 شود. یا نبودن آن متن تعیین می

 منظور تحلیل به های محتوایی جدید:ارائه ویژگی
ای از تر متون شایعه، مجموعهمحتوایی عمیق

ویژگیهای جدید شامل چهار ویژگی لغوی، دو ویژگی 
های عنوان ویژگیگرا بهویژگی عملنحوی و شش 

متمایزکننده شایعات از غیرشایعات معرفی شده 
های همراه سایر ویژگیها بهاست. این مجموعه ویژگی

های پیشین شده در پژوهشمحتوایی رایج معرفی
 اند.  کار گرفته شدهبرای شناسایی شایعات به

در ادامه، ساختار مقاله به این شکل است: در بخش 
های پیشین در زمینه تشخیص شایعات بحث پژوهش 2

مدل پیشنهادی برای شناسایی شایعات  3شده و در بخش 
دادة مجموعه 4فارسی شرح داده شده است. بخش 

نتایج  5کند. در بخش رفته در مقاله را معرفی میکاربه
 6های پژوهش نمایش داده شده و بخش تجربی و ارزیابی

پژوهش و پیشنهاد کار آینده  گیریبه بحث و نتیجه
 اختصاص داده شده است.

 

 پژوهش نهیشیپ -3
 یناز چند عاتیشاخودکار اعتبار  نییو تع صة تشخیلأمس

وسیعی  هایپژوهشسال قبل مورد توجه قرار گرفته و 
 هاییشرفتیپ زینانجام و  نهیزم نیدر ا وستهیطور پبه

(، حوزه مجموعه 1در جدول ) حاصل شده است.
های پیشین و روش کاررفته در روشهای بهویژگی

 پیشنهادی ما نمایش داده شده است. برخی از کارهای
در در زمینه تشخیص و تعیین اعتبار شایعات انجام شده 

 : استبه شرح زیر  ریاخ هایسال
 هایاز روش [2]ن و همکارا لویکاست 2111سال  در

 عدم ایحت ص یابیارز یبرا ییباناظر دودو بندیدسته
استفاده  یسیانگل ترییتو یموجود بر رو شایعاتصحت 

 ی راژگیچهار نوع و شانیهالیانجام تحل یکردند و برا
 امیبر پ یمبتن هاییژگ( وی1): مورد بررسی قرار دادند

متوسط طول  ،ها، تعداد واژگان مجزا)تعداد واژگان و نویسه
بر شبکه )شامل اطلاعات  یمبتن هاییژگیو( 2واژه و ...(، )

های برجسته یژگیو( 3)کاربر، تعداد دوستان کاربر و ...(، 
 های( ویژگی4)، هشتگ و ...( و URL)شامل،  توییتر

به  نش تنهاو همکارا لویکاست انتشار.شبکه بر  یمبتن

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
1.

50
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             3 / 22

http://dx.doi.org/10.52547/jsdp.18.1.50
https://jsdp.rcisp.ac.ir/article-1-1033-en.html


 
 00پیاپی  8شمارة  8033سال 

09 

 هاتییبودن توکاربران از معتبر یدرک شخص نیتخم
ها متمرکز امیپ اعتبار زانیم یبررس یپرداختند و بر رو

در  2111زلزله سال هایی که بر روی در تحلیل نشدند.
 که نسبت ی انجام دادند، آنها به این نتیجه رسیدندلیش
یك  عاتیشا 2کنندهنقضو 1کنندهتیحما یهاتییتو نیب

 به یك است.
 3یاصلاح یزبان یو نوع الگود [10]ن ائو و همکاراژ

پیشنهاد دادند؛ بنابراین،  عاتیشابرای  4یو درخواست
یداد رو وضعیتدر مورد  های کاربرانپرسش و پاسخ

آن مشاجرات در مورد /اصلاحات و یق(تصدیید/الات تأؤس)
منظور به .رویداد را مورد تجزیه و تحلیل قرار دادند

گرام و گرام، دواستخراج این الگوها، واحدهای لغوی یك
ی هاامیپای از گرام از محتوای مجموعهسه

شده استخراج شده و فرکانس هر یك از این گذاریبرچسب
داده بررسی، سپس، الگوهای های در کل مجموعهویژگی

 سودو  25های خیشده با استفاده از روشاستخراج
ی مهم یهایژگیوشوند تا بندی میرتبه 6(IGی )اطلاعات

های شایعه از غیرشایعه را کردن توییتکه قابلیت متمایز
 رند، شناسایی شوند. دا

اعتبار  نییتع [5] ، کووان و همکاران2114سال  در
انجام  یژگیرا بر اساس سه دسته و ترییدر تو عاتیشا

بر اساس  یژگیو 11) عهیانتشار شا ی( الگوها1دادند: )
 یشبکه اجتماع تیآمده از وضعدستهب  یزمان هاییسر

)پانزده  7دوستی( شبکه انتشار و شبکه 2ام(، )iدر لحظه 
بر اساس سه ساختار شامل شبکه  یساختار یژگیو

( 3، شبکه انتشار(، )دوستیشبکه   LCC، دوستی
معنایی  با استفاده از ابزار یزبان یژگیو 65استخراج 

LIWC8 آنها برای تجزیه و تحلیل متن از ابزار .LIWC 
ی و شناخت یاحساس ،یساختار یکه اجزا استفاده کردند

کند. یم یابیارز فرهنگ واژگاناستفاده از  بامتن را  كی
گران، واژگان احساسی مثبت، واژگانی با کنش این پژوهش

هایی عنوان ویژگیتجربی و ضمیر اول شخص را به
 ات از غیرشایعات معرفی کردند.متمایزکننده شایع

سه مجموعه  [3]و همکاران  انینی، قزو2111در سال 
 یهاتییتو یبر رو عاتیاعتبار شا نییتع یبرا یژگیو

عبارتند از:  هایژگیو نیقرار دادند. ا یمورد بررس یسیانگل
، 9(POS)گفتار ی)اجزا ابر محتو یمبتن یها یژگی( و1)

 urlی برا URL برچسبها و هشتگ یبرا برچسب فیتعر
بر شبکه  یمبتن هاییژگی( و2(، )هاگرام Nو استخراج 
توییت و  ریتوییتهای یژگیرفتار کاربر: و ی)تمرکز بر رو

 

1 Supporting 
2 Debunking 
3 Correction 
4 Enquiry 
5 Chi-Squared 
6 Information Gain 
7 Friendship   
8 Linguistic Inquiry and Word Count 
9 Part of Speech 

 (.URLو  )هشتگ ترییخاص تو هاییژگی( و3پاسخ( و )
 نییتع یبرا [6] ابیو د انیدی، حم2115سال  در

شامل،  شیآزما یدو سر یسیانگل عاتیاعتبار شا
 بندیو دسته 11(SRDC) یامرحلهتك بندیدسته

انجام  یبا استفاده از روش نظارت 11(TRDCای )مرحلهدو
( 1: )عبارتند از ایمرحلهدو بندیدستهمراحل دادند. 

نوع  یبند( دسته2نامعتبر(، ) ای)معتبر عهیشا صیتشخ
آنها سه طرف(. یب ای یالؤ، سیبی، تکذیدی)تائ عهیشا

: کار گرفتندبه هایشانشیانجام آزما یبرا یژگیومجموعه 
 هاییژگیو، (2) ت،ییتو یبر محتوا یمبتن هاییژگیو (1)

-تی، موجودینترنتیا های)احساسات، شکلك 12گراعمل
 داد)تع ترییمخصوص تو هاییژگیو( 3) (،نامدار های

 ،ریتوییت،یروز، شناسه کاربر كیشده در پست یهاتییتو
 (.URLها و ها، هشتگپاسخ

 هاییژگیو انیاز م [17] ی، وثوق2115در سال 
 نیترعنوان مهمرا به یژگیو هفده، [2]شده در مقاله فیتعر

و مورد  یمعرفشایعات  ییشناسا یبرا هایژگیو نیو موثرتر
 یسیانگل عهیشا هایتییصحت تو یقرار داد. وثوق لیتحل

بندهای دستهاستفاده از  اب یمختلف یزمان هایرا در دوره
DTW  و  مدل پنهان مارکوف (HMM)13 کرد.  یسازمدل

دوم  مهیاز ن آمده در دوره زمانیدستهب جهینت نیبهتر
 عهصحت شایصحت/عدم دأییتا زمان ت عهیزمان شروع شا

طور هب ،یدوره زمان نیتجاوز نکرد. ا 6/1بود که از دقت 
 وعیبعد از ش قهیدق بیستساعت و  سهدر حدود  نیانگیم

 بود.  عهیشا
از ساختار  [8] و همکاران وی، وو2115در سال 

شبکه  یر روب عاتیشا شناسایی یها براامیانتشار پ
معتقد . آنها استفاده کردند Sina Weib ینیچ یاجتماع
است.  عاتیشاغیرمتفاوت از  عاتیساختار انتشار شا ،بودند

 یلکاربر معمو كیابتدا توسط  عهیشا كکه، یطوریبه
و   رهبر نظرریتوییت ی، سپس توسط تعدادارسال

کاربر  یادیتوسط تعداد ز درنهایتو  یبانیپشت
 ،عهیشاپست غیر كی. برعکس، شودیم  ریتوییتیمعمول

توسط  طورمستقیمبهو  شودیرهبر نظر پست م كیتوسط 
 . شودیمت ریتویی یادیز یکاربران معمول

در  [7] و همکاران سیدی، جاسم2116سال  در
( به دقت یدوره زمان ده) یمشابه روش وثوق یدوره زمان

 یبالاتر از روش وثوق یکه دقت افتندیدست  %76 کمستد
طور هب هعیاعتبار شا نییدر تع %76دقت  نیاست. ا [17]

 وعیبعد از ش قهیدق پنجاهساعت و  یكدر حدود  نیانگیم
چهار  عهیهر شا یبرا سندگانینودست آمده است. هب عهیشا

 تیقابل نییتع یبرا اریمع هشتادمجموعه داده شامل 
 ،ا)محتو هاتیی( اطلاعات تو1) :کردند یآورجمع اعتماد

 

10 Single-step Rumor Detection and Classification 
11 Two-step Rumor Detection and Classification 
12 Pragmatic 
13 Hidden Markov Models 
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)شماره ( اطلاعات کاربران 2) ،(رهیغ و ریتوییت،یمهرزمان
(، رهیکاربر و غ ها، دوستان و فالوورهایتعداد پست ،یکاربر

 411( 4)شبکه دوستان( و ) یع( اتصالات شبکه اجتما3)
 . عهیآخر کاربران قبل از شروع شا تییتو

در کار  [9] ابیو د انیدی، حم2116در سال 
مطرح شده در کار  هاییژگیاز مجموعه و ،یگرید

 ی پیشینشنهادیپ یژگیو پانزده همراهبه [3]یان نیقزو
 عهیشا یابیبازنویسندگان به استفاده کردند.  [6] خود

(RR)1 ی سیانگل ترییتو یبر رو 2اعتماد یو بررس
ها، نویسندگان با توجه به طول کوتاه توییت پرداختند.

بردار نهان ، RRشایعه در فرآیند ضوع مو نییتعبرای 
 شینما كیTLVیژگیو ند.کار گرفتهبرا  3(TLV) تییتو

کند تا اطلاعات بیشتری یم جادیا تییاز هر تو یعدبٌ صد
از محتوای توییت برای تعیین شباهت معنایی بین 

 اریمع نیهمچن ها در دسترس باشد. نویسندگانتوییت
اعتماد منتشرکنندگان  زانیم راتییو تغ یاعتماد را معرف

 کردند.  یررسب 2116تا  2111 یهالسا نیماب را عهیشا
شش  [18]، چووا و همکاران 2116در سال 

مجموعه ویژگی را برای بررسی نقش زبان در تعیین اعتبار 
)تعداد 4شایعات پیشنهاد دادند که عبارتند از: قابلیت درک

واژگان با طول بیشتر از شش کاراکتر(، احساسات )تعداد 
ن احساسی مثبت، منفی و خنثی(، زمان )تعداد واژگا

 3های گذشته، حال و آینده(، کمیت)واژگان در زمان
ویژگی(، و عنوان )نوع  6ویژگی(، استایل نوشتاری )

 هایویژگی یریاندازه گ یبرا  LIWCشایعه(. آنها از ابزار
 ت استفاده کردند.عایشا یزبان

از دو نوع  [19]، زوبیاگا و همکاران 2117در سال 
( 1بندی شایعات استفاده کردند. )دستهویژگی برای 

، POSهای مبتنی بر محتوی )هفت ویژگی شامل، ویژگی
های اجتماعی )پنج ( ویژگی2علامت سؤال و تعجب و ...(. )

ویژگی شامل، تعداد توییت، مدت زمان عضویت کاربر، 
 یدر سناریوها اعتبار کاربر و ...(. اما، اغلب این ویژگی

 آیند.میدست هزمان واقعی ب

یك  [21]، تاکور و همکاران 2118در سال 
چارچوب یادگیری ماشین باناظر برای تشخیص شایعات 

شده در توییتر پیشنهاد دادند. این چارچوب از دو منتشر
ها در دو رده شخصی و بندی توییت( دسته1مرحله )

های خروجی ( تشخیص موضوع توییت2غیرشخصی، )
 مرحلة نخست تشکیل شده است.

 یبه بررس [22] 2118وثوقی و همکاران در سال 
درست،  یو مختلط )تا حدود نادرست، یانتشار اخبار واقع

ای از اخبار و بر روی مجموعه داده( نادرست یتا حدود
در توییتر  2117تا  2116سال شده از شایعات منتشر

 

1 Retrieval Rumor 
2 Belief 
3 Tweet Latent Vector 
4 Comprehensibility 

باعث  نیدروغ یهاداستانآنها دریافتند که  .ندپرداخت
 یواقع یهاداستانو شوند، یرس، انزجار و تعجب مت

نتایج و اعتماد بودند.  ی، غم، شادبینیپیشبخش از الهام
و  یسرعت انتشار اخبار واقع های آنها نشان داد کهآزمایش
 حقیقتاما در، یکسان استها رباتتوسط  نادرست

 ،شوندیپخش م اخبار واقعیاز  شتریب نادرست یخبرها
 کنند.با احتمال بیشتری اقدام به انتشار میها انسان رایز

تعیین اعتبار  [15] 2119لی و همکاران در سال 
شایعات را در دو مرحله انجام دادند: مرحله نخست، تعیین 

کاربر نسبت به شایعه، مرحله دوم: تعیین اعتبار  5موضع
(. آنها برای نشدهدأییت ای، نادرست حیصحشایعه )

 یهایژگیبا و یمدل شبکه عصب كیموضع،  بندیدسته
 از اطلاعات، عهیشاتعیین اعتبار  یبرا کار بردند؛ ورا به زبان

 ریمسو کاربر، موضع کاربر، و  ، اعتبار منبععهیشا یمحتوا
 .استفاده کردند دادیانتشار رو

 كی [16] 2119خینگ و همکاران در سال 
 بازگشتی یشبکه عصبوسیله به دیجد یریادگیچارچوب 

برای  6RNN)-(ViPی عمیق بر ادراک بصر یمبتن
سطح بالا های کردند. آنها ویژگی شنهادیپتشخیص شایعه 

در این مدل از  و اطلاعات متنی را مورد بررسی قرار دادند.
RNN های موقت اطلاعات آوردن وابستگیدستبرای به

های های مرتبط با شایعه و ترکیب ویژگیمتنی پست
لغوی سطح پایین با تعاملات معنایی سطح بالا با روش 

ولوشن کان یشبکه عصب یبا درک بصرمراتبی سلسله
(CNN)7 ادغام اطلاعات  ی. براکار گرفته شده استبه

 یهاهیلا آنها، CNNو RNN وسیلهبهشده آموخته
 کردند. بیمدل ترک كیرا در  کانولوشن و بازگشتی

شده در حوزه انجام هایکاربر اساس مطالعات ما، 
در  یفارس تشخیص شایعات یبر رو ایرایانهو  یستمیس

و در سال  [12]و همکاران  یتوسط زمان 2117سال 
 یبر رواست که  [20]توسط محمودآباد و همکاران  2118

ی انجام شده است. در هر دو کار، فارس هایتییتو
ی )شامل، بررسی نوع ساختار هاییژگیوای از مجموعه
 ، و ...(،ریتوییتیا توییت پاسخ(، تعداد  ریتوییتتوییت )

هزار های خاص توییتر )شامل پنجاهیی و ویژگیمحتوا
، URLهای توییت، یونیگرام از شایعات توییتر، تعداد نویسه

های کاربر )مانند، تعداد دوستان، هشتك و ...( و ویژگی
، اعتبار کاربر و ...( مورد ارزیابی قرار 8گانکنندهدنبال

های خود را بر ارزیابی [12] و همکاران یزمان .گرفته است
غیرشایعه فارسی با و  عهیشا یهاتییتو ای ازروی مجموعه

نتایج آزمایشگاهی آنها . موضوعات مختلف انجام دادند
ها یژگیو ریکاربران نسبت به سا یهایژگیو نشان داد که

 

5 Stance 
6 Deep Visual perception based Recurrent Neural 

Network 
7 Convolutional Neural Network 
8 Follower 
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03 

محمودآباد و  .کنندمیثرتر عمل مؤ عاتیشا ییشناسا در
زلزله "های خود را بر روی رویداد ارزیابی [20]همکاران 

بندهای مختلف در توییتر با استفاده از دسته "نشاهکرما
های آنها، جنگل تصادفی و انجام دادند. نتایج ارزیابی
meta.RandomSubSpace بند در عنوان بهترین دستهرا به
 دهد.شناسایی شایعات نشان می

این پژوهش، برای شناسایی شایعات تنها بر روی 
های محتوایی متن منبع متمرکز شده است. وجه ویژگی

های پیشین این است که، تمایز این پژوهش با پژوهش
که برای حل مسأله  [19] ,[18] ,[16]هایی پژوهش

های محتوایی متمرکز تشخیص شایعه بر روی ویژگی
شده از واکنش کاربران اند، از اطلاعات استخراجشده

شده کمك منتشرهای پاسخ( به خبر یا توییت ریتوییت)
گیرند. برای استخراج این اطلاعات، لازم است، می

زمانی از انتشار شایعه سپری شود؛ اما، این پژوهش مدت
قصد دارد بدون صرف زمان برای انتشار شایعه و بدون 

 یبر روگرفتن واکنش کاربران، تنها با تمرکز نظردر
 متن منبع شایعات فارسی را شناسایی ییمحتوااطلاعات 

کند. مزیت مدل پیشنهادی نسبت به کارهای پیشین این 
دلیل عدم وابستگی به اطلاعات است که، این مدل به

پیشینه انتشار، قادر است در همان لحظات اولیه انتشار که 
اطلاعاتی از واکنش کاربران در دسترس نیست، شایعات را 

   شناسایی کند.

 

 

 های پیشین مبتنی بر یادگیری باناظرشده در پژوهشهای معرفیفهرست ویژگی: (8-جدول)

 .در مقایسه با روش پیشنهادیبرای تشخیص شایعه 
(Table-1): The list of features introduced by supervised learning- based previose works for rumor detection 

 in compration with the proposed method. 
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[2] √  √     √  √ √ √   

[10] √            √ √ 

[5] √  √  √   √   √    

[3] √ √   √      √ √ √ √ 

[6] √  √ √ √     √   √ √ 

[17] √          √  √ √ 

[8]          √ √  √  

[7] √         √ √ √ √ √ 

[9] √  √ √ √     √   √ √ 

[18] √         √ √ √ √ √ 

[19] √ √        √  √   

[12] √         √ √ √ √ √ 

[20] √         √ √ √ √ √ 
روش 

      √ √ √ √ √ √ √ √ √ پیشنهادی

 

 پیشنهادی روش -2 
کاوی و تحلیل های متنپژوهش، با استفاده از روش نیادر 

منظور های محتوایی بهیژگیبر و یمبتن یمدلمحتوا، 

هر  .ی ارائه شده استدر زبان فارس عاتیشا شناسایی

 است یکیزیفریو غی کیزیفیی محتوااطلاعات شامل شایعه 

در  .تواند در شناسایی شایعات نقش مهمی ایفا کنندکه می

روش پیشنهادی با تحلیل این دو دسته ویژگی، مجموعه 

اطلاعات ارزشمندی از محتوای شایعه برای شناسایی آن 

 تشخیص یبرا یشنهادیمدل پشود. مراحل استخراج می

  عبارتند از: عاتیشا

  پردازش متن ورودی؛پیش ،نخستمرحله 

 های دوم، تحلیل محتوا و استخراج ویژگی مرحله

 فیزیکی و غیرفیزیکی؛
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  شکل بردار ویژگی بر اساس نمایش متن به، سوممرحله

 شده از مرحله قبل؛های محتوایی استخراجویژگی

  بند بر اساس بردارهای آموزش دسته، چهارممرحله

 داده آموزشی؛ شده برای مجموعهایجاد ویژگی

  بردار ویژگی برای متن ورودی و ایجاد ، پنجممرحله

وسیله بودن یا نبودن آن متن بهتشخیص شایعه

 بند.دسته

یك از مربوط به هر  اتیادامه، به شرح جزئ در

مدل  یکل همچنین، ساختار. شودیپرداخته ممراحل 

 (1)در شکل ی فارس عاتیشا تشخیص یبرا یشنهادیپ

 داده شده است. شینما

 

 
 یشنهادیمدل پ یکل ساختار: (8-شکل)

 .عاتیشاتشخیص  یبرا 
(Figure-1): The general structure of the proposed model to 

identify rumors. 
 

 پردازشپیش -8-2
 یهاشده در شبکهمنتشر یهاپست از جمله برخطمتون 

از . هستند فهنو یحاو طورمعمولبه رسانامیو پ یاجتماع

 یاهیژگیو لیتحل بری مبتن یشنهادیکه مدل پییآنجا

ردازش پشیپبنابراین، انجام است،  عهیمتن شا ییمحتوا

 یحتوام لیتحل ندیگام در فرا نخستینعنوان ها بهداده

 كیاستاندارد به ریمتن غ كیکردن زهیمنظور نرمالمتن به

 مرحله است. در این پژوهش، شش ضروری حالت متعارف

بر  1(Hazmبا استفاده از کتابخانه هضم ) پردازشپیش

نجام شده است. هضم یك کتابخانه منبع باز اروی متون 

ی در زبان فارس یلازم بر رو هایانجام پردازش یبرا

ه منتشر شد NLTK کتابخانه از استفاده پایتون است که با

پردازش متون شامل شده برای پیشمراحل انجام .است

 موارد زیر است:
 

1 http://www.sobhe.ir/hazm/ 

 کردن نیگزیها با جانویسه یسازکسان: ی2یسازنرمال
 ی. استاندارد در متن ورود یهانویسه

 ا.هجملات و واژه یجداسازها: و واژه جملات3عیتقط 
 صورت به : استانداردسازی واژگان4یابی لغویریشه

 ."کتاب"←"هاکتاب"واژه، مثال:  شهیر
 هیشب یادیتا حدود ز ندیفرا نیا: 5یابی معناییریشه 

 شهیر یابی لغوی است، اما با این تفاوت که وازهریشه
است  حیصح واژه كی یهمواره از نظر فرهنگ واژگان

یابی لغوی در ریشه انامه وجود دارد(؛ امدر لغتیعنی )
مثال:  نباشد نیممکن است چن

 ."رو#رفت"←"روممی"
 گفتار یاجزا یگذارتگ (POS)6 : عمل انتساب

فعل،  د،یاسم، صفت، ق لی)از قب ینحو هایبرچسب
 كیدهنده لیتشک هایها و نشانهبه واژه( …حروف و 

 . متن است
 وابستگی رابطه بین  : درخت7یوابستگ هیدرخت تجز

دهد. بنابراین، واژگان را در یك جمله نمایش می
پیچیدگی گرامری متن برمبنای عمق درخت وابستگی 

 شود. آن متن محاسبه می

 
 

های و استخراج ویژگی تحلیل محتوا -3-2

 محتوایی
آن مشخصات خاص  لهیوسکه به ی استفن ،محتوا لیتحل

 یعلم جهت استنباط قیطور روشمند و دقبه امیپ
دنبال گران بهمحتوا، پژوهش لیدر تحل. شوندیم ییشناسا

هستند. محتوای یکی  بر روی مخاطبان امیشناخت اثر پ
متن دارای دو مجموعه ویژگی فیزیکی و غیرفیزیکی است. 

هایی هستند که در متن قابل دسته نخست ویژگی
های گر احساسات و دیدگاهاند، دسته دوم، بیانمشاهده

نویسنده متن است که قصد انتقال آن به خوانندگان را 
حتوای رو، در مدل پیشنهادی برای تحلیل مدارد؛ از این

ی عیپردازش زبان طب هایروشاز  یریگبا بهره ،شایعات
(NLP)8 ویژگی فیزیکی و غیرفیزیکی معرفی دو مجموعه

اند که قابلیت متمایزسازی شایعات و غیرشایعات را شده

( 3 و 2) هایول(. در ادامه، جد2دارند )شکل 
کاررفته را برای تشخیص شایعات در های بهویژگیمجموعه

ترتیب در دو دسته فیزیکی و غیرفیزیکی ارسی بهزبان ف

 

2 Normalization 
3 Tokenization 
4 Stemming 
5 Lemmatization 
6 Part of Speech tagging 
7 Dependency tree 
8 Natural Language Processing 
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صورت پررنگ و با های پیشنهادی بهدهند. ویژگینشان می
 است. علامت ستاره )*( نمایش داده شده

 

 
 های محتوایی مرتبط با آن(: شایعات و ویژگی3-)شکل

(Figure-2): Rumors and content features related to it 

 

 فیزیکی شایعاتمحتوای  -8-3-2
رفته کاربه یهاها و قالبحامل ی یك متنکیزیف محتویات

نشان داده  (2)که در شکل طورهمان در آن متن است.
شامل عنوان خبر،  شایعات یکیزیف یشده است، محتوا

 ؛است هالمیف ای ریمانند تصاو یگریو عناصر دی اصل متن
 یهاداده متندر  قابل مشاهده هر مؤلفه موجودبنابراین، 

 و ،ری، تصویموجی، ا، هشتگ URL، مانندبرخط یاجتماع
شوند. یدر نظر گرفته م یکیزیف یك ویژگیعنوان بهم لیف

در این پژوهش با توجه به نبود وجود اطلاعات بصری 
شده، دادة گردآوری)شامل، تصویر و ویدئو( در مجموعه

عنوان سبك تنها عناصر موجود در عنوان و بدنه متن به
 نوشتاری پردازش شده است. 

طورمعمول با نوشتار که، اخبار موثق بهاز آنجایی
شوند، بنابراین رسمی و با الگوی گرامری استاندارد بیان می

دارای سبك نوشتاری یکسانی هستند؛ اما شایعات با 
. این [23]شوند های نوشتاری متفاوتی بیان میسبك

دلیل تفاوت در نوع شایعه تفاوت در الگوی نوشتاری به

 رینظ ،یگوناگون یارهایبراساس مع عاتیشااست؛ زیرا، 
ند توانیم آن ریانتشار و نظا زهیزمان، موضوع، انگ اریمع

براساس بندی شایعات ی شوند. برای مثال، تقسیمبنددسته
پردازان شامل شایعات ی شایعهشناختروانی هازشیانگ

شده در آور و خسمانه است که شایعات ایجادهیجانی، ترس
های محتوایی متفاوتی بیان ها با ویژگیهر یك از این حوزه

رو، با از اینشوند تا مورد توجه مخاطب قرار گیرند؛ می
ازش حجم زیادی از اخبار و شایعات فارسی، پرد

های محتوایی فیزیکی در دو دسته ای از ویژگیمجموعه
برای تجزیه و تحلیل سبك نوشتاری  2، نحوی1لغوی

( ترکیبی 2معرفی و مورد ارزیابی قرار گرفته است. جدول )
های رفته در پژوهشکارهای محتوایی فیزیکی بهاز ویژگی

پیشنهادی جدید در پژوهش حاضر را های پیشین و ویژگی
های جدید با علامت ستاره )*( ویژگیدهد. نمایش می

 اند.مشخص شده
های محتوایی فیزیکی برای فهرست ویژگی: (3-جدول)

 های پیشنهادی جدید با علامت * ویژگیتشخیص شایعات. 

 اند.مشخص شده
(Table-2): The list of physical features for rumor 

detection. The proposed new features are marked  

with the "*" mark. 

 دسته

 زیردسته

 اختصار )توضیحات( یژگیو

ی
 لغو

ی
 کمیت

 W واژگان #

 S جملات #

 P گذاری )؟، !، : و ...(نقطه

 SC (,% ,$ ,# ,@ , ~های خاص)نویسه

ی
 کمّ

 NLC و ...( %81، 111های عددی )نویسه

 NW واژگان شمارشی )دومین، صد و ...(

 Qty سنج )چند، بسیار و ...(واژگان کمیّت
ی

 کلید

 Cer واژگان قطعی )حتما، باید و ...(

 UCer قطعی)شاید، احتمالاو ...(واژگان غیر

 QW واژگان سؤالی )چرا، کجا و ...(

 IW واژگان استنتاجی )نتیجتاً، ...(

 SV افعال حسی )دیدن، شتیدن و ...(

 *RT زمان نسبی )فردا، امروز، دیشب و ...(

 *MV افعال حرکتی )نوسان، افتاد و ...(

 *SP عبارات آغازین)خبر مهم، فوری و ...(

اجباری، عبارات پایانی)کپی

 رسانی کنید و ...اطلاع
EP* 

ی
 نحو

P
O

S
 

 N اسم

 V فعل

 Adj صفت

 Adv قید

ضمیر )سوم شخص و اول شخص 

 جمع(
Pro 

ی
 غیررسم

 SM اشتباه املایی

 BW واژگان بد

 SW واژگان عامیانه

  Emjشکلك 

 *CW واژگان پی در پی در یك جمله

 *CC های پی در پی در یك کلمهنویسه

 
 

 

1 Lexical 
2 Syntactic 
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 های لغوییژگیو  -8-8-3-2

را بیان  یاحساسات خاص های لغوی، معانی یاویژگی

 متن یفتوص یبرا یمهم یلیخ کنند و راهنمایمی

متن استخراج از سطح واژگان  هایژگیواین  .هستند

رفته در این پژوهش کارهای لغوی بهشوند. ویژگیمی

 عبارتند از:

 واژگانتعداد  لیاز قب هاییویژگی: 8های کمیتیویژگی ،

مورد و ... ها ، طول جمله، تعداد نشانهواژگانطول 

نشان  تحلیل محتوایی جی. نتاه استقرار گرفت یبررس

حدود  فارسی عاتیدر شا یتیکم یهایژگیکه و داد

 . ستا عاتیشاغیراز  شتریدرصد ب سیزده

 دادن پردازن برای واقعی جلوهشایعه: 3های کمیّویژگی

کنند از اعداد و ارقام بیشتری موضوع شایعه سعی می

عنوان اطلاعات آماری استفاده کنند. برای مثال در به

ا لطفً"بخشی از شایعه مربوط به زلزله تهران آمده است 
رسانى کنید: رییس شوراى شهر تهران همین اطلاع

الان زنده تو شبکه خبر اعلام کرد امشب زلزله بزرگ 
در این شایعه،  "درصد میاد.هشتادپایتخت به احتمال 

ساز با اشاره به درصد رخداد زلزله و سایر فرد شایعه

های متنی سعی در افزایش ارزش خبری متن ویژگی

دارد تا اعتماد مخاطب را جلب کند؛ بنابراین، سه دسته 

، واژگان 3(NLCهای عددی)ویژگی کمیّ شامل، نویسه

مورد تحلیل قرار  5(Qtyسنج)و کمیّت 4(NWشمارشی )

کمّی  است. میانگین رخداد هر یك از سه ویژگی گرفته

𝐹 = {𝑁𝐿𝐶.𝑁𝑊.𝑄𝑡𝑦}  در متن𝑇 طور مجزا با به

 شود:( محاسبه می1استفاده از فرمول )
 

(1) 𝑆𝑐𝑜𝑟𝑒𝐹(𝑇) =
∑ |𝐹(𝑆𝑖(𝑇))|

|𝑆(𝑇)|
𝑖=1

|𝑆(𝑇)|
 

 

و  𝑇تعداد جملات متن  |𝑆(𝑇)|(،  1در فرمول )

|𝐹(𝑆𝑖(𝑇))|  یك مقدار بولین است که رخداد یا عدم

 کند.را بیان می 𝑇ام از متن  𝑖در جمله  𝐹رخداد ویژگی 

 

 بر اساس تئوری آلپورت و پستمن  های کلیدی:ویژگی

دو فاکتور اساسی در افزایش  "ابهام"و  "اهمیت"، [24]

شایعه هستند؛ بنابراین، لازم است قدرت انتشار 

گر اهمیت و ابهام هایی مدنظر قرار گیرد که بیانویژگی

رو، در این پژوهش، دو موجود در متن هستند. از این

 

1 Quantity 
2 Quantitative 
3 Numeral 
4 Number 
5 Quantifier 

مجموعه ویژگی برای ارزیابی این دو فاکتور معرفی 

 اهمیت: واژگان کنندههای تعیین( ویژگی1شده است: )

، زمان 7(SVی)حس افعال، 6(Cer)تیمرتبط با قطع

 ، عبارت9(MV، افعال حرکتی)8(RTنسبی)

های ( ویژگی2. )11(EPی)انیپا ، عبارات11(SP)نیآغاز

 تقطعیمرتبط با عدم کننده ابهام: واژگانتعیین

(UCer)12الؤس ، واژگان( یQW)13 ،ی استنتاج واژگان

(IW)14شده در این دو های معرفی.  از میان ویژگی

، "افعال حرکتی"، "زمان نسبی"دسته، ، چهار ویژگی 

های ویژگی "عبارات پایانی"و  "عبارات آغازین"

پیشنهادی پژوهش حاضر است. دلایل معرفی این 

پردازان، برای ایجاد شایعه(1ها این است که، )ویژگی

در بیان شایعه  های نسبیاز زمان یك جلوه داغ خبری

حرکتی  کارگیری افعال( آنها با به2. )کننداستفاده می

تکان "، "افتادن"، "جهش"، "گرفتناوج"همچون 

و غیره سعی در افزایش هیجان  "نوسان"، "دادن

( با استفاده از قدرت واژگان در دو 3موضوع دارند. )

موقعیت بالقوه، یعنی ابتدا و انتهای متن، با استفاده از 

و  "خبر مهم"، "فوری فوری"عبارات هیجانی همچون 

رات درخواستی در عبارات پایانی ...؛ و همچنین عبا

لطفا "و  "کپی اجباری"متن شایعه همچون 

و ...، احساسات مخاطبان را نسبت  "رسانی کنیداطلاع

 کنند. رسانی شایعه تحریك میبه انتشار و اطلاع

کلیدی  میانگین رخداد هر یك از هفت ویژگی

𝐹نخست  = {𝐶𝑒𝑟. 𝑈𝐶𝑒𝑟. 𝑄𝑊. 𝐼𝑊. 𝑆𝑉. 𝑅𝑇.𝑀𝑉}  در متن𝑇 

شود، ( محاسبه می1طور مجزا با استفاده از فرمول )نیز به

ترتیب عنوان متن و جمله ، بهEPو  SPبرای دو ویژگی  و

       گیرد.آخر از بدنه شایعه مورد پردازش قرار می

                                                          

 ی نحو هاییژگیو -3-8-3-2

 نمایشرا در سطح جمله  ها اجزای متننوع ویژگیاین 

شده بر روی شایعات در ی بررسینحو هاییژگیودهند. می

 کلام یواژگان یاجزا یگذاربرچسباین پژوهش شامل 

(POS پیچیدگی متن و رسمی یا غیررسمی بودن متن ،)

 است. 
 

6 Certainty 
7 Sensory Verbs 
8 Relative Time 
9 Motion Verbs 
10 Start Phrase 
11 End Phrase 
12 Uncertainty 
13 Questuion Words 
14 Inferring Words 
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 شده بر انجامبراساس مطالعات : کلام یواژگان یاجزا

مشخص شد که  ،یفارس عهیشا صدچندروی 

 فیتوصپردازان از صفت و قید بیشتری برای شایعه

واژگان، تغییر ماهیت واژگان دیگر، افزایش هیجان 

موضوع و تغییر درک مخاطب نسبت به موضوع استفاده 

  کنند.می

 محتوایی متون شایعه و  نتایج تحلیل: 8غیر رسمی

غیرشایعه نشان داد که متون شایعه نسبت به متون 

تری هستند. غیرشایعه دارای سبك نوشتاری غیررسمی

، شش نوع ویژگی معرفی شده است که پژوهشدر این 

شدن ها در متن منجر به غیررسمیوجود این ویژگی

ها کاهد. این ویژگیمحتوا شده و از ارزش خبری آن می

ای شامل )مجموعه 2(BWد)ب ( واژگان1عبارتند از: )

 ( واژگان2(، )3فارسی واژه عامیانه و مبتذل 965

 شینما ك، )ی5(Emj)شکلك4( ،3 )(SWه)انیعام

، گذاریاز حالت چهره با استفاده از علائم نقطه یریتصو

 یاحساسات شخص انیب برای کهاعداد و حروف الفبا 

( اشتباه 4. )6لبخند( (-مانند، :روند، کار میبه

، برای شناسایی اشتباه املایی موجود در 7(SMاملایی)

 8هابسازی موجود بر روی گیتمتون فارسی، از پیاده

استفاده شده است؛. سپس، میزان اشتباه املایی موجود 

 شود:( محاسبه می2با  استفاده از فرمول )  𝑇در متن 

 

(2) 𝑆𝑐𝑜𝑟𝑒𝑆𝑀(𝑇) =
|𝑆𝑀(𝑇)|

|𝑊(𝑇)|
 

 

تعداد اشتباه املایی در  |𝑆𝑀(𝑇)|(، 2در فرمول )

 𝑇تعداد واژگان موجود در متن  |𝑊(𝑇)|است و  𝑇متن 

 باشد. می

 یها( نویسه6، )9(CWمتوالی) (واژگان5)

ها باعث . تکرار متوالی واژگان و نویسه11(CCمتوالی)

شود. چنین شدن ساختار نحوی متن میغیررسمی

ندرت در ساختاری اغلب در متون شایعه ظاهر و به

رو، در این مقاله، دو شود؛ از اینغیرشایعات دیده می

های نحوی جدید عنوان ویژگیبه CCو  CWویژگی 
 

1 Informal 
2 Bad words 
3 http://www.farsishahri.com  
4 Slang words 
5 Emoticon 
6https://unicode.org/emoji/charts/full-emoji-list.html, 

Available in 1 April 2019.  
7 Spelling Mistake 
8 https://github.com/eteamin/async_faspell  
9 Consecutive Words 
10 Consecutive Chars 

، هر واژه CWمنظور استخراج ویژگی پیشنهاد داده شد. به

شود. در از متن با واژه همجوار خود در متن مقایسه می

)مثال: های مجاور )قبل یا بعد( با آن واژه صورت تشابه واژه

اختصاص  1دودویی مقدار  CW، به ویژگی هشدار هشدار(

، CCویژگی  شود. به همین ترتیب، برای استخراجداده می

های آن واژه مورد ازای هر واژه موجود در متن، نویسهبه

ای بیش از دو مرتبه گیرند، اگر نویسهبررسی قرار می

صورت متوالی تکرار شده باشد )مثال: فورررری( به به

 شود.اختصاص داده می 1مقدار دودویی  CCویژگی 
 

 های محتوایی غیرفیزیکی برایفهرست ویژگی: (2-جدول)

 های پیشنهادی جدید با علامت *ویژگیتشخیص شایعات. 

اند.مشخص شده  
(Table-3): The list of non-physical contextual features for 

rumor detection. The proposed new 
 features are marked with the "*" mark. 

 دسته

ست
زیرد

ه
 

)توضیحات( یژگیو  اختصار 

ی
 لغو

ی
 پیچیدگ

 WL میانگین طول کلمات

 SL میانگین طول جملات

درخت گرامری)عمقپیچیدگی

 وابستگی(
DDT 

 Pous میانگین مکث در جمله

 Rdbl قابلیت خوانایی

 LD تنوع لغوی

ش
کن

ی
گفتار

 

 *SA-D بیانی

 *SA-R درخواستی

 *SA-T تهدیدی

 *SA-Q سوالی

ی
 معیار عاطف

 AN خشم

 D نفرت

 F ترس

 AC بینیپیش

 T اعتماد

 S غم

ت SU تعجب
 احساسا

 PS قطبیت مثبت

 NS قطبیت منفی

N
E

R
 

نام های نامدار )موجودیت

 کان(م، سازمان، شخص
NE 

ی
 نف

و  چیکس، هچیهرگز، هنه، نفی )

)... 
Neg 

 هیجان

هیجان )نسبت مجموع صفت، 

قید و افعال حسی و حرکتی به 

 کل کلمات(
Emtv* 

ش
ارز

ی
خبر

 

های ارزش خبری )مؤلفه

 خبری متن(دهنده ارزشارتقاء
News* 
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رائ
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م
 ی

حل
ر ت

ب
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یو ل
ژگ

ی
ی

ها
 

وا
حت

م
ی

ی
 

 در
که

شب
ن 

مت
ی

ها
 

اع
تم

اج
 ی

 محتوای غیرفیزیکی شایعات -3-3-2
، 2هیجانات، 1نظراتعبارتند از  فیزیکیریغمحتویات 

 خواهندمی شایعهکه سازندگان  4یو احساسات 3گفتارکنش
 شایعات یهسته اصل یکیزیفریغ یمحتوا کنند. انیرا ب آن

 یهادگاهیها ، احساسات و ددهیشامل همه ا رایاست، ز
خواهند به خوانندگان یم سندگانیاست که نو یمهم

مهم  هایویژگیاز  یکیاحساسات  تیمنتقل کنند. قطب
 سازندگان شایعه است. شایعات یبرا یکیزیفریغ یمحتوا

 اتکننده خود، اغلب ابراز احساسنعاخبار قا جادیمنظور ابه
 .کنندرا در متن با قدرت بیشتری بیان می یمنف ایمثبت 

های محتوایی غیرفیزیکی (، مجموعه ویژگی3جدول )
 دهد. کار رفته در پژوهش را نمایش میبه
 

 متن یدگیچیپ -8-3-3-2
های محتوایی غیرفیزیکی از جمله ویژگیمتن  یدگیچیپ

دست آید. پنج تواند اطلاعات مفیدی از آن بهاست که می
ی اجزای متن دگیچیپ نییتع یبراشده ارزیابی فاکتور

)میانگین  5(WLواژگان ) ( پیچیدگی1عبارتند از: )
 جملات( پیچیدگی 2های موجود در واژگان(، )نویسه

(SL)6  ( 3)، (در هر جملهموجود  ژگانواتعداد )میانگین
( 4)، (7(DDTی )درخت وابستگ عمقی گرامری )دگیچیپ

توجه منظور جلبپردازان به: شایعه8(LDلغوی)تنوع 
ی مرتبط با مهم و عاطف واژگان عهیمخاطب به موضوع شا

رو، ، از اینکنندیتکرار مه را در متن داستان عیموضوع شا
برای محاسبه معیار  .یابد( متن کاهش میLDتنوع لغوی )

LD ( استفاده شده است:3از فرمول ) 
 

(3) 𝑆𝑐𝑜𝑟𝑒𝐿𝐷(𝑇) =
|𝑉𝑢𝑛𝑖𝑞(𝑇)|

|𝑉(𝑇)|
 

 

تعداد لغات یکتای  |𝑉𝑢𝑛𝑖𝑞(𝑇)|(، 3در فرمول )
به تعداد کل لغات  |𝑉(𝑇)|است و  𝑇موجود در متن  

 کند. موجود در متن اشاره می
، پژوهشدر این  :متن 9(Rdbl) ییخوانا ( قابلیت5)

های یادگیری مبتنی بر روش خودکار کردیرو كیاز 
ی متون فارس ییخوانا قابلیت یابیارز یبرا [25] ماشین
ی این مدل بر روی متون ابیارز جیاست. نتا شده استفاده

قابلیت خوانایی نشان داد که  یفارس شایعه و غیرشایعه
 

1 Opinions 
2 Eemotions 
3 Speech Act 
4 Sentiment 
5 Word Length 
6 Sentence Length 
7 Dependency parse tree 
8 Lexical Diversity 
9 Readability 

تر است. قابلیت نسبت به متون غیرشایعه پایین عاتیشا
شدت تحت تاثیر جملاتی با طول تواند بهخوانایی پایین می

پردازان از جملات کوتاه برای کوتاه باشد. از آنجائیکه شایعه
تواند یکی از کنند، آن میاده میشان استفبیان داستان

 بودن قابلیت خوانایی شایعات باشد.دلایل پایین
 

 گراهای عملویژگی  -3-3-3-2
های متنی و گرایی سطح بالایی از پردازش دادهعمل

ربارة معنای متفاوت یك جمله در متون گفتاری است که د
عبارتی دیگر، عملگرایی به . بهکندمختلف قضاوت می

 یا مخاطب به مطلب یك رساندن برای زبان کاربردهای

 طبیعی گفتار و نوشتار در یا و حالت عملی در مخاطبان،

گرایی که در این مرتبط با عمل هایویژگی .پردازدمی

پژوهش بر روی متون شایعه و غیرشایعه بررسی شده 
 11احساسات،  تحلیل 11(SAر )گفتاکنشاست، عبارتند از: 

، 12(NEر)نامدا هایتیوجوددر دو ردة مثبت و منفی، م
، 14(Negدر هفت دسته، نفی ) 13عاطفی هایواژه

. 16(Newsو ارزش خبری ) 15(Emtvانگیزی )هیجان
های محتوایی غیرفیزیکی ویژگی( مجموعه3جدول )

دهد. چهار رده رفته در این پژوهش را نمایش میکاربه
SA(معیار هیجان ،Emtv و ارزش )(خبریNewsبه ) عنوان

گرای پیشنهادی جدید هستند که با های عملویژگی

 اند.علامت ستاره )*( مشخص شده

 

 یبا نطق ندهیگو لهیوسهاست که ب یعملگفتار: کنش 

و  فیتعر ،یعذرخواه SAمانند شود، یخاص انجام م

. [26] رهیدرخواست و غ د،یخوردن، تهدقسم د،یتمج

 لیو تحل هیتواند به بهبود تجزیمتن میك  SAدرک 

ذهن  تیدرک بهتر از وضع همچنینو  متنآن 

شایعات، از یك  SAبرای تشخیص  کمك کند. نویسنده

 SAاستفاده شده است که  [27]باناظر  SAبند دسته

های محتوایی تعیین متون فارسی را بر اساس ویژگی

دهد که نشان می [27]کند. نتایج پژوهش قبلی ما می

انتقال ) 17(D-SAبیانی ) SAطورمعمول با شایعات به

 دیتهد) T-SA)18(، تهدیدی )اطلاعات به شنونده.

انجام  خواهدیخاص که نم یانجام کار یشنونده برا
 

10 Speech Act 
11 Sentiment 
12 Named Entity 
13 Emoticons 
14 Negation 
15 Emotiveness 
16 Newsworthy 
17 Speech Ac- Declaration 
18 Speech Act-Threat 
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جهت پرسش،  یالؤجملات س) Q-SA)1(، سؤالی )دهد.

درخواستی  SA( و در برخی موارد با قیجهت تصد ای

(R-SA)2 (دادن انجام یبرا یدرخواست مودبانه از کس

رو، این اینشوند؛ ازی( بیان میزیکردن چمتوقف ای

عنوان چهار ویژگی با یك مقدار عددی به SAچهار رده 

مابین صفر و یك در فرآیند تشخیص شایعات درنظر 

 است. گرفته شده

  :های عاطفیواژهاز قدرت پردازان شایعهمعیار عاطفی 

و و نفرت در مخاطب  ، خشمبرای ایجاد ترس، نگرانی

استفاده  تحریك او برای انتقال احساساتش به دیگران

های هیجانی در متن رو، وجود واژهد؛ از اینکننمی

شود. برای تشخیص باعث افزایش سرعت انتشار آن می

 3نامه احساسیود در متن، از لغتنوع عاطفی لغات موج

استفاده شده  4(NRC)کانادا  یمل هایپژوهش یشورا

 NRC فراهم شده است. [28]ی و تورن توسط محمدکه 

هشت  باو ارتباطات آنها  یسیواژه انگل 14183شامل 

ی نیب شی، پ6(F) ، ترس5(AN) )خشم هیاحساس اول

(AC)7، اعتماد(T)8تعجب ، (SU)9غم ،(S)11 ،(لذتJ)11 

 و مثبت( ی)منف سیاحسا نوع ( و دو12(Dنفرت )و 

 یسیانگلبر زبان علاوه [28] ی. محمد و تورناست

از صد  شیدر بنامه را ی مختلفی از این لغتهانسخه

 با استفاده از ترجمه یفارسزبان  دیگر از جملهزبان 

های که، این ترجمهآنجاییاز. اندفراهم کرده گوگل

شینی حاوی اشتباهات زیادی بود، از سه فرد خبره ما

ها کمك گرفته شد.  به این برای تصحیح این ترجمه

متن با استفاده از ترتیب، نوع عاطفی لغات موجود در 

NRC صورت یك عدد باینری )صفر یا یك( استخراج به

شده و معیار عاطفی متن در هفت دسته با استفاده از 

 است.( محاسبه شده 1فرمول )

 

 :بردن یاحساسات، پ لیهدف از تحل تحلیل احساسات

 یاست که اطلاعات موجود در متن دارا تیواقع نیبه ا

در این . ی(منف ا)مثبت ی ی استاحساسچه نوع 
 

1 Speech Act-Question 
2 Speech Act-Request 
3 http://saifmohammad.com/WebPages/NRC-Emotion-

Lexicon.htm 
4 National Research Council Canada 
5 Anger 
6 Fear 
7 Anticipation 
8 Trust 
9 Surprise 
10 Sadness 
11 Joy 
12 Disgust 

 یبرا NRC 13نامهلغتبر  یمبتن روشپژوهش، از 

این صورت شده است. بهمتن استفاده  احساسات لیتحل

موجود در متن تعیین که، ابتدا نوع احساسی لغات 

ترتیب ( به5و  4شوند؛ سپس با استفاده از فرمول )می

( و منفی 𝑆𝑐𝑜𝑟𝑒𝑃𝑆𝑒𝑛𝑡(𝑇)معیار احساسی مثبت )

(𝑆𝑐𝑜𝑟𝑒𝑁𝑆𝑒𝑛𝑡(𝑇) متن )𝑇  شود:محاسبه می  

(4) 𝑆𝑐𝑜𝑟𝑒𝑃𝑆𝑒𝑛𝑡(𝑇) =
|𝑃𝑆𝑛𝑡𝑚(𝑆)|

|𝑃𝑆𝑛𝑡𝑚(𝑆)| + |𝑁𝑆𝑛𝑡𝑚(𝑆)|
 

(5) 𝑆𝑐𝑜𝑟𝑒𝑁𝑆𝑒𝑛𝑡(𝑇) =
|𝑁𝑆𝑛𝑡𝑚(𝑆)|

|𝑃𝑆𝑛𝑡𝑚(𝑆)| + |𝑁𝑆𝑛𝑡𝑚(𝑆)|
 

 

تعداد عبارات  |𝑃𝑆𝑛𝑡𝑚(𝑆)|(، 5و  4های )در فرمول

تعداد عبارات  |𝑁𝑆𝑛𝑡𝑚(𝑆)|و  است 𝑆 جملهمثبت در 

 . است 𝑆 جملهدر  یمنف

 های نامدار موجدیت(NER)80 :اسامی افراد  ذکر

یا مؤسسات  هامعروف، دانشمندان، فیلسوفان، سازمان

افزایش  باعثیك منبع خبری  یك موضوع یا عنوانبه

بر اساس شود و مخاطب می پیام خبریارزش 

از آن موجودیت نامدار، پیام را محبوبیت یا نفرت 

موجود در متن با  های نامدارکند. موجودیتمنتشر می

 دستةدر سه  HMM  [29]روشی مبتنی براز استفاده 

همچنین،  .استخراج شده است مکان و نام فرد، سازمان

های نامدار در برای محاسبه میانگین رخداد موجودیت

 ( استفاده شده است.1یك متن از فرمول )

  :ت، قید، افعال صفدر این پژوهش، چهار فاکتور هیجان

هیجانی  عنوان عوامل تأثیرگذارحسی و حرکتی به

اند که قابلیت افزایش حس هیجانی را در معرفی شده

خواننده و تغییر نگرش او نسبت به موضوع دارند؛ 

عنوان یك به 15(Emtv) "هیجان"،  ویژگی نیبنابرا

ویژگی جدید پیشنهاد شده است که با استفاده از 

 شود:( محاسبه می6فرمول )

 

(6) 
𝑆𝑐𝑜𝑟𝑒𝐸𝑚𝑡𝑣(𝑇)

=
|𝐴𝑑𝑗(𝑇)| + |𝐴𝑑𝑣(𝑇)| + |𝑆𝑉(𝑇)| + |𝑀𝑉(𝑇)|

|𝑊(𝑇)|
 

 

، 16(𝐴𝑑𝑗جموع تعداد صفت )(، نسبت م6در فرمول )

( به 𝑀𝑉( و حرکتی )𝑆𝑉، افعال حسی )17(𝐴𝑑𝑣قید )

محاسبه  𝑇موجود در متن  𝑊اد کل واژگان تعد

 شود. می

 

13 Lexicon Based 
14 Named Entities Recognition 
15 Emotiveness 
16 Adjective 
17 Adverb 
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 یکی از فاکتورهای تأثیرگذار در پذیرش : 1ارزش خبری

خبری آن شایعه است. شایعه توسط مخاطب، ارزش 

( جدید 1یك خبر زمانی ارزش خبری بالایی دارد که )

( 3های مخاطب باشد، )مندی( جزو علاقه2باشد، )

( با 4ی در ارتباط با موضوع باشد، )آماردارای اطلاعات 

، یعاد ریغ یدادهایرو( در مورد 5قطعیت بیان شود و )

باشد.  در این پژوهش، معیار  نادر ای بیعج ،ییاستثنا

عنوان یك ویژگی محتوایی جدید در به "ارزش خبری"

تحلیل شایعات پیشنهاد شده است. این پژوهش، 

(، RTمتغیرهای محتوایی، شامل زمان نسبی ) مجموعه

  2(SI(، اطلاعات آماری )NEهای نامدار )موجودیت

و ...( و واژگان  $های عددی و نمادهای % )نویسه

کند که باعث ( را معرفی میCerتبط با قطعیت )مر

شوند. از طرفی، وجود خبری یك متن میافزایش ارزش

کاهد. خبری آن میاشتباهات املایی در متن از ارزش

خبری یك متن با استفاده از فرمول این ترتیب، ارزشبه

 شود:( محاسبه می7)

(7) 
𝑆𝑐𝑜𝑟𝑒𝐸𝑚𝑡𝑣(𝑇)

=
|𝑅𝑇(𝑇)| + |𝑁𝐸(𝑇)| + |𝑆𝐼(𝑇)| + |𝐶𝑒𝑟(𝑇)|

|𝑉(𝑇)| + |𝑆𝑀(𝑇)|
 

 

(، مجموع چهار فاکتور متنی افزاینده ارزش 7در فرمول )
( نسبت به مجموع تعداد Cerو  RT ،NE ،SIخبری )
و تعداد اشتباهات املایی  𝑇( موجود در متن 𝑉واژگان )

 شود.محاسبه می
 

 نمایش متن -2-2

که پردازش است شیپ هایروشاز  یکی متن شینما

 شود کهیدهد و باعث میمتن را کاهش م یدگیچیپ
 یهااز روش یکی. شودتر ساده بندتحلیل متن برای دسته

برداری  ییمدل فضا، متنبرای نماش برداری  یاساس
(VSM)3   است که باعث ایجاد بردارهایی با ابعاد بالا

زیرا در  ؛[30]شود که دارای عناصری غیرمفید نیز است می
در عنوان ویژگی به در متنموجود  عناصر تمامی این روش

تنها به  ،پژوهششوند؛ اما در این نظر گرفته می
ای شامل های لغوی اکتفا نشده است، بلکه مجموعهویژگی

محتوایی فیزیکی و غیرفیزیکی از متن  پنجاه ویژگی

ازای هر متن ورودی یك شود؛ بنابراین، بهاستخراج می
شود که هر بعد بیانگر یکی از بردار پنجاه بعدی ایجاد می

 های متمایزکننده بین شایعات و غیرشایعات است.ویژگی

 

1 Newsworthy 
2 Statistical information 
3 Vector Space Model 

  

[
 
 
 
 
 

𝐹1 𝐹2 … 𝐹𝑛

𝑇1 𝑤11 𝑤12 … 𝑤1𝑛

𝑇2 𝑤21 𝑤22 … 𝑤2𝑛

⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮
𝑇𝑛 𝑤𝑛1 𝑤𝑛2 … 𝑤𝑛𝑛

𝐶
𝐶𝑗

𝐶𝑗

⋮
⋮
𝐶𝑗]

 
 
 
 
 

 

 صورتنمایش برداری متون آموزشی به: (2-شکل)

 ویژگی-ماتریس متن 
(Figure-3): The vector representation of training texts as 

text-feature matrix. 

 

در مدل فضای  متن n ای ازمجموعهبه این ترتیب، 

ه نمایش داد( 3)شکل  4ویژگی-متن با ماتریس یبردار
𝑇شود شود. فرض میمی = {𝑇1

𝑗
,𝑇2

𝑗
,𝑇3

𝑗
, … , 𝑇𝑛

𝑗
} 

:𝐶𝑗متن آموزشی در دو رده ) n ای ازمجموعه 𝑗 = 0,1 )
𝑗شایعات ) = 𝑗( و غیرشایعات )0 = با  𝑇𝑖( باشد. متن 1

𝑇𝑖دار یك بردار وزن = {𝑤𝑖,1, 𝑤𝑖,2, 𝑤𝑖,3, … , 𝑤𝑖,𝑚} 
یك مقدار عددی در  𝑤𝑖,𝑗شود، که نمایش داده می

دهندة وزن محدوده صفر و یك است که نشان
است. این بردارهای  𝑇𝑖در متن  𝑓𝑗های ویژگیمجموعه

 شوند. میبند در نظر گرفته عنوان ورودی دستهویژگی به

 

 دادهمجموعه -0
بندی متون برای دستهمدل پیشنهادی در این پژوهش، 

های اجتماعی در دو دسته شایعه و غیرشایعه بر روی شبکه

ارزیابی شده است؛  داده توییتر و تلگرامدو مجموعه

شده بر روی تلگرام های منتشرای از پسترو، مجموعهایناز

آوری مدل پیشنهادی جمعمنظور ارزیابی و توییتر به

 اند.شده

 

 5تلگرام -8-0

میلیون  پنجاهبیش از ی تلگرام رسان فورسرویس پیام
درصد از پهنای باند اینترنت  شصتکاربر در ایران دارد و 

بنابراین، با ت؛ برای استفاده از این برنامه صرف شده اس
 این پژوهش،بین مردم ایران، ت تلگرام در توجه به محبوبی

ر تلگرام را مورد تجزیه و تحلیل قرار شده دات منتشرشایع
شده ارائه API ازبا استفاده برای این منظور، داده است. 

ای رایانههای هوشمند آزمایشگاه سامانهتوسط 
(ComInSys)6 چندین هزار پست تلگرام ، دانشگاه تبریز

از  2118مارس  امسیتا  2117 یم یکمفارسی از 
آوری شده است که تحت مختلف جمع های عمومیکانال

این . در دسترس است Sepehr_RumTel01 [31]عنوان 

 

4 Feature-Text   
5 Telegram 
6 www.cominsys.ir 
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API هایی را ازای هر پیام تلگرامی قابلیت استخراج دادبه
(، تاریخ انتشار MessageIdدارد که عبارتند از: شناسه پیام)

(، شناسه گیرنده Sender(، شناسه فرستنده)Dateپیام )
(Reciever( متن پیام ،)Textکه حاوی شکلك ) های

اینترنتی نیز است، نام اطلاعات محتوایی موجود در متن 
(ContentTypeName که شامل سه مقدار )"فیلم" ،
است و مقدار ویژگی محتوایی  "تهی"یا  "تصویر"
(Content که شامل یك پیوند به فیلم یا تصویر موجود )

 Sepehr_RumTel01داده در پست تلگرامی است. مجموعه
 گمانه ایرانی، های تلگرامی سه تارنمایاز کانال

(Gomaneh.com)، هوآکسویکی (wikihoax.org )و 
( استخراج شده است که این Shayeaat.ir) شایعهآنتی

. کنندمی تحلیل و اعتبارسنجیشایعات فارسی را تارنماها 
شایعه تلگرامی با  882با کمك سه فرد خبره، متن کامل 
داده استخراج، بررسی و موضوعات متفاوت از این مجموعه

به همان  سپس،شده است؛  گذاریبرچسب '1'با مقدار 
تلگرامی با موضوعات مختلف از  پست غیرشایعهتعداد 

داده به مجموعه های خبری معتبرکانال تلگرامی سایت
گذاری شده است. برای برچسب '1'مقدار  باو  اضافه 

فرد و همکاران های خبری از نتایج تقویانتخاب این سایت
ی را برخ تیساکمك گرفته شده است. آنها چندین  [32]

و  دادهقرار  یمورد بررسبر اساس ابعاد مختلف کیفیتی 
های خبری با عنوان سایتسایت خبری را به 61نهایت در

 اند.کیفیت معرفی کره

 

 توییتر -3-0 

نویسی توییتر یك سرویس شبکه اجتماعی میکرو وبلاگ
 141تا  )توییت( های کوتاهتوانند پیاماست که کاربران می

قابلیت دسترسی، سرعت و . را منتشر و تبادل کنند نویسه
یك رسانه ارزشمند را به آن توییتر،  سهولت استفاده

این تبدیل کرده است. اجتماعی برای مقاصد مختلف 
در  پژوهشهای اصلی برای عنوان یکی از رسانهویس بهسر

د. برای ارزیابی مدل پیشنهادی کنعمل می  NLPحوزه
های توییتر، از برای تشخیص شایعات بر روی توییت

و  زمانیتوسط شده گذاریبرچسبهای دادهجموعهم
داده شامل این مجموعهشده است. استفاده  [12] همکاران

 783و با موضوعات مختلف توییت شایعه فارسی  783
  .فارسی است تصادفی توییت

داده همچنین، مدل پیشنهادی بر روی مجموعه
KNTUPT1 [13]  مورد ارزیابی قرار گرفته است.  در این

نوامبر  24را از  یفارس یهاتییتمام توداده مجموعه

 

1 The dataset is available on 

https://trlab.ir/res.php?resourceid=3978-1-5386-8274-

6/18/$31.00 2018 IEEE  

در مورد زلزله کرمانشاه  2117دسامبر  8تا  2117
و  تییتو 3598149شامل ، که است شده یآورجمع

 عهیشا شصتاست. درمجموع،  عهیشا تییتو 4345
وجود دارد در این مجموعه مختلف در مورد زلزله کرمانشاه 

شایعه  مورد دوو  بوط به شایعات نادرستمورد مر 58که 
 است. درست
 

 هاها و ارزیابیآزمایش -5

 یهابیبا ترک یمتعدد یهاشیآزمادر این پژوهش، 
های محتوایی رایج و پیشنهادی یژگیمجموعه و ی ازمختلف

صورت به هاکارایی ویژگیتا  شده است انجامجدید 
مشخص  در فرآیند تشخیص شایعات جداگانه و مشترک

های یادگیری ماشین برای این منظور، از الگوریتم. شود
بندی استفاده باناظر برای انجام عملیات یادگیری و دسته

ب و مزایایی دارد. بر بند معایشده است. هر الگوریتم دسته
های بر روی الگوریتمشده انجام یهاو بحث جینتااساس 

، سه [35]–[33]های پیشین بندی در پژوهشدسته
 2(RFشامل جنگل تصادفی ) نیماش یریادگی تمیالگور
[36] ،AdaBoost [37] ( و ماشین بردار پشتیبانSVM)3 
دقت مدل ی برای ارزیابی قو یهایبنددستهعنوان به [38]

این سازی برای پیادهکار گرفته شده است. به یشنهادیپ
در  scikit-learn  کتابخانه، های یادگیری ماشینالگوریتم

 گرفته است.مورد استفاده قرار  پایتون

ی عملکرد ابیارز منظوربه .fold-10 متقابل یاعتبارسنج
و  ،عهیشا ریو غ عهیشامدل پیشنهادی در تعیین دو رده 

و  میتا چه اندازه قابل تعم دادن اینکه نتایج این مدلنشان
 یاعتبارسنج ، از روشاست یآموزش یهامستقل از داده

ها بر یابیارز نتایج این .شده استاستفاده  fold-10 متقابل
و  F6، معیار 5، بازخوانی4معیارهای ارزیابی دقتاساس 

  نمایش داده شده است. ROC 7یمنحنمعیار سطح زیر 
 

دادة بر روی مجموعه یشنهادیپ ارزیابی مدل: (0-جدول)

 .SVMو  RF ،AdaBoostبند با استفاده از سه دسته توییتر
(Table-4): Evaluation of the proposed model on dataset of 

Twitter using three classifier RF, AdaBoost and SVM. 
RF  

 F ROCمعیار  بازخوانی دقت 

/1 1/834 شایعات 148  1/ 248  1/826 

/1 غیرشایعات 188  1/ 388  1/ 288  1/826 

/1 میانگین 268  1/ 268  1/ 268  1/826 

AdaBoost  
/1 شایعات 181  1/814 1/818 1/ 338  

 

2 Random Forest 
3 Support Vector Machine 
4 Perision 
5 Recall 
6 F-measure 
7 Receiver Operating Characteristic 
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/1 1/816 غیرشایعات 238  1/821 1/ 338  

/1 1/814 1/814 1/814 میانگین 338  

SVM  

 1/881 1/781 1/816 1/747 شایعات

/1 1/792 1/851 غیرشایعات 218  1/881 

/1 میانگین 168  1/ 128  1/ 138  1/881 

 

دادة بر روی مجموعه یشنهادیپ ارزیابی مدل: (5-لجدو)

 .SVMو  RF ،AdaBoostبند با استفاده از سه دسته تلگرام
(Table-5): Evaluation of the proposed model on dataset of 

Telegram using three classifier RF, AdaBoost and SVM. 
RF  

 F ROCمعیار  بازخوانی دقت 

/1 شایعات 286  1/ 758  1/ 886  1/ 519  

/1 غیرشایعات 738  1/ 618  1/ 686  1/ 519  

/1 میانگین 786  1/ 786  1/ 786  1/ 519  

AdaBoost  
/1 شایعات 378  1/817 1/ 278  1/911 

/1 غیرشایعات 228  1/841 1/ 318  1/911 

/1 میانگین 298  1/ 298  1/ 298  1/911 

SVM  

/1 1/785 1/814 شایعات 979  1/813 

 1/813 1/817 1/821 1/793 غیرشایعات

 1/813 1/813 1/813 1/813 میانگین

 

-( نتایج ارزیابی مدل پیشنهادی را به5و 4) جداولدر 

داده توییتر و تلگرام با استفاده ترتیب بر روی دو مجموعه
نمایش داده شده  SVM و RF ،AdaBoostبند از سه دسته

دهد که بند نشان میوسیله سه دستهاست. نتایج ارزیابی به
رو، در کند. از اینبهترین نتایج را ارائه می RFبند دسته

کار بند بهعنوان بهترین دستهبه RFهای بعدی، آزمایش
  گرفته شده است.

در این های محتوایی. تجزیه و تحلیل آماری ویژگی
های محتوای بخش، توزیع آماری مجموعه ویژگی

بندی شایعات و شده در این پژوهش برای دستهمعرفی
 منظورغیرشایعات مورد ارزیابی قرار گرفته است. به

متنی که از لحاظ آماری مابین  هایویژگیتشخیص 
 1شایعات و غیرشایعات اختلاف معناداری دارند، آزمون تی

با این فرض که هر یك از کار گرفته شده است. به
در  یهای مختلففرکانس محتوایی که با هایویژگی

تواند ویژگی می آن، دشایعات و غیرشایعات ظاهر می شو
 را از یکدیگر متمایز کند.شایعات و غیرشایعات 

دهد که بیشتر نشان می  P-value (<= 0.05) نتایج
بین  معناداری های آماریتفاوتدارای  هااین ویژگی

مثال، بر اساس نتایج  رایبات هستند. و غیر شایع اتشایع
شایعات بیشتر از  میانگین معیار خوانایی، ن تیآزمو

دهد که غیرشایعات است، این نتیجه نشان می
زبانی  ر با ساختارتهاغلب از جملات کوتاپردازان شایعه

 

1 T-test 

همچنین، میانگین د. کننپیچیده استفاده میندرت به
در شایعات بیشتر  قطعیتهای مبتنی بر فراوانی ویژگی

پردازان با شود که شایعهت. این نتیجه از آنجا ناشی میاس
ماد استفاده از واژگان مرتبط با قطعیت قصد جلب اعت

اول از ضمایر پردازان شایعه این،برعلاوهمخاطب را دارند؛ 
استفاده شخص برای بیان شایعه و سوم  شخص جمع

اینکه یا میزان قطعیت داستان را بالا ببرند و یا کند تا می
این، بر اساس برعلاوهند؛ ده ارجاعرا به دیگران  نقل شایعه

و  عامیانه انواژگ همچونهایی برای ویژگیج تی تست نتای
رای استایل اثبات شده است که شایعات دااشتباه املایی 

وزن متوسط هر  (6)جدول د. غیررسمی هستننوشتاری 
شایعه و غیرشایعه  دادهها را در دو مجموعهیك از ویژگی

هایی که از ، ویژگیP بر اساس نتایج ارزش دهد.نشان می
توجه قابل در دو دسته شایعه و غیرشایعه لحاظ آماری

نفرت و ، نفی و مکثعدم قطعیت، : نیستند عبارتند از
 گفتار درخواستی.کنش

( 6تی در جدول ) آزمون نتایج آماریهمچنین، 
جدید در این پژوهش های پیشنهادی ثابت کرد که ویژگی

 و سه CC ،CW ،SP ،EP، MV ،RT ،Emtv ،Newsشامل 

SA ( رایجSA_Dec ،SA_Thrt  وSA_Ques ) مقداردارای 
 P تفاوت دهنده وجود ننشااین  هستند، و 15/1کمتر از

یعه است؛ شایعه و غیرشا دستهدو در  هادار این ویژگیامعن
 کنندههای متمایزویژگیعنوان ها بهبنابراین، این ویژگی

تشخیص  در فرآیندد نتوانمی بین شایعات و غیرشایعات
 ند.شایعات مفید باش

بسیار مهم برای کاهش اندازه  ةلفؤیك مانتخاب ویژگی. 

به  که ،بند استدسته بردار ویژگی و بهبود عملکرد
 ؛[39] کندکمك می هاها و اهمیت آنشناخت ویژگی

عملکرد ممکن با بنابراین، برای رسیدن به بهترین 
لازم مجموعه آموزشی، بر روی بند های دستهالگوریتم

های انتخاب ویژگی استفاده شود. در این است از روش
ی شناور رو به جلوی رویکرد جستجو پژوهش، از

هایی با ارزش منظور انتخاب ویژگیبه 2 (SFFS)متوالی
های روشیکی از  SFFS شده است.استفاده اطلاعاتی بالا 

 ایمجموعهزیراست که  3بندیانتخاب ویژگی از نوع بسته
ی ارزشمند را بر اساس ارزیابی عملکرد هااز ویژگی

( از مجموعه کل SVMیا  RFبند )برای مثال، دسته
واند دقت تاین روش میکند. ها انتخاب میویژگی
در مواقعی که تعداد اما  ،بندی را بهبود بخشددسته

قابل طور به زمان انتخاب ویژگی ها زیاد باشد،ویژگی
 یابد. می توجهی افزایش

 

2 Sequential Forward Floating Search 
3 Wrapper 
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های متنی بین اسناد متنی آزمون تی تست برای مقایسه فرکانس ویژگی Pویژگی همراه با مقدار  53میانگین فرکانس : (6-)جدول

 اند(پیشنهادی جدید با علامت * مشخص شدههای . )ویژگیهای تلگرامشایعه و غیرشایعه در پست
(Table-6): The average frequency of 50 features, along with the p-value of a student t-test for comparing frequencies 

in Rumor versus Non-Rumor groups in Telegram posts. 

 W S P SC 
NL

C 
N

W 
Qt

y 
Cer UCe

r 
Q

W 
IW SV 

RT

* 
MV

* 
SP

* 
EP

* 
Emtv

* 

میانگین 

فرکانس 

در 

 شایعات

17
1

/1
 

19
7

/1
 

19
1

/1
 

11
8

/1
 

15
6

/1
 

15
8

/1
 

19
2

/1
 

15
1

/1
 

61
6

/1
 

11
1

/1
 

21
9

/1
 

12
4

/1
 

38
1

/1
 

48
6

/1
 

51
2

/1
 

44
1

/1
 

54
5

/1
 

میانگین 

فرکانس 

در 

غیرشایعا

 ت

13
8

/1
 

12
3

/1
 

13
4

/1
 

11
2

/1
 

13
8

/1
 

13
2

/1
 

22
7

/1
 

18
8

/1
 

61
1

/1
 

14
3

/1
 

15
4

/1
 

11
5

/1
 

31
1

/1
 

61
9

/1
 

21
1

/1
 

14
1

/1
 

34
8

/1
 

P-

value 

3/
84

E
-1

9 

3/
17

E
-3

7 

1/
12

E
-3

1 

18
3

/1
 

13
9

/1
 

11
5

/1
 

2/
76

E
-1

9 

5/
45

E
-1

2 

34
5

/1
 

2/
15

E
-1

7 

11
1

/1
 

3/
31

E
-1

5 

11
1

/1
 

3/
67

E
-1

8 

3/
45

E
-2

9 

7/
83

E
-3

2 

2/
31

E
-1

3 

 N V 
Ad

j 
Ad

v Pro W

L SL DD

T 
Pou

s 
Rd

bl LD S

M 
B

W SW Em

j 
C

W CC 

میانگین 

فرکانس 

در 

 شایعات

1/
18

2 

1/
15

7 

1/
11

1 

1/
19

2 

58
1

/2
 

1/
35

5 

1/
18

1 

19
2

/1
 

1/
19

3 

1/
59

3 

1/
76
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1/
15

2 

1/
281

 

1/
44

1 

69
4

/1
 

1/
12

5 

1/
15

1 

میانگین 

فرکانس 

در 

غیرشایعا

 ت

1/
14

8 

1/
13

1 

1/
16

6 

1/
14

1 

96
6

/1
 

1/
44

4 

1/
11

7 

22
7

/1
 

1/
19

4 

1/
54

3 

1/
81

3 

1/
14

1 

1/
131

 

1/
14

1 

1/
37

4 

1/
11

7 

1/
11

8 

P-value 

9/
23

E
-1

8 

1/
81

E
-1

3 

5/
87

E
-1

1 

1/
29

E
-2

1 

1/
71

E
-2

8 

2/
32

E
-3

1 

3/
97

E
-1

1 

2/
52

E
-1

9 

1/
42

6 

1/
11

7 

6/
28

E
-1

2 

1/
11

2 

1/
1

11
 

7/
83

E
-3

2 

1/
11

E
-4

4 

1/
11

1 

2/
23

E
-1

8 

 New

s 
SA

-D 
SA

-R 
SA

-T 
SA-

Q 
PS NS NE AN D F A

C T S SU Ne

g 
 

میانگین 

فرکانس 

در 

 شایعات

77
9

/1
 

1/
31

8 

1/
11

2 

1/
13

8 

1/
17

1 

1/
39

2 

1/
31

1 

51
9

/1
 

1/
47

6 

1/
28

4 

1/
61

1 

1/
57

7 

1/
91

9 

1/
54

3 

1/
35

1 

1/
18

1  

میانگین 

فرکانس 

در 

غیرشایعا

 ت

51
9

/1
 

1/
57

2 

3/
27

E
-1

5 

1/
11

4 

1/
12

4 

1/
45

7 

1/
23

4 

77
8

/1
 

1/
32

4 

1/
25

1 

1/
43

3 

1/
43

5 

1/
93

5 

1/
41

1 

1/
23

1 

1/
17

1  

P-value 

1/
45

E
-3

6 

9/
92

E
-2

1 

1/
15

9 

1/
11

3 

2/
53

E
-1

5 

1/
11

2 

1/
11

1 

3/
74

E
-3

6 

4/
58

E
-1

1 

1/
15

7 

3/
51

E
-1

4 

5/
1E

-1
1 

9/
19

E
-1

6 

1/
57

E
-1

8 

3/
14

E
-1

8 

1/
18

2  

 

ثر در شناسایی ؤهای مبرای شناسایی ویژگی
بردارهای بار بر روی مجموعهیك SFFS وش، رشایعات
شده از توییتر و بار دیگر بر روی های استخراجویژگی

(، نتایج روش 4)شکل کار گرفته شده است. در تلگرام به
SFFS بندبا استفاده از سه دسته RF ،AdaBoost  وSVM 

 ،دهدنتایج نشان میکه طور. هماننمایش داده شده است
با داده تلگرام بند بر روی مجموعهبهنرین عملکرد دسته

 3/86ی در حدود دقتویژگی  51از  ویژگی 32 انتخاب
ویژگی  41تخاب درصد و بر روی مجموعه داده توییتر با ان

 درصد دارد.  2/84 ی در حدوددقت

های موثر در ، مجموعه ویژگیSFFSاساس نتایج  بر

-Rdbl،SA-Q ، SA-T ،SA: عبارتند از تشخیص شایعات

D، Adj ،Adv ،SV، NW ،NLC، QW ،SM ،RT ،

CW،CC، MV ،LD، SL ،WL ،Emj، Pro،EP  ،SP، AD ،

D ،S ،T ،UNcer، Emtv ،News، Neg ،NS، BW، 

SW،AC در های جدید ویژگی قابلیت اغلب ،نتایج. این

 دهد.نشان می را عاتیرشایغاز  عاتیشامتمایزسازی 
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 -Fمعیار نیانگیبراساس م SFFSروش  صینرخ تشخ (:0-شکل)

 صیتشخ یبرا های مبتنی بر محتویویژگی با استفاده از

 تلگرام. و ترییشده در تومنتشر یفارس عاتیشا
(Figure-4): Recognition rate of SFFS method based on 

average F-measure using contextual-based features to detect 

Persian rumors published in Twitter and Telegram. 
 

. مدل های پیشنهادی جدیدارزیابی تأثیر ویژگی

با استفاده از  مجزاسه آزمایش پیشنهادی بر اساس 
 نتایج ارزیابی بر اساس .شده استارزیابی  RF بنددسته

( 7در جدول ) F معیار ، ویفراخوان، تمعیارهای ارزیابی دق
آزمایش، تشخیص  نخستین. در نمایش داده شده است

در مطالعات های پیشنهادی شایعه تنها بر اساس ویژگی
، Fبند بر اساس معیار شد که کارایی دستهانجام پیشین 

های پیشنهادی ویژگیدر آزمایش دوم، است.  765/1
(، دو EPو  RT ،MV ،SPجدید شامل چهار ویژگی لغوی )

گرا ( و شش ویژگی عملCWو  CCویژگی نحوی )

(Emtv ،News ،SA-Dec ،SA-Req ،SA-Thrt  وSA-

Ques ،)شد اضافه  محتوایی پیشینهای ویژگیبه مجموعه
. این بهبود یافت 851/1 به 765/1 ازبند که عملکرد دسته

ویژگی جدید  دوازدهدهنده تأثیر مثبت نتیجه نشان
در آزمایش  .بندی استهدستبهبود دقت در ی پیشنهاد

 روشوسیلة به شدهانتخاب هایویژگیسوم، مجموعه
SFFS شده در آزمایش دوم کار گرفتههای بهاز کل ویژگی

کار گرفته شده است. در این برای شناسایی  شایعات به
در  Fآمده بر اساس معیار دستآزمایش، بهترین نتیجه به

 است.  867/1حدود 

بر های پیشین و پیشنهادی متفاوت ویژگی ریتأث(: 0-جدول)

 ریو غ عهیشا ردهدر دو  های تلگرامپست یبنددستهدقت  یرو

 در سه آزمایش مجزا. RFبنددسته با استفاده از عهیشا
(Table-7): Different impact of previuse and proposed 

features on the classification accuracy of Telegram posts in 

two rumor and non-rumor classes by RF classifier in three 

separate experimrnts. 

 
-معیار بازخوانی دقت F ROC 

های متنی رایج در مطالعات پیشینویژگی  

833/1 1/756 1/729 1/785 شایعه  

833/1 1/773 1/811 1/748 غیرشایعه  

833/1 1/765 1/765 1/766 میانگین  

های پیشنهادیهای رایج + ویژگیویژگی  

/1 شایعه 458  1/ 568  1/ 518  1/ 249  

/1 غیرشایعه 548  1/ 438  1/ 498  1/ 249  

/1 میانگین 518  1/ 518  1/ 518  1/ 249  

ویژگی برتر 23  

/1 شایعه 286  1/ 758  1/ 886  1/ 519  

/1 غیرشایعه 738  1/ 618  1/ 686  1/ 519  

/1 میانگین 786  1/ 786  1/ 786  1/ 519  
 

. های محتوایی فیزیکی و غیرفیزیکیارزیابی ویژگی

آزمایش مختلف )چهار ارزیابی بر روی  8در این بخش، 
داده داده توییتر و چهار ارزیابی بر روی مجموعهمجموعه

های محتوایی فیزیکی منظور ارزیابی تأثیر ویژگیتلگرام( به
بند برای تشخیص شایعات و غیرفیزیکی در کارایی دسته

ازای هر دسته ویژگی، م شده است. برای این منظور، بهانجا
( Pهای محتوایی پیشین )در آزمایش نخست ویژگی

اند، سپس در آزمایش بعدی ترکیبی از کارگرفته شدهبه
( Nهای پیشنهادی جدید )( و ویژگیPهای پیشین )ویژگی

 کار رفته است.به
های پیشنهادی (، کارایی مؤثر ویژگی5شکل )

های محتوایی فیزیکی و ویژگیرا در دو مجموعهجدید 
ها دهد. همچنین، نتایج ارزیابیغیرفیزیکی نشان می

های داده توییتر ویژگیگر این است که در مجموعهبیان
های غیرفیزیکی داده تلگرام ویژگیفیزیکی و در مجموعه

تأثیر بیشتری در متمایزسازی شایعات از غیرشایعات 
 اند.داشته

داده افزایش اینکه آیا  منظور ارزیابیبه ی.یادگیر منحنی

، بهبود بخشدرا  شایعاتشناسایی  کارایی تواندآموزشی می

مورد  بنددستهبهترین  عنوان به RFفرآیند یادگیری 
بر منحنی یادگیری  ،بنابراینقرار گرفته است. تحلیل 

، (Pهای محتوایی پیشین)ویژگی اساس مجموعه
با استفاده  (P+Nاین دو مجموعه)و ترکیب  (Nپیشنهادی)

رسم شده است که برای دو  هااز مقادیر افزایشی داده
الف و -6) داده توییتر و تلگرام به ترتیب در شکلمجموعه

طور کلی، روند یادگیری بهنمایش داده شده است.  ب(-6

)الف( تلگرام
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دهد، را نشان میی داده، بهبود مستمردر هر دو مجموعه
تواند های آموزشی میمقادیر بیشتر داده به این معنی که

 د. بندی را بهبود بخشدسته عملکرد
 

 
های محتوایی فیزیکی مایش تأثیر دو دسته ویژگی: ن(5-شکل)

برای  N)) دیجد یشنهادیو پ  (P)نیشیپو غیرفیزیکی 

 تشخیص شایعات.
(Figure-5): A demonstration of the impact of two categories 

of physical abd non-physical content features of privouse 

and new proposed to detect rumors. 
 

ارزیابی روش پیشنهادی در مقایسه با کارهای 

های پیشنهادی در منظور ارزیابی تأثیر ویژگیبهپیشین. 

بندی شایعات و غیرشایعات و مقایسه با دستهمسأله 
های پیشین، در این بخش، روش پیشنهادی با سه روش

 روش پیشین مقایسه شده است:
 DT1 :ی هایژگیاز و یستیل [2] و همکاران لویکاست

های ساختاری و همراه مجموعه ویژگیبه را محتوایی
 یبرادادند، و  شنهادیپکاربر برای اعتبارسنجی شایعات 

درخت  بنددستهاز  های پیشنهادیویژگی یابیارز
در این آزمایش، تأثیر . نداستفاده کرد (DT) تصمیم
شده در این پژوهش در های محتوایی معرفیویژگی

بر روی  [2]شده در های محتوایی ارائهمقایسه با ویژگی
 داده تلگرام مورد ارزیابی قرار گرفته است.مجموعه

 2RDPT در این آزمایش، مدل پیشنهادی بر اساس :
ی و با کار زمان SFFSشده توسط های انتخابویژگی

داده توییتر آنها مورد بر روی مجموعه [12]همکاران 
 ارزیابی قرار گرفته است.

 KNTUPTمنظور مقایسه کارایی مدل پیشنهادی : به
 

1 Decision Tree 
2 Rumor Detection for Persian Tweets 

، از [20]نسبت به کار محمودآباد و همکاران 
استفاده شده  [28]و  [20]کار رفته در داده بهمجموعه

های شایعه و امل توییتداده شکه این مجموعه
 غیرشایعه در مورد رویداد زلزله کرمانشاه است.

 

 
بندی بر اساس های یادگیری و دقت دستهمنحنی: (6-)شکل

 درصد افزایشی داده آموزشی و سه آزمایش مختلف.
(Figure-6): Learning curves and classification accuracy 

based on % training data and three different experiments. 

و  [5]مقایسه مدل پیشنهادی با مدل پایه کاستیلو (: 1-)جدول

 بر روی شایعات فارسی.  [25]و   [4]دو کار 
(Table-8): Comparison of the proposed method with 

Castilo's baseline model [5] and two works [4] and [25] on 

Persian rumors 

مجموعه 

 داده 
-معیار بازخوانی دقت روش F 

D
T

 

699/1 [2] کاستیلو و همکاران  696/1  695/1  

782/1 روش پیشنهادی  782/1  782/1  

R
D

P
T

 

819/1 [12]و همکاران  یزمان  816/1  817/1  

848/1 روش پیشنهادی  848/1  848/1  

K
N

T
U

P
T

 

/.959 [20]محمودآباد و همکاران   96/1  96/1  

952/1 روش پیشنهادی  951/1  952/1  

 

( نتایج مقایسه روش پیشنهادی با کار 8در جدول )

و دو کار  [2] و همکاران لویکاستشده توسط پایة انجام

که بر روی شایعات فارسی انجام شده نمایش  [20]و  [12]

دهند، روش طور که نتایج نشان میداده شده است. همان

 
 )الف( توییتر

 
 )ب( تلگرام

 
 )الف( توییتر
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پیشنهادی برای تشخیص شایعات تنها با تمرکز بر روی 

انگین ترتیب با میهای محتوایی شایعه منبع، بهویژگی

عملکرد بهتری نسبت به کار  952/1و  F 848/1معیار 

در  [20]و محمودآباد و همکاران  [12]زمانی و همکاران 

بودن دقت روش شناسایی شایعات دارد. دلیل بالا

 KNTUPTداده پیشنهادی در ارزیابی بر روی مجموعه

که، این داده شامل نسبت به دو آزمایش دیگر این است

های پاسخ ها و توییتریتوییتها و وییتای از تمجموعه

کاربران در رابطه با رویداد زلزله کرمانشاه است. از 

داده آموزشی و آزمون بر روی یك که، مجموعهآنجایی

بند عملیات آزمون را بر باشد؛ بنابراین دستهرویداد می

قبل آموزش دهد که درهایی انجام میدادهروی مجموعه

 [31]داده تلگرام حالی است که مجموعهدیده است. این در 

ده توییتر دا( و مجموعهDTکاررفته در آزمایش نخست )به

ای از ( شامل مجموعهRDPTدر آزمایش دوم ) [12]

طورکامل متفاوت شایعات و غیرشایعات با موضوعات به

بند بر روی مجموعه رو، آموزش و آزمون دستهایناست. از

غیرشایعات با موضوعات متفاوت صورت شایعات و 

 گیرد.می

 

 گیری و کارهای آیندهنتیجه -6

 عاتیدر مورد شا عاتیشا صیله تشخأمس ،مقاله نیدر ا

تلگرام و شبکه اجتماعی توییتر رسان امیپ درشده منتشر

روی ، بر مسأله نیحل ا یقرار گرفته است. برا یمورد بررس

های مرتبط با پست شده وتمرکز  عاتیشا یاطلاعات متن

و  توییت پاسخ در نظر گرفته  Retweetشایعه از جمله 

ای از شایعه مدنظر قرار عبارتی هیچ پیشینهبه .نشده است

اطلاعات محتوایی بر اساس  شایعه صیتشخنگرفته است. 

ها یاز وابستگ یاریرا از بس سامانهتواند یم شایعه منبع

 در موردی به اطلاعات ازیمورد ن نیدر ا رایجدا کند، ز

 اطلاعات کاربر و ساختار همچون هعیانتشار شا چهخیتار

صدها  محتوایی لیبراساس تحل وجود ندارد. انتشارشبکه 

های ای از ویژگیمجموعه عه،یشاریو غ عهیشامتن 

سزایی در به ریتأثمحتوایی فیزیکی و غیرفیزیکی که 

ها ویژگیاین  شناسایی شایعات دارند معرفی شده است.

های محتوایی رایج در مطالعات پیشین ترکیبی از ویژگی

 جینتاهای پیشنهادی جدید متنی است. همراه ویژگیبه

های محتوایی پیشنهادی ویژگیدهد که نشان میی تجرب

بند را در تواند کارایی دستههای پیشین میدر کنار ویژگی

یی که، شناساطوریشناسایی شایعات بهبود ببخشد؛ به

 Fشایعات تلگرامی بر مبنای اطلاعات محتوایی با معیار 

و رویداد زلزله  848/1با  [12]، شایعات توییتر 876/1

انجام شده است؛  F 952/1( با معیار KNTUPTکرمانشاه )

بر روی شایعات  یشنهادیمدل پ ارزیابینتایج  ،بنابراین

 هایتوییتبا وجود طول کوتاه توییتر نشان دادند که، 

 ،هااستخراج اطلاعات محتوایی محدود از توییتو  ترییتو

شایعات توییتر را با دقت  صیتشخ ییتوانا مدل پیشنهادی

های دهنده توانمندی ویژگیاین امر نشان .قابل قبولی دارد

 کردن شایعات از غیرشایعات است. محتوایی در متمایز

شیوة نوشتاری شایعات در با توجه به تفاوت در 

یا آموزش، ممکن است نیاز به  حوزه سیاست، فناوری

 باشد؛ سبك نوشتاریهای زبانی به جنبه یتوجه بیشتر

مشهور، افراد در قلمرو  شناسایی شایعاتکه برای حالیدر

نوشتاری  هایتفاوت روی ز به تمرکز برنیا ،ممکن است

و درک مخاطب باشد؛ بنابراین، با احساسات تبط با رم

های متفاوت های محتوایی در حوزهتر ویژگیتحلیل عمیق

توان به نتایج مؤثری در فرآیند شناسایی شایعات دست می

 یافت. 
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