
 

دار مکاتبات      نویسندة عهده                                                                                                                                           Corresponding author  

  :11/9/8139تاریخ ارسال مقاله  :28/5/3991 تاریخ پذیرش  :7/7/1140 تاریخ انتشار  52پیاپی  2شمارة  1140سال                       پژوهشی :وع مطالعهن 

27 

 ا استفاده ازنامتوازن ب هایداده بندیبهبود رده

 ی کاهشیبندخوشهی و شباهت فاز یارهایمع
 2مهلا حاتمی و 1*سید احسان یثربی نایینی

 گروه برق و کامپیوتر، دانشگاه تربت حیدریه 1
 ، کرمان، ایرانانشگاه شهید باهنر کرماند2

 

 
 

 چکیده
 بندهاردهآموزش  یکه برا ییها. در اغلب موارد دادهاست بندیردهداده،  گاهیو کشف دانش از پا کاویمهم در داده هایاز قسمت یکی

؛ دارد دیزیا هایتعداد نمونه رده کیکه  دهدیرخ م ینامناسب هنگام عیتوز نی. استندیبرخوردار ن یمناسب عیاز توز روندیبه کار م

ی کاهشی و ریگنمونه ی حل این نوع مسائل به دو دستههاروشی طورکلبهاست.  کم دیگر رده یهانمونه ذاتیطور به کهیدرحال

ی شباهت ارهایمعی و بندخوشهترکیب  با استفاده از کاهشی یریگنمونه. در این مقاله یک روش شودیمی افزایشی تقسیم ریگنمونه

بدین منظور  .اندقرارگرفتهبررسی  و مورد تحلیل نامتوازن یهاداده یبندهرد در کارآمدیها ازنظر آنو عملکرد  است شده ارائهفازی 

ی هر هانمونهسپس با استفاده از معیارهای شباهت فازی  ،یبندخوشهاکثریت  ردةی هادادهو  شده انجامی کاهشی بندخوشهدر ابتدا 

اقلیت مجموعه داده  ردهبه همراه  شدهانتخابی هانمونه شود؛میی مناسب انتخاب هاها نمونهرتبهی و بر اساس این بندرتبهخوشه 

و تحلیل  AUCز طریق محاسبه معیار ، ارزیابی نتایج اMATLAB افزارنرمی در سازادهیپ. در این پژوهش دهندیمنهایی را تشکیل 

عملکرد بهتر روش پیشنهادی، نسبت به  دهندهنشان مطالعه است. نتایج شده انجامآماری استاندارد  هایآزموننتایج با استفاده از 

 .استشده  شناختهی هاروشسایر 
 

 بندی کاهشی.خوشه گیری،نمونه ی شباهت فازی،ارهایمع های نامتوازن،ی دادهبند: ردهکلیدی واژگان
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Abstract 
One of the biggest challenges in this field is classification problems which refers to the number of 

different samples in each class. If a data set includes two classes, imbalance distribution occurs when one 

class has a large number of samples while the other is represented by a small number of samples. In 

general, the methods of solving these problems are divided into two categories: under-sampling and 

over-sampling. In this research, it is focused on under-sampling and the advantages of this method will 

be analyzed by considering the efficiency of classifying imbalanced data and it’s supposed to provide a 

method for sampling a majority data class by using subtractive clustering and fuzzy similarity measure. 

For this purpose, at first the subtractive clustering is conducted and the majority data class is clustered. 

Then, using fuzzy similarity measure, samples of each cluster will be ranked and appropriate samples 

are selected based on these rankings. The selected samples with the minority class create the final 

dataset. In this research, MATLAB software is used for implementation, the results are evaluated by 

using AUC criterion and analyzing the results has been performed by standard statistical tools. The 

experimental results show that the proposed method is superior to other methods of under-sampling. 

 

Keywords: Imbalanced data; Fuzzy similarity measure, Under-sampling, Subtractive clustering 
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 مقدمه -1
و کشف دانش از  یکاومهم در داده یعمل ،یبندرده

 نهیاز مسائل مهم در زم یکی .[1] داده است گاهیپا

 ةداد ة. مسأل[2] نامتوازن است ردةمسأله  کاویداده

 ردةچند  ای کی یهاکه نمونه دهدیرخ م ینامتوازن زمان

 ة. مسألشوندیم یآورجمع یسختبه ایذاتاً نادرند و 

 نیباست که در آن  ایهمسأل دودویی توازنِنام بندیرده

 ردة. دارد وجود یادیز تفاوت ردة دو یهانمونه تعداد

آن  هاینمونهتعداد که  شودیگفته م ایردهبه  تیاقل

شود، منجر  یبندردهنادرست  کهیو درصورت است ترکم

تعداد  یکه دارا ایرده. شودیم یترشیب ةنیبه هز

 شودیم دهیامن تیاکثر ردةاست،  یترشیب یهانمونه

 کنندیفرض م نیماش یریادگی یهاتمیاغلب الگور .[3]

متفاوت برابر  هایردهدر  یآموزش یهاکه تعداد نمونه

 ؛دهندیمها را آموزش بندردهاساس،  نیو بر ا هستند

نامتوازن  یهارا به داده هاتمیگورال نیکه ا یزمان نیبنابرا

 ردةاز  اغلبشده دادهآموزش بند رده م،یکنیاعمال م

 اریبس ینیبشیموضوع به پ نیکه ا شودیم منتج تیاکثر

 به این دلیل که ،شودیمنجر م تیاقل ردةاز  فیضع

در اغلب  نشده است. انجام یدرستبه تیاقل ردةآموزش 

 ردة یهانمونه ینیبشیبه پ یترشیب لیموارد، کاربر تما

نامتوازن  ةکنترل و حل مسأله داد ن،یبنابرا ؛دارد تیاقل

 .[3] است یضرور یامر ییبهبود کارای برا

 یهادهداکه مجموعه دهدیم نشانمطالعات 

نسبت به حالت نامتوازن  یبهتریی کارا متوازن از

 مسأله حل جهت یمتعدد هایروش .[4] برخوردارند

 ریز دسته دو در که اندشده یمعرف نامتوازن یهاداده

  :شوندیم یبندطبقه

 از مجدد گیرینمونه با کردیرو نیا ه:داد سطح کردیرو

 رییتغ باعث یریادگی تمیالگور در رییتغ بدون داده یفضا

 مرحله در کندیم تلاش و شودیم هاداده عیتوز

 کند برطرف را توازن عدم از یناش راتیتأث پردازشپیش

[5-8] . 

 یهاتمیالگور به کردیرو نیا: تمیالگور سطح کردیرو

 به را یریادگی ندیفرآ تا کندیم کمک بندرده یریادگی

 با پژوهش نیا. [10 , 9] دهد سوق تیاقل ردة سمت

 یفاز شباهت یارهایمع و یکاهش بندیخوشه از استفاده

 حل به داده سطح کردیرو با پردازشپیش مرحله در

 .است پرداخته دودویی نامتوازن هایداده  مسأله

 با برخورد کارهایراه اختصاربهدر این مقاله ابتدا 

 2 بخشها در و ساختار این روش نامتوازن هایداده

ای روش مفاهیم پایه 3 بخششده است. سپس در معرفی

روش  4 بخششده است. در پیشنهادی توضیح داده

شده است. در ادامه و در پیشنهادی و تشریح آن ارائه

نتایج عددی حاصل از اعمال روش پیشنهادی بر  5بخش 

شده است. در انتها  های نامتوازن بیانروی مجموعه داده

 6در بخش  آیندهاد برای کارهای گیری و پیشنهنتیجه

 شده است. بیان

 

 مروری بر ادبیات -2
کردن توزیع متوازن منظوربه پردازشاعمال یک گام پیش

های نامتوازن دادهمجموعه ةمسألبرای  مؤثرحلی ، راهرده

وسیله های آموزشی بهها، نمونهروشباشد. در این می

اجازه  بندهاردهشوند و به متفاوت اصلاح می هایروش

دهند در فرم استاندارد خود اجرا شوند. اعمال می

 ردة کاهش یا اقلیت ردة ی با هدف گسترشریگنمونه

 پردازشیک گام پیش عنوانبهیا ترکیب هر دو  اکثریت

 یادادهمجموعه و تولید ردهکردن توزیع متوازن منظوربه

 هاروش نیترجیرااصلی یکی از  دادهمجموعه از متفاوت

. در این گام ساختار مجموعه داده [11] دیآیم حساببه

( 50 50مثال عنوان)به بهینه تعادل به رسیدن اصلی برای

، به دو گیری از دادههای نمونه. روش[12] کندیم تغییر

ی ریگنمونهی هاروششوند: اصلی تقسیم می ةدست

 .2ی افزایشیریگنمونههای و روش 1کاهشی

 

 ی کاهشی ریگنمونه -1-2
اکثریت  ردةاز فضای ها نمونهکاهشی با حذف  هایروش

 مؤثر هایروش لهیوسبه( یا کیستیوریه)غیر  صورتبه

ی مرزی باعث ایجاد هانمونهمانند حذف  کیستیوریه

 یهاروش ازجمله. شودیمداده توازن در مجموعه

به  توانمیی کاهشی ریگنمونهدر زمینه  شدهشناخته

 موارد زیر اشاره کرد:

 RUS (Random Under-Sampling:) ریغ روش یک 

 ردةهای روش که نمونه نیتر. سادهاست کیستیوریه

این روش  کندیمتصادفی حذف  صورتبهرا  اکثریت

که مفید و برای فرآیند  را هاییداده ،ممکن است

 .[13]حذف کند  هستنداستنتاج مهم 

 CNN (Condensed nearest neighbor rule): برای 

 استفادهها نمونه از سازگار ةرمجموعیز یک کردنپیدا

عنوان به سازگار ةرمجموعیزاین  و شودیم

 .[14] شودیم استفادهشده اصلاحدادة مجموعه
 

1 Under Sampling 
2 Over Sampling 
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 TL Tomek Link) :) است و  کیستیوریهروشی

. اگر استها  Tomek Linkکردن هدف آن پیدا

هب. ی کاهشی به کار رودریگنمونه یک روش عنوانبه

 اکثریت ردة به متعلق که ییهانمونه تنها روند، کار

 .[15] شوندیم حذف هستند

 (Neighborhood cleaning rule) NCLهر : برای 

 نیترکینزدآموزشی، سه تا از  ةمجموع در x ةنمون

متعلق به  x. اگر میکنیمی آن را انتخاب هاهیهمسا

تا توسط سه  شدهارائهی بنداکثریت باشد و رده ردة

 xاصلی  باکلاسهمسایه آن در تضاد  نیترکینزد از

. اگر شودیمحذف  xباشد، در این صورت نمونه 

لیت باشد و دو تا از اق ردةمتعلق به  xنمونه 

را به اشتباه  x ردةی آن هاهیهمسا نیترکینزد

 نیترکینزدی کنند در این صورت نیبشیپ

حذف  هستنداکثریت  ردةبه  متعلقیی که هاهیهمسا

     .  [16]خواهند شد 

 SBC (under-Sampling Based Clustering :)ةدیا 

 های متفاوت،خوشه که است این روش این اصلی

 یک در اگر بنابراین ؛دارند متفاوتی یهامشخصه

 اکثریت از اقلیت ردة یهانمونه تعداد بندیرده

 گرفته نادیده اکثریت ردة یهامشخصه ،باشد بیشتر

 .[17]بالعکس  و شودیم

 OSS (One -Sided Selection تکنیکی :)

با  Tomek Linkاست که از ترکیب  کیستیوریه

CNN [18] دیآیم دستبه . 

ی کاهشی اعتقاد ریگنمونهی هاروشمنتقدین 

منجر به از  تواندیم اکثریت ردةی هانمونهدارند که حذف 

  .[11,19] شودیمی مهم هانمونهبین رفتن برخی از 
 

 ی افزایشی ریگنمونه -2-2
ی جدید و یا تکرار هانمونهافزایشی با تولید  هایروش

ی هانمونهتولید  اقلیت منجر به داده ی موجود ازهانمونه

. شوندیمداده برقراری توازن در مجموعه مصنوعی و

یا  ( وکیستیوریهتصادفی )غیر  صورتبه هانمونهتکرار 

یی که در مرز هانمونه( با افزایش کیستیوریصورت )هبه

   هاکیتکن. شودیمانجام  ،اقلیت و اکثریت هستند ردة

SMOTE [7]،  Borderline-SMOTE  [20] ،

ADASYN [21]  ،AHC [22]،  ADOMS [23]   و

SPIDER  [24] ی ریگهنمونی هاروشاین  ازجمله

 افزایشی هستند.

ترکیب  مطالعه یک روش جدید با نیدر ا

ی کاهشی و معیارهای شباهت فازی برای حذف بندخوشه

 .شودیممعرفی  اکثریت ردةی هانمونه

 

 نهیزمشیپ -3
رسیدن به  یادگیری ماشین، سامانةهدف نهایی یک 

نظر است. ممکن برای مسأله مورد یبندردهبالاترین نرخ 
بندی وجود ندارد که ردههیچ الگوریتم  کهییازآنجا

در طور کامل برای تمام مسائل مناسب باشد، به ییتنهابه

 شده استفاده C4.5 [25]درخت تصمیم  از این مطالعه
 است.

 
 متریک -1-3

ی هاروش شدهارائهبندهای باینری ارزیابی رده منظوربه
قرار  مورداستفادهمتعددی بر اساس ماتریس آشفتگی 

روش  . در این مطالعه برای بررسی عملکرد[26] گیردیم
است. این  شده استفاده AUC پیشنهادی از شاخص

است که ROC منحنی گرافیکی نمودار شاخص سطح زیر
 نشانرا  نادرستتشخیصات درست در مقابل  نرخ

آید یم دستبه (4)از رابطه   AUC دهد. شاخص یم
[26]. 
 

(4)                                        𝐴𝑈𝐶 =
1+𝑇𝑃−𝐹𝑃

2
     

 

، True Positive(TP) ، False Positive(FP)پارامترهای
مثبت  عنوانبهی مثبت که هانمونه"از  اندعبارتترتیب به

مثبت  عنوانبهی منفی که هانمونه"و  "اندشده بندیرده

 ."اندشده بندیرده
 

 Subtractiveبندی کاهشی )خوشه -2-3

clustering) 
هی بهاروش نیترمهمی فازی یکی از بندخوشهالگوریتم  

, 27]کار رفته در شناسایی الگوی بدون سرپرست است 

بندی نیاز به های خوشهالگوریتم طورمعمولبه. [28

. الگوریتم [29] هستندها از قبل دانستن تعداد خوشه
Fuzzy C-means  ها در ی از الگوریتماشدهشناختهنمونه

. یاگر و فیلو یک الگوریتم ساده و [30] استاین زمینه 
ها  به ها و مراکز اولیه آنورد تعداد خوشهبرای برآ مؤثر

یک فرم  [32] . جیو[31]دند کرنام کوهستان ارائه 
بندی از الگوریتم کوهستان را به نام خوشه افتهیرییتغ

تعداد  اطلاعات دقیقی از کهیهنگامکاهشی ارائه داد. در 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

27
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             3 / 12

http://dx.doi.org/10.52547/jsdp.19.2.27
https://jsdp.rcisp.ac.ir/article-1-1010-fa.html


 

 
 52پیاپی  2شمارة  1401سال 

30 

بندی کاهشی توان از خوشهها وجود ندارد میخوشه
 .[34, 33]د کراستفاده 

یک پتانسیل برای مرکز خوشه  عنوانبههر نقطه 
زیر  صورتبهشود. پتانسیل هر نقطه در نظر گرفته می

  :شودمحاسبه می

(1)                                   𝑃𝑖 =  ∑ 𝑒
−

4‖𝑥𝑖−𝑥𝑗‖
2

𝑟𝑎
2𝑛

𝑗=1   

.‖که در این رابطه نماد  دهنده فاصله اقلیدسی و نشان ‖
𝑟a  مقداری مثبت است. مقدار ثابت𝑟a شعاع  عنوانبه

شود. همسایگی برای مرکز خوشه در نظر گرفته می
به هر نقطه تابعی از  افتهیصیتخص لیپتانسبنابراین 

سیل برای فاصله با نقاط دیگر است. بعد از محاسبه پتان
مرکز  عنوانبهای با بیشترین پتانسیل هر نقطه، نقطه

𝑥1شود. فرض کنید در نظر گرفته می نخستخوشه 
∗ 

𝑃1و  نخستمرکز خوشه 
باشد،  شدهنییتعپتانسیل آن   ∗
 شود:زیر اصلاح می صورتبه 𝑥iسپس پتانسیل هر نقطه 

(2)                                   𝑃𝑖 = 𝑃𝑖 − 𝑃1
∗𝑒

4‖𝑥𝑖−𝑥1‖
2

𝑟𝑏
2 

 

ای را با کاهش عددی مثبت است که همسایه 𝑟bکه 
 کهیهنگامکند. ی در همسایگی تعیین میتوجهقابل

ای با بیشترین نقطه ،پتانسیل تمام نقاط اصلاح شد
شود. مرکز خوشه دوم در نظر گرفته می عنوانبهپتانسیل 

ادامه ها آوردن تعداد کافی از خوشهدستهاین روند تا ب
 . [35, 29] یابدمی

 

 معیارهای شباهت فازی -3-3
ی به دو دسته طورکلبهتوان معیارهای شباهت فازی را می

( 2( معیار مبتنی بر متریک، 1د. کربندی زیر تقسیم
 . [36]مجموعه  -معیار مبتنی بر تئوری

معیارهای شباهت مبتنی بر فاصله برای 
ها برای فازی: یکی از آشکارترین روش هایمجموعه

آوردن دستبهمحاسبه شباهت بین دو مجموعه فازی، 
. بر این اساس که هرچه دو مفهوم یا حقیقت هستفاصله 

تر باشند، از فاصله کمتری نسبت به هم به یکدیگر نزدیک
هستند. محاسبه این شباهت در دو مرحله انجام  خورداربر

گیرد. در مرحله نخست فاصله بین مجموعه فازی با می
های فاصله مختلف نظیر فاصله همینگ استفاده از معیار

و در مرحله دوم یکی از  آمده دستبهیا فاصله اقلیدسی 
شده تا درجه  کاربردهبهروابط بین شباهت و فاصله 

 .[36]آید  دستبهشباهت بین دو مفهوم 
های زیادی برای بیان رابطه بین  دو مفهوم روش

شباهت و فاصله در قالب تابع وجود دارد که در زیر به 
 SM، شدهاشارهاست. در تمام موارد  شده اشارهچند مورد 

فاصله اقلیدسی بین دو مجموعه  DMمعیار شباهت و 
 ارائه Koczy. یکی از توابع که توسط هستند Bو  Aفازی 
 .[37] استزیر  صورتبه شده

 

(3 )                                𝑆𝑀(𝐴, 𝐵) =  
1

1+𝐷𝑀 (𝐴,𝐵)
 

 

در زیر  شدهانیب Steeleو  Williamsتابع دیگر که توسط 

 .[38]است  شده دادهنشان 

(4)                               𝑆𝑀(𝐴, 𝐵) =  𝑒−𝛼.𝐷𝑀(𝐴,𝐵) 
 

 باشد.اندازه شیب می  αدر این رابطه منظور از 

روش دیگر تخمین شباهت بین دو مجموعه فازی روشی 

این  (5)و در رابطه  شنهادشدهیپ Sanitiniاست که توسط 

 .[39]است  شدهدادهتخمین نشان 
     

(5)                                  SM(A,B)= 1- DMr(A,B) , 

r=1, 2, …, ∞  
 

 صورتبه ∩و  ∪معیارهای مبتنی بر تئوری مجموعه: اگر 

max  وmin ،t − norm صورتبه □ی شود و مدل بند 

 زیر فرض شود.
 

 (6  )𝐴□𝐵(𝑥) = 𝑚𝑎𝑥[𝑚𝑖𝑛(𝐴(𝑥), 1 −

𝐵(𝑥)), 𝑚𝑖𝑛(𝐵(𝑥), 1 − 𝐴(𝑥))] 
 

یکی دیگر از معیارهای شباهت فازی مبتنی بر تئوری  

زیر نمایش داده  صورتبهکه  است Rastleمجموعه مدل 

 .[40]شود می
 

(7 )                            𝑆𝑀(𝐴, 𝐵) =  1 − | 𝐴 □ 𝐵| 
 

یکی دیگر از معیارهای شباهت فازی مبتنی بر تئوری 

زیر  صورتبه استمعروف  Gregsonمجموعه که به مدل 

 .   [40]است  شده ارائه
   

(8                                  )   𝑆𝑀(𝐴, 𝐵) =  
|𝐴∩𝐵|

|𝐴∪𝐵|
     

                                           

یکی دیگر از معیارهای شباهت مبتنی بر  Entaمدل 

 .[40]شود زیر بیان می صورتبهتئوری مجموعه بوده که 
 

(9    )                        𝑆𝑀(𝐴, 𝐵) =  𝑠𝑢𝑝
𝑥∈𝑋

𝐴 ∩ 𝐵(𝑥) 
 

 .استمجموعه اعداد فازی   𝑋در این رابطه 

 

 روش پیشنهادی -4

های اکثریت  به در روش پیشنهادی ابتدا تمامی نمونه

شوند. سپس با استفاده از تعدادی خوشه تقسیم می

ای ها رتبهمعیارهای شباهت فازی به هریک از نمونه
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بندی انتخاب است. هدف از خوشه شدهدادهاختصاص 

های اکثریت است. پس از اعمال از نمونه تعداد مناسبی

بندی با استفاده از معیارهای شباهت فازی به خوشه

ها به هر ها با توجه به میران تعلق آنهریک از نمونه

های شود از بین نمونهاختصاص داده می ةخوشه، رتب

هایی هایی با کمترین شباهت )نمونهبندی شده نمونهرتبه

 .اندشدهنتخاباترین فاصله( با بیش

اطلاع دقیقی از تعداد  ازآنجاکهاست  گفتنی

بندی کاهشی ها وجود ندارد از الگوریتم خوشهخوشه

 است.  شده استفاده

های اکثریت  در روش پیشنهادی ابتدا تمامی نمونه

و سپس الگوریتم  شده جداهای اصلی دادهاز مجموعه

. ودشیمها اجرا بندی کاهشی روی این نمونهخوشه

آیند. می دستبهها ها و مراکز آنتعداد خوشه لهیوسنیبد

ها با   و مراکز آن هاتعداد خوشهآوردن دستهپس از ب

استفاده از هر یک از معیارهای شباهت فازی مختلف 

شباهت هر نمونه به مراکز خوشه سنجیده و با  ،انیب

های اکثریت به استفاده از فرمول زیر میزان تعلق نمونه

 شود:محاسبه می هر خوشه 

(10)                                    

















c

j jk

ik

ik
S

S
d

1

1 

    

Si𝑘و استها تعداد خوشه c، (10) در رابطه گر بیان  

ام( و i ةکه )مرکز خوش ci ةنمون  میزان شباهت فازی بین

x𝑘 .ماتریس  استd های اکثریت به هر میزان تعلق نمونه

دهد. در این ماتریس از معیارهای خوشه را نشان می

 استفادهتعیین درجه تعلق  منظوربهشباهت فازی مختلف 

گیرد که به آن ای قرار میدر خوشه xi ة است. نمون شده

آوردن دستهدارد. پس از ب ترین میزان تعلق رابیش

هر نمونه  دوباره با استفاده از  ةاعضای هر خوشه، رتب

 ةاندازبهمعیارهای شباهت فازی محاسبه و با توجه 

 انتخاب هر خوشهاز  با بالاترین رتبه خوشه، تعدادی نمونه

ها اعمال است. عملیات را بر روی تمامی خوشه شده

بر اساس معیارهای شباهت فازی برای  ةو رتب کنیممی

 محاسبهمجزا  صورتبههای درون هر خوشه تمامی نمونه

( را c = 1, … , 𝑙) cl ةدر خوشxi  ه نمون ةاست. رتب شده

 کنیم:زیر محاسبه می ةبا استفاده از رابط
 

(11     )  
1

1 ( ( ) )
( , )

ln

i i lj
i j

rank x n
S x x

R


  

 

 rankiةنمون ةرتب  xi دهد و ا نشان میرxi و xj 

گر تعداد بیان nl. هستند cl ةیی در خوشهانمونه

)، استهای موجود در این خوشه نمونه , )i jS x x بیان

با   R ( xi)و  است  𝑥𝑗و  𝑥𝑖گر میزان شباهت بین نمونه

 آید:می دستبهزیر  ةاستفاده از رابط

(12)                    
1

1( )
( , )

np

i
i pp

R
x

x np
S x



  

      

np استآموزشی  مجموعههای اقلیت در تعداد نمونه .

آن، تعدادی نمونه  ةاندازبهدرنهایت از هر خوشه با توجه 

 شود:بالاتر انتخاب می ةبا رتب
 

(13             )ciNC
IR

n ii ,...,1,            1  
 

باید از های اکثریتی که ترتیب تعداد نمونهبه NCi و niکه 

های اکثریت ام انتخاب شود و تعداد کل نمونهi ةخوش

گر نرخ عدم توازن بیان IR. هستندموجود در این خوشه 

های موجود که نمونه کندیمبیان  (11)باشد. رابطه می

ی اقلیت دارند هانمونهدر هر خوشه که شباهت کمتری با 

در  موجود هاینمونهتری  با دیگر بیش  ةو همچنین فاصل

دهند. خوشه دارند، رتبه بالاتری را به خود اختصاص می

 شده دادهنمایش  (1)روند اجرای این روش در شکل 

 است.

 آوردندستبه منظوربه ازآنجاکهاست  گفتنی

است و  شده استفادهشباهت از معیارهای شباهت فازی 

ی فازی کار هامجموعهمعیارهای شباهت فازی روی 

آوردن دستبه منظوربه، در این پژوهش کنندمی

یک  وها بین بازه صفر های فازی در ابتدا دادهمجموعه

 اند.نرمال شده

 

 نتایج و بحث-5
 پیشنهادیِ روش اعمال از حاصل نتایج قسمت، این در

 روش کارایی ترقیدق بررسیمنظور به و شدهانیب

 شباهت معیارهای از هریک روی آن عملکرد پیشنهادی

 به دستیابی برای.  استگرفته  قرار تحلیل مورد نیز  فازی

شده  استفاده نامتوازن هایداده مجموعه ابتدا هدف این

 از هریک کارایی و دقت میزان سپس و شودمی بیان

شده شناخته هایالگوریتم سایر با فازی شباهت معیارهای

 ،RSS، CNN ، TL جمله از under-sampling زمینه در

NCL، SBC و OSS معیار از استفاده با AUC  بررسی 

  نامتوازن دادگانمجموعه از پژوهش این در. شودمی

. [40]است شده  استفاده keelافزار نرم در مفروض

 ساخت در که ییهادادهمجموعه تمامیِ مشخصات

 (1)جدول  دراند شده استفاده پیشنهادی هایمدل
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 نام جدول، این نخست ستون در. است شده فهرست

 ششم تا دوم هاستون در و دارد قرارها دادهمجموعه

 ردة برچسب ها،ویژگی تعداد ها،نمونه تعدادترتیب به

 نسبت و( درصد)برحسب  رده توزیع اکثریت، و اقلیت

 ردة هاینمونه تعداد به اکثریت ردة هاینمونه تعداد

 .استشده  داده نشان( توازن عدم نرخ) اقلیت

 

 : الگوریتم روش پیشنهادی)1-)شکل

(Figure-1): Algorithm of the proposed method 
 

 

 

بندی کاهشیمقداردهی اولیه پارامترهای الگوریتم خوشه  

 های اکثریت وبندی کاهشی بر روی نمونهاجرای الگوریتم خوشه

 (v) هاو مراکز خوشه (c) محاسبه تعداد 

و پیدا کردن اعضای هر خوشه با استفاده از هریک از معیارهای  (10رابطه ) ةمحاسب

 i = 1شباهت فازی و تنظیم 

  

i > c 

 

 بله

 شروع

 

( براساس معیارهای شباهت 11ام با استفاده از معادله ) i ةاعضای خوش ةرتب ةمحاسب

 هافازی و مرتب کردن آن

( بر 13) ة( با استفاده از معادلinumام ) i ةشده از خوشهای انتخاب تعداد نمونه ةمحاسب

 اساس معیارهای شباهت فازی

ام و قرار دادن  i ةنمونه با بالاترین رتبه از خوش inumانتخاب 

 new_dataset ةها در مجموعآن

و تشکیل  new_dataset ةهای اقلیت به مجموعافزودن تمامی نمونه

 نهایی ةدادمجموعه

i=i+1 

 خیر

 C4.5بندی با روش رده

 AUCارزیابی نتایج با معیار 

 پایان
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 های مورداستفاده در مقالهدادهمجموعه ):1-جدول)

(Table-1): Datasets used in the article 

 کلاس % توزیع کلاس تعداد ویژگی تعداد نمونه مجموعه دادهنام 
نرخ 

 توازنعدم

Ecoli0vs1 220 7 (im, cp) (00/65,00/35) 86/1 

Iris0 150 4 (Iris-Setosa, reminder) (67/66,33/33) 00/2 

Vehicle2 846 18 (bus, reminder) (63/71,37/28) 52/2 

Vehicle0 846 18 (van, reminder) (36/76,64/23) 23/3 

Ecoli1 336 7 (im, reminder) (08/77,92/22) 36/3 

New-thyroid2 215 5 (hypo, reminder) (11/83,89/16) 92/4 

New-thyroid1 215 5 (hyper, reminder) (28/83,72/16) 14/5 

Segment0 2308 19 (brickface, reminder) (74/85,26/14) 01/6 

Glass6 214 9 (headlamps, reminder) (45/84,55/13) 38/6 

Ecoli3 336 7 (iMU, reminder) (12/89,88/10) 19/8 

Yeast2vs4 514 8 (cyt;me2) (08/90,92/9) 08/9 

Glass016vs2 192 9 
(ve-win-float-proc;build-

win-float-proc,build-win-

non-float-proc,headlamps) 
(11/91,89/8) 29/10 

Yeast1vs7 459 8 (nuc,vac) (28/93,72/6) 87/13 

Shuttle2vs4 129 9 (Fpv Open; Bypass) (35/95,65/4) 50/20 

Yeast1458vs7 693 8 (vac; nuc, me2, me3, pox) (67/95,33/4) 10/22 

Yeast1289vs7 947 8 (vac;nuc,cyt,pox,erl) (83/96,17/3) 56/30 

Yeast5 1484 8 (ME1, reminder) (04/97,96/2) 78/32 

Ecoli0137vs26 281 7 (pp, imL; cp, im, imU, imS) (51/97,49/2) 15/39 

Yeast6 1484 8 (exc; reminder) (51/97,49/2) 15/39 

 

 الگوریتمعنوان به C4.5 بندرده از هاروش تمامی در

 نتایج میانگین (2)جدول . استشده  استفاده پایه بندرده

AUC  از استفاده با را آزمایش یهادادهمجموعه روی بر 

 جدول، این در. دهدمی نشان مختلف فازی معیارهای

 پررنگصورت به داده ةمجموع هر در نتایج بهترین

 روش که دهدیم نشان نتایج .استشده  مشخص

 ی شباهت فازی بهترینارهایمعدر هر یک از  پیشنهادی

 .آوردیم دستبهها دادهمجموعه تربیش در را میانگین
 

 : نتایج معیارهای شباهت فازی)2-لجدو)

(Table-2): Results of fuzzy similarity measures 

 OSS SBC NCL TL CNN RUS مجموعه داده

معیار 

(𝟏

𝟏+𝑫𝑴(𝑨,𝑩)

) 

 شباهت معیار

-1) فازی

〖DM〗_r 

(A,B)) 

معیار شباهت 

فازی 

(𝐞−𝛂𝐃𝐌(𝐀,𝐁)) 

معیار شباهت 

فازی 

(𝒔𝒖𝒑𝐱∈𝐗 𝐀 ∩

𝐁(𝑿)) 

معیار 

شباهت 

فازی 

(|𝐀 ∩𝐁|

|𝐀 ∪𝐁|
) 

معیار شباهت 

𝟏فازی ) −

 |𝑨 𝜟 𝑩|) 

Ecoli0vs1 96/0 50/0 95/0 97/0 94/0 97/0 1 98/0 98/0 98/0 97/0 98/0 

Iris0 97/0 50/0 99/0 99/0 97/0 99/0 99/0 99/0 99/0 99/0 99/0 99/0 

Vehicle 1 75/0 70/0 73/0 70/0 66/0 70/0 65/0 73/0 71/0 76/0 73/0 72/0 

Vehicle2 94/0 93/0 94/0 94/0 93/0 93/0 95/0 94./ 93/0 92/0 94/0 94/0 

Ecoli1 88/0 57/0 87/0 89/0 87/0 88/0 90/0 90/0 91/0 92/0 90/0 89/0 

New-thyroid2 93/0 50/0 94/0 93/0 95/0 90/0 98/0 94/0 98/0 98/0 98/0 98/0 

New-thyroid1 94/0 50/0 94/0 92/0 93/0 91/0 97/0 95./ 97/0 97/0 97/0 97/0 

Segment0 98/0 50/0 98/0 98/0 97/0 97/0 98/0 98/0 98/0 97/0 97/0 98/0 
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Glass6 81/0 50/0 89/0 86/0 88/0 88/0 92/0 94/0 93/0 98/0 92/0 86/0 

Ecoli3 75/0 50/0 82/0 84/0 70/0 84/0 86/0 86/0 85/0 85/0 88/0 83/0 

Yeat2vs4 89/0 50/0 86/0 84/0 81/0 88/0 96/0 94/0 92/0 94/0 97/0 89/0 

Glass016vs2 52/0 50/0 62/0 60/0 64/0 65/0 84/0 94/0 62/0 87/0 84/0 57/0 

Yeast1vs7 63/0 50/0 62/0 58/0 64/0 65/0 1 89/0 1 77/0 1 77/0 

Shuttle2vs4 1 50/0 1 1 1 98/0 90/0 1 90/0 1 1 70/0 

Yeast1458vs7 50/0 50/0 49/0 50/0 47/0 57/0 1 92/0 1 69/0 1 69/0 

Yeast1289vs7 61/0 50/0 52/0 54/0 59/0 60/0 1 1 98/0 96/0 0.94 71/0 

Yeast5 90/0 50/0 90/0 89/0 86/0 93/0 96/0 94/0 95/0 95/0 98/0 88/0 

Ecoli0137vs26 54/0 50/0 84/0 84/0 71/0 78/0 70/0 0.76 56/0 53/0 70/0 60/0 

Yeast6 77/0 50/0 77/0 79/0 55/0 81/0 98/0 97/0 98/0 98/0 95/0 75/0 

 82/0 92/0 89/0 90/0 92/0 92/0 83/0 79/0 82/0 82/0 54/0 80/0 میانگین

 

معیارهای شباهت فازی مختلف با  (2)در جدول 

یک از تا مشخص شود که کدام شوندمی یکدیگر مقایسه

معیارهای شباهت فازی نسبت به سایر معیارها از عملکرد 

بندی کاهشی برخوردار است. بهتری در ترکیب با خوشه

همراه معیار پیشنهادی به روش که دهدمی نشان نتایج

عملکرد  Gregsonو  Kozcy ،Sanitiniهای فازی شباهت

ها دادهمجموعه تربیش در را میانگین بهترین بهتری دارد و

 مشاهده اساس بر تنها ارزیابی، گرچه آورد.می دستبه

 تفاوت مختلف، هایروش میان آیا که کندنمی مشخص

به همین منظور از  ؛خیر یا دارد وجود گیریچشم

دار آماری برای اطمینان از وجود تفاوتی معنی هایآزمون

. منظور از تفاوت [42, 41]شود ها استفاده میمیان روش

ها میان روشها این است که اختلاف دار میان روشمعنی

به حد کافی بزرگ باشد تا بتوان اطمینان حاصل کرد که 

 اند.طور تصادفی یا براثر شانس، بهتر نشدهنتایج به

فریدمن  آزمون از پیشنهادی روش کارایی ارزیابی برای

 روش چندین ةمقایس بر مبتنی شده است که استفاده

 هر برای جداگانه طوربه را الگوریتم هر ،آزمون این .است

 بهترین که و روشی کندمی بندیرتبه دادهمجموعه

 بدترین و رتبه کمترین دارای ،باشد داشته را عملکرد

در  دهد.می اختصاص خود به را رتبه بیشترین روش،

کند که تمامی صفر بیان می فریدمن فرضیه ازمون

که رد این فرضیه وجود حالی؛ درهستندها یکسان الگوریتم

 دهدهای مورد بررسی را نشان میالگوریتمتفاوت میان 

[43]. 

فازی مختلف  شباهت معیارهای هایرتبه (2)شکل 

که  است دهد. آشکارفریدمن را نشان می آزموندر 

معیار شباهت فازی  به شدهداده نسبت ةرتب میانگین

Koczy است. دیگر هایروش هایرتبه از کمتر 

 
 دمنیفر آزمون از استفاده با رتبه معیارهای شباهت فازی نیانگیم: (2-لشک)

(Figure-2): Average ranking of fuzzy similarity measures using Friedman test 
 

سپس عملکرد بهترین معیار شباهت فازی در روش 

شده در زمینه ی شناختههاروشپیشنهادی به همراه 

فریدمن قرار داده  آزمونگیری کاهشی دوباره در نمونه

 با روش هر برای آمدهدستهب هایرتبه میانگین شده است.

نشان داده شده  (3)در جدول  فریدمن آزمون از استفاده

 ةبا درج 57/44آمده دستهمقدار احتمال فریدمن باست. 

صفر  آزمونمحاسبه شده با این  p-value است و 6آزادی 

-p که مقدار احتمال محاسبه شده، ازدلیل این. بهاست
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value با توجه به  شود.فرضیه صفر رد می استتر بزرگ

شده دادهآشکار است که میانگین رتبه نسبت  (3)جدول 

بندی کاهشی به روش پیشنهادی که ترکیب خوشه

های است، کمتر از رتبه Koczyمعیار شباهت همراه به

عنوان بنابراین روش پیشنهادی به؛ های دیگر استروش

هلم  هایآزمونبهترین روش )و همچنین روش کنترلی در 

 .شودو فینر( در نظر گرفته می

 

 فریدمن آزمون از استفاده با الگوریتم ها رتبه میانگین(: 3-)جدول

(Table-3): Average rank of algorithms using Friedman test 
 رتبه هاالگوریتم

RUS 4/3 

CNN 7/4 

TL 6/3 

SBC 7/6 

OSS 7/3 

NCL 5/3 
Proposed Method (hybrid of subtractive clustering and 

Kozcy fuzzy measures) 
2/2 

 

 آزمون از استفاده با تفاوت وجود از اطمینان از بعد

 تشخیص تا کنیممی استفاده Post hoc آزمون از فریدمن،

 آزمون)بهترین روش در  کنترلی روش آیا که دهیم

کننده در های دیگر شرکتفریدمن( تفاوت آماری با روش

استفاده شده در این  های Post hoc مقایسه دارد یا خیر.

نتایج حاصل  می باشد. [44]فینر  هلم و هایآزمونمقاله 

شان داده شده  (4)جدول در  post hoc آزموناز اعمال 

هایی را که فینر تمام فرضیه های هلم واست. رویه

و  این شرط  در  [44] کنندمیرد  ≥p-value   0.05مقدار

بنابراین  ؛شودر رد میبرقرار است و فرضیه صف (4)جدول 

ها عملکرد بهتری روش پیشنهادی نسبت به سایر روش

 شود.دارد و باعث بهبود کارایی می
 

 یفاز شباهت یارهایمع post hoc مقایسه (:4-)جدول

(Table-4): Post hoc comparison of fuzzy similarity measures 

 فرضیه فینر هلم Z P الگوریتم

SBC 157702/6 0 008333/0 008512/0 Reject 

CNN 566961/3 000361/0 01/0 016952/0 Reject 
TL 989989/1 046592/0 016667/0 033617/0 Reject 

OSS 10263/2 035489/0 0125/0 025321/0 Reject 
NCL 877348/1 06047/0 025/0 041844/0 Reject 
RUS 652066/1 098521/0 05/0 05/0 Reject 

 

 

 

 گیرینتیجه -6

 دودویینامتوازن  هایدادهمجموعه ةلأدر این پژوهش مس

 اکثریت ردةاز  گیرینمونه برای جدیدی بررسی و روش

 شباهت های معیار شده و همچنین در این راستا نیز ارائه

های نامتوازن مورد داده بندیرده در کارآمدی نظر فازی از

 هاینمونه ابتدا روش در این تحلیل و یررسی قرار گرفتند.

بندی کاهشی به تعدادی با استفاده از خوشه اکثریت

 بندیرتبه از استفاده با سپس و اندشده خوشه تقسیم

 شده و ازها مرتب نمونه معیارهای شباهت فازی، وسیلهبه

 نمونه انتخاب تعدادی آن ةانداز به توجه با خوشه هر

و  دودوییهایی داده. در این بررسی از مجموعهاندشده

استفاده و پس از اعمال  Keelافزار نامتوازن نرم

بندی برای انجام رده C4.5بندی الگوریتم ردهپردازش پیش

شده بر روی سازیبه کار برده شده است. نتایج شبیه

 تربیشدهد که در نشان می های آزموندادهمجموعه

مورد بررسی، روش پیشنهادی خروجی های دادهمجموعه

 هایآزمونتر منظور تحلیل دقیقبهتری داشته است. به

 اند. به خدمت گرفتن اینآماری به کار گرفته شده

دهنده برتری معیار آماری و مشاهده نتایج نشان هایآزمون

بندی کاهشی نسبت همراه خوشهبه Koczyباهت فازی ش

های بندی دادهشده در ردهی شناختههاروشبه سایر 

 .استنامتوازن 
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مدرک سید احسان یثربی نائینی 

در  1379کارشناسی خود را در سال 

ار افزرشته مهندسی کامپیوتر گرایش نرم

از دانشگاه تهران و مدرک کارشناسی 

از دانشگاه  1382ارشد خود را در سال 

تا  82های است. وی در بین سال دریافتفردوسی مشهد 

ت علمی دانشگاه آزاد اسلامی واحد فردوس و أعضو هی 85

سسه ؤت علمی مأعضو هی 90-85های در بین سال

ت علمی أآموزش عالی توس و در حال حاضر عضو هی

های تخصصی دانشگاه سراسری تربت حیدریه است. حوزه
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درک کارشناسی خود را م مهلا حاتمی

در رشته مهندسی کامپیوتر گرایش 

از دانشگاه  1388افزار در سال نرم

است. وی  دریافت کردهبیرجند 

در  1393تحصیلات خود را در سال 

دانشگاه شهید باهنر کرمان در رشته مهندسی کامپیوتر 

های گرایش هوش مصنوعی به پایان رسانده است. زمینه

های کاوی، الگوریتمیشان دادهپژوهشی مورد علاقه ا

 تکاملی، حل مسائل چندهدفه و یادگیری ماشین است. 

 نشانی رایانامه ایشان عبارت است از:
Hatami.mahla@gmail.com   

 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
2.

27
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

Powered by TCPDF (www.tcpdf.org)

                            12 / 12

http://dx.doi.org/10.52547/jsdp.19.2.27
https://jsdp.rcisp.ac.ir/article-1-1010-fa.html
http://www.tcpdf.org

