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 چکیده 
پزشکان   نظر  ازها از یکدیگر برای تشخیص بیماری و درمان اهمیت بالایی دارد؛  های بیولوژیکی و تمایز سلول درک نحوة عملکرد سلول

های خونی، امکان درمان زودهنگام  ی تغییرات در سلولریگ شکلمتخصص در صورت آشکارشدن وجود ناهنجاری در مراحل نخستین  
  YOLOو جلوگیری از بروز عوارض آن وجود خواهد داشت. در گام نخست طرح پیشنهادی، ضرایب موجک تصویر به یک شبکة عصبی  

می بیرونداده  برای  بافت  تصویر  از  برگزیده  مکان  تا  روش  شود  کانولوشنی،  عصبی  شبکة  از  ادامه  در  شود.  انتخاب  ویژگی  آوردن 
(  KNN) هیهمسا تریننزدیک K( و NBساده ) (، بیزینDT) میتصم  معروف شامل درخت بند دسته( و سه GEO) ییطلای عقاب سازنهیبه
تا بین سلولمشارکتی استفاده می  بند دسته  صورت به نتایج   تمایز داده شود.  دهی دآموزشهای  های خونی مختلف بر اساس مدلشود 

مدل  شبیه که  است  آن  از  حاکی  پیش  شدهارائهسازی  به  مناسبی  دقت  آموزش  با  مبنای  بر  خونی  سلول  نوع  مدل    شدهدادهبینی  به 
 .درصد دست یابد 95  دقت به استپرداخته و توانسته 

 
 . ی عقاب طلاییسازنهیبه، YOLOبندی، شبکة عصبی خونی، طبقه هایسلول رستةواژگان کلیدی: 
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Abstract 
Understanding the structural and morphological characteristics of blood cells plays a crucial role in the 
early diagnosis and treatment of hematological disorders. Manual inspection of blood smears under a 
microscope is still the standard approach in many laboratories; however, this process is subjective, time-
consuming, and highly dependent on the expertise of the hematologist. To overcome these limitations, 
the present study introduces an intelligent hybrid framework for multiclass classification of 
heterogeneous blood cells based on the integration of deep learning and metaheuristic optimization 
techniques. 
In the proposed approach, the wavelet coefficients of microscopic images are first extracted to capture 
discriminative frequency-domain features. These coefficients are then fed into a YOLO-based 
convolutional neural network to detect candidate cell regions and identify spatial characteristics. A 
customized CNN architecture is subsequently employed for hierarchical feature learning, while a 
Golden Eagle Optimization (GEO) algorithm is utilized to perform feature selection and dimensionality 
reduction by eliminating redundant and less informative attributes. 
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To achieve robust decision-making, three classical classifiers Decision Tree (DT), Naïve Bayes (NB), and 
K-Nearest Neighbors (KNN) are combined through a weighted voting ensemble strategy. The model was 
trained and validated on a dataset consisting of microscopic images of five major white blood cell types: 
lymphocytes, monocytes, eosinophils, basophils, and neutrophils. Quantitative evaluation was performed 
using precision, recall, F1-score, and accuracy metrics. 
Experimental results demonstrate that the proposed CNN GEO ensemble model achieves an overall 
accuracy of 95.7% and an average F1-score of 94.9%, outperforming comparable state-of-the-art 
methods such as CNN+SVM, PSO+KNN, and VGG-16 in both accuracy and computational efficiency. 
The findings highlight the capability of the proposed system to accurately distinguish among multiple 
blood cell categories, thereby providing a reliable and automated decision-support tool for early 
hematological diagnosis. Future work will focus on expanding the dataset and integrating domain 
adaptation mechanisms to further enhance cross-laboratory generalization. 
 

Keywords: blood cell type, classification, YOLO neural network, golden eagle optimization. 
 

 

 مقدمه-1

حدود   انسان  در  خون  سلول   5/ 5حجم  حاوی  و  و  لیتر  ها 
ای در جریان  مایعی است که منظم در سامانة چرخشی بسته 

شود؛  است و از طریق انقباضات منظم قلب به جلو رانده می 
 است:  شده   ل ی تشک ، خون از دو قسمت اصلی  مجموع   در 

ها  های خونی: شامل آریتروسیت عناصر متشکل یا سلول  •
یا همان  ها و لکوسیت های قرمز، پلاکت همان گلبول  ها 

 گلبول سفیدند.  

پلاسما: حاوی عناصر سلولی و مایع زرد روشنی به نام سرم   •
 شود.  یا همان لخته جدا می   افته ی انعقاد است که از مادة  

ها  ها، لکوسیت )آریتروسیت   ذکرشده سه نوع سلول اصلی  
ها نیز هستند  ها( دارای تقسیماتی از انواع دیگر سلول و پلاکت 

ها و محصولات خونی موجود در بدن  ( سلول 1که در جدول ) 
 [. 2و 1اند] جداگانه تشریح شده 

 ها ها، محصولات خونی و عملکرد آن (: نوع سلول 1  -)جدول 
(Table-1): Types of cells, blood products and their function 

 عملکردهای پایه  فراوردة اصلی  نوع سلول 

 هموگلوبین  اریتروسیت 
و   اکسیژن  انتقال 

 اکسید کربن دی 
 ها فاگوسیتوز باکتری  های تغییریافته لیزوزوم  ها لکوسیت 

و  نوتروفیل  ها 
 ها ائوزینوفیل 

 های اختصاصی گرانول 
کرم  برابر  در  های  دفاع 

تعدیل   انگلی، 
 فرایندهای التهابی 

 ها بازوفیل 
حاوی  گرانول  های 

 هیستامین و هپارین 
 آزادسازی هسیتامین 

 ها مونوسیت 
های  های حاوی آنزیم گرانول 

 لیزوزومی 

سلول  های  تولید 
فاگوسیت  تک  -دستگاه 

هضم  هسته  ای، 
ویروس سلولی تک  ها  ها، 

 های پیر و سلول 

 بادی تولیدکنندة آنتی  ها ایمنوگلوبولین  Bلنفوسیت  

 Tلنفوسیت  
که   موادی  فعالیت  تولید 

سلول  کنترل  دیگر  را  ها 
 کنند می 

سلول  آلوده  کشتن  های 
 به ویروس 

 های کشنده سلول 
سلول  به  به  حمله  آلوده  های 
 های سرطانی ویروس و سلول 

سلول  برخی  های  کشتن 
 توموری و آلوده به ویروس 

 انعقاد خون  فاکتورهای انعقادی خون  ها پلاکت 
 

(  WBC)   1های سفید خون در دستگاه ایمنی انسان، گلبول 
ها از  کنند. این سلول های استخوانی و لنفاوی را ایجاد می توده 

 

1 white blood cells 

ها  ها و باکتری بدن انسان در مقابل چندین عفونت مانند قارچ 
می  انواع  دفاع  ائوزینوفیل   WBCکنند.  لنفوسیت شامل  ها،  ها، 
  صورت به ها است که توسط متخصصان  ها و مونوسیت نوتروفیل 

شوند. فرایند تشخیص دستی پیچیده  دستی تشخیص داده می 
برای  و زمان  بنابراین، یک سامانة خودکار  ی  بند طبقه بر است؛ 
WBC   میکروسکوپ مزیت تجسم مستقیم  ]3[است   از ی ن   مورد .
می   مطالعه   مورد شی   ارائه  سلولی  را  اشکال  مشاهدة  دهد. 

ی را ارائه  شناس ب ی آس تواند اطلاعات مهمی مانند وجود یک  می 
هماتولوژی   به  مربوط  باره  این  در  کاربردی  مثال  یک  دهد؛ 

لکه( خون، نخستین اطلاعات  )   2است؛ جایی که بررسی اسمیر 
 دهد.  را در مورد تشخیص یک بیماری خونی می 

زمان،   همین  سمت    ل ی وتحل ه ی تجز در  به  تصویر 
و    توسعه   درحال ی  خودکارساز  بالا  بازده  عینی،  نتایج  تا  است 

مند ارائه دهد. تشخیص خودکار تصویر بیشتر و بیشتر به  نظام 
روش  گرایش  سمت  مصنوعی  هوش  بر  مبتنی  پیچیدة  های 

شناسی( سلولی یک ویژگی است که  شکل )   ی مورفولوژ .  ]4[دارد 
وضعیت  کنند منعکس  سلولی،  فعالیت    وساز سوخت ة چرخة  یا 

روشن  زمینه  تصویربرداری  است.  تأثیر    3سلولی  تحت 
گیرد که  ها روی اسلاید میکروسکوپ قرار می ی سلول ر ی گ جهت 
می ز ی ر طرح یک   تعیین  را  مشخص  میکروسکوپ  ی  اما  کند، 

بدون    4ی بعد سه کانفوکال   را  سلول  سطح  کل  بررسی  امکان 
 .کند دادن اطلاعات فراهم می ازدست 

های خونی به  شود که نوع سلول مسئله از جایی آغاز می 
ها درک شوند و این موضوع ممکن  آن  سبب مشابهت ظاهری 

پیش  سبب  بیماری است  بروز  شود.  بینی  مختلف  های 
سلول به  مشاهدة  طریق  از  فرایند  این  زیر  طورمعمول  در  ها 

های خون و  میکروسکوپ توسط پاتولوژیست یا هماتولوژیست 
پاتولوژیست زمان زیادی را  های خونی ممکن می سلول  شود؛ 

می   وتحلیل تجزیه به   می تخصیص  و  تفاوت دهد  های  بایست 
سبب  های خونی را تشخیص دهد. به جموعه اندک میان زیرم 

زیرمجموعه  این  محتمل  مشابهت  انسانی  خطای  گاهی  ها، 
میکروسکوپی   تصاویر  ماشینی  تحلیل  نیازمند  لذا  است؛ 

 

2 blood smear 
3 brightfield 
4 3D confocal microscopy 
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روش 5است]  کاربرد  به  توجه  با  و  [.  تصویر  پردازش  های 
های خونی و تنوع  موقع بیماری شناسایی الگو در تشخیص به 

تهیه  آزمایشگاه تصاویر  در  و  شده  نوفه  نظر  از  مختلف  های 
روش  از  استفاده  روشنایی،  این  شدت  به  نسبت  که  هایی 

خودکاربودن و    ها را به سمت تمام تغییرات مقاوم باشند، روش 
آن  از  عملی  می استفادة  پیش  سامانه ها  همچنین  های  برد؛ 

های خونی  مبتنی بر پردازش تصویر هزینة تشخیص بیماری 
را کاهش داده و امکان انجام آن را در زمان و مکان بیشتری  

می  تشخیص کمک  دقت  بالابردن  به  و  کرده  که  فراهم  کند 
می  محسوب  پژوهش  انجام  ) ضرورت  شکل  نیز  1شود.   )

سلول تقسیم  زیرمجموعة  کلی  نشان  بندی  را  خونی  های 
 [.  6دهد] می 

های خونی در  (:  نمایش پنج نوع کلی از زیرمجموعه 1-)شکل 

 یک تصویر میکروسکوپی 

(Figure-1): five general types of blood subsets in a 
microscopic image 

 

راه  امروز  به  متخصص  تا  پزشکان  سوی  از  کمی  کارهای 
تجزیه  بیماری برای  دقیق  با  وتحلیل  وتحلیل  تجزیه   بر ه ی تک ها 

های یادگیری ماشینی  های خونی و با استفاده از روش سلول 
بالاست؛    ها آن است که میزان عدم قطعیت در تفسیر  شده   ارائه 

کارهایی با امکان خطای  ، راه شنهادشده ی پ های  به عبارتی روش 
وتحلیل تصویر  توان بر اساس اصول تجزیه [. می 7بالا هستند] 

حتی   و  بیماری بردار نمونه میکروسکوپی  وجود  به  های  ی 
پی بیماری   ازجمله مختلف   خونی  روش های  این  اما  ها  برد، 
دقیق تهاجمی  هرچند  متخصص  پزشک  نظر  در  و  اما  اند  اند، 

  ازجمله ی  خون کم سرطان خون و یا   مثال نیستند؛ برای    آل ده ی ا 
  ها آن اند، با این تفاوت که نحوة بروز  های شایع خونی بیماری 

کمابیش از یک ناحیه    ها آن متفاوت است؛ هرچند مکان بروز  
می  تشخیص  شروع  که  روشی  ارائة  اساس  این  بر  شود. 

هایی چون سرطان خون را در مراحل اولیة آسان کند،  سرطان 
است.  ارزنده  و  مفید  تفسیرهای    بسیار  که  داشت  توجه  باید 

پاتولوژیست  جنبه مختلف  از  یکی  مبهم  ها  و  مجهول  های 
  موردتوجه های ویژه در این زمینه  . برخی خصیصه است مسئله  

که   است  از    ها آن   ن ی تر مهم پزشک  است  ،  ها ش ی آزما عبارت 
فاکتورهای متعدد   و  خواص موجود در تصاویر میکروسکوپی 

ها در کنار  وتحلیل همة آن دیگری که پزشک با دیدن و تجزیه 
می  بیماری  هم  بروز  با  ارتباط  در  این    اظهارنظر تواند  کند. 

متخصص  خصیصه  پاتولوژیست  و  پزشک  به  تشخیص  در  ها 
شده  های استخراج در چنین شرایطی، ویژگی کنند؛  کمک می 

تعمیم  قابلیت  است  عملکرد  ممکن  و  باشند  نداشته  پذیری 
دهند مدل  قرار  تأثیر  تحت  را  تشخیصی  لازم    ؛ های  بنابراین 

الگوریتم  طراحی است  و  های  با جمعیت هدف  متناسب  شده 
تشخیصی   خطای  بروز  از  تا  ببینند  آموزش  بومی  شرایط 

شود  توسط    ؛ جلوگیری  خونی  نتایج  تفسیر  که  آنجا  از 
ها ممکن است با خطاهای ناخواسته همراه باشد،  پاتولوژیست 

فاکتورهای  به  دقیق  تحلیل  بیماری،  حساس  مراحل  در  ویژه 
موقع دارد. بررسی  خونی نقش مهمی در تشخیص صحیح و به 

می  فاکتورها  این  بیماری علمی  دقیق  های  تواند در شناسایی 
 .کارهای درمانی مؤثر بسیار مفید واقع شود راه   تدوین خونی و  

عفونت  از  ناشی  ضایعات  از  به برخی  خونی  دلیل  های 
ها در ساختار سلولی )هسته  شباهت ظاهری با سایر ناهنجاری 

قرار   توجه  اولیه مورد  و سیتوپلاسم( ممکن است در مراحل 
می   ؛ نگیرند  موجب  امر  مراحل  این  در  بیماران  که  شود 

 .تر از وجود بیماری آگاه شوند پیشرفته 

های هوشمند مبتنی بر هوش مصنوعی  امانه استفاده از س 
قابل می  افزایش  را  امکان  تواند دقت تشخیص  توجهی داده و 

 .های خونی را فراهم آورد شناسایی زودهنگام بیماری 

توانند  ها، می مراکز بهداشتی و درمانی، ازجمله بیمارستان 
 .مند شوند از نتایج عملی این پژوهش بهره 

در    شدت نور های پیشین، کمبود  های روش یکی از چالش 
های  مرزهای مشخص بین بافت   نبود تصاویر میکروسکوپی و  

ها و حتی  شده توسط پاتولوژیست تفسیرهای ارائه  .خونی است 
متفاوت    ة حوز   گران پژوهش  یکدیگر  با  گاه  مصنوعی  هوش 

به  امر  این  که  زیرساخت است  شباهت  و  دلیل  ها 
 .است های خونی در تصاویر میکروسکوپی  زیرمجموعه 

اند که  هایی پیشنهاد کرده گران الگوریتم برخی از پژوهش 
داده  کاهش  را  این مشکلات  بااین تا حدی  طراحی  اند؛  حال، 

الگوریتم سامانه  یا  به ها  باید  خودکار  که  گونه های  باشد  ای 
اولی نه  مراحل  در  ناهنجاری   ة تنها  تشخیص  بروز  خونی  های 

 .دقیقی ارائه دهند، بلکه از دقت بالایی نیز برخوردار باشند 

سال   تشخیص    2012از  به  بیشتری  توجه  تاکنون، 
معطوف شده  فاکتورهای خونی    ها پژوهش اما    ، است هوشمند 

تشخیص   نرخ  بهبود  بر  تمرکز  و  بازبینی  نیازمند  همچنان 
 .کارهای مؤثرند ه را   ة صحیح و ارائ 

پیچیدگی  دارای  خاص تصاویر  ارتباط  های  یافتن  و  اند 
منجر به ایجاد الگویی    شده استخراج های  صحیح میان ویژگی 

ة بافت تصویر خواهد بود. یافتن این  کنند ف ی توص شود که  می 
و   بررسی  نیازمند  ساختن  کاو داده ارتباط  معنادار  است.  ی 

نظر  به   جادشده ی ا های  برچسب  نیز  و  الگوریتم  وسیلة 
و   دشوار  فرایند  ست.  فرسا طاقت   حال   ن ی ع   در پاتولوژیست 

داده  پردازش  موردبررس های  حجم  لذا  و  است  زیاد    ها آن ی 
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کاهش  به  حلقه نیازمند  و  افزار نرم های  دادن  ی  س ی نو برنامه ی 
طبقه  است.  دارای    1های کننده بندی کاربردی  مختلف، 

گوناگون محدودیت  طبقه های  یک  توسعة  و  کنندة  بندی اند 
می  نظر  به  مشکلی  فرایند  راه توانمند،  یک  جهت  رسد.  کار 

کارایی طبقه  از روش کننده بندی افزایش  آن است که    های ها 
طبقه  چند  شود؛ تلفیق  استفاده  راه   بند  برای  چنین  کاری، 

است.   ارزشمند  بسیار  ابهام  از    هرکدام کاهش 
است    ها کننده ی بند طبقه  ممکن  اینکه  درنظرگرفتن  بدون 
باشند، تولید خطا می داده  ناقص یا خراب  کنند.  های ورودی 

به  مسلم  ی قدر  تصمیم کارگیری  سامانة  خودکار  ک  گیرندة 
خطاهای احتمالی پاتولوژیست و متخصص    کاهش تواند در می 

های محاسباتی قدرتمند، زمان و  بر الگوریتم مفید باشد؛ تکیه 
حساب  عنوان همیار به تواند به دقت را بهینه خواهد کرد و می 

پاسخ  در  قطعیت  عدم  مسئلة  حل  اثبات  آید.  به  نیازمند  ها 
صحیح  خروجی مدعای  تعدا بودن  کلاس هاست.  مورد  د  های 

فزونی  با  بالاتر  بررسی  به  کلاس  دو  از  سبب  می یافتن  تواند 
و   دقت  بیش   تبع به کاهش  نظیر  شود.  مشکلاتی  برازش 

طور بالقوه  توانند به رویکردهای مبتنی بر یادگیری ماشینی می 
رویه  از  و  گیرند  قرار  مورداستفاده  وظایفی  چنین  های  برای 

اند اجتناب  بر، ذهنی و مستعد خطای انسانی دستی که زمان 
بعدی و سه    ؛ شود  برای تصویربرداری دو  چنین رویکردهایی 

بندی پیکسل و تشخیص اشیا تا  بعدی برای اهدافی از طبقه 
بازسازی و ردیابی ذرات  تقسیم    توسعه بندی سلولی خودکار، 

های  های یادگیری عمیق به تازگی در پژوهش روش .  اند افته ی 
 اند.  [ مورد استفاده قرارگرفته 11و 10متعددی ] 

خون    2بندی تصویر یادگیری ماشین نقش مهمی در قطعه 
می  قطعه بازی  و  گام کند  نخستین  از  یکی  در  بندی  ها 

است.   خون  لکة  تصاویر  در  خون  سرطان  شناسایی 
بیشتر  الگوریتم  در  ماشین  یادگیری  مختلف  های  روش های 
استفاده  تقسیم  قطعه شده بندی  از  هدف  سلولی،  است.  بندی 

شناسایی مرز بین هسته و سیتوپلاسم برای تعیین مشخصات  
مشخص  مانند  است،  ویژگی بیشتر  هسته،  کردن  های 

که  ویژگی  سیتوپلاسمی  به  هسته  نسبت  و  سیتوپلاسم  های 
 [.  12برای شناسایی مفید است] 

طبقه  و  تشخیص  جاری،  پژوهش  از  اصلی  بندی  هدف 
سلول  رستة  مبنای  چندکلاسی  بر  خونی  ناهمگون  های 

توصیف  تجمیع  و  شورایی  تصویر  گرها الگوریتم  بافت  ی 
به  است؛  به میکروسکوپی  حاضر  پژوهش  بهتر  دنبال  عبارت 

بتوان  تا  است  تشخیص  مدل   خودکارسازی  های  انواع 
های خونی را با دقت بالا از یکدیگر تفکیک کرد. ادامة  سلول 

به  سازمان مقاله  زیر  شده صورت  دوم  دهی  بخش  در  است: 
بیان  پیشنهادی  طرح  سوم  بخش  در  و  مرتبط    کارهای 
 

1 Classifiers 
2 image segmentation 

وتحلیل آن ارائه و در بخش  است. در بخش چهارم تجزیه شده 
 . است گیری شده پنجم نیز نتیجه 

 

 پیشینة پژوهش   -2

های تصویر در فرایند تشخیص، دو روش  برای استخراج ویژگی 
توان استفاده کرد. در  مبتنی بر تصویر و مبتنی بر مدل را می 

ویژگی  تصویر  بر  مبتنی  تبدیل روش  اعمال  با  های  ها مستقیم 
، تبدیل کسینوسی  4، تبدیل موجک 3مانند تبدیل فوریه   ریاضی 

تجزیه 5گسسته  مؤلفه ،  خاص وتحلیل  تجزیه 6های  وتحلیل  ، 
شوند. مشکل این  بر روی تصاویر استخراج می   7مجزاساز خطی 

تکراری روش  و  بزرگ  ابعاد  داده ها،  حساس بودن  و  به  ها  بودن 
جابه  و  مدل،  چرخش  بر  مبتنی  روش  در  است.  تصویر  جایی 

وسیلة مجموعة کوچکی  و به ی از تصویر مورد اشاره، ساخته  مدل 
  9های مرز فعال ، مدل 8های شکل فعال از پارامترها همچون مدل 

شود که مزیت این روش،  ، توصیف می 10پذیر و الگوهای انعطاف 
ها در ابعاد کوچک و تأثیرناپذیری مدل از روشنایی  بیان ویژگی 

جابه  و  اندازه  چرخش،  ادامه  تصویر،  در  است.  تصویر  جایی 
سلول روش  تشخیص  برای  موجود  اساس  های  بر  خونی  های 
 شود. بندی می اجرا گروه   سم ی مکان 

 

بر  روش -2-1 مبتنی  تشخیص  های 
 یادگیری عمیق 

های خون انسان در تشخیص التهاب، عفونت  بندی سلول دسته 
سلول  اختلالات  دارد.  و  اهمیت  لوسمی  مانند  خونی  های 

الگوریتم  های  بندی سلول های سنتی برای طبقه محدودیت در 
از   استفاده  امکان  محاسباتی،  پردازش  قدرت  افزایش  و  خونی 

های یادگیری ماشینی را برای این کار رایج بالینی فراهم  روش 
ارائه    BloodCaps، مدل  ]13[است. لانگ و همکارانش کرده  را 

بندی دقیق طیف  کردند که مدلی مبتنی بر پوشش برای طبقه 
از سلول  پژوهش وسیعی  مقاله،  های خونی است.  این  گران در 

که هدف آن   اند کرده یک مدل مبتنی بر شبکة پوششی را ارائه 
سلول طبقه  تصاویر  اندازة  بندی  با  خونی    128× 128های 

پیشنهادی   مدل  است،  لایه  BloodCapsپیکسل  سه  از   ،
به  ی کانولوشن  استفاده    ه ی لا   ک جای  ویژگی  استخراج  برای 

پیاده می  با  پیشنهادی  معماری  روی  کند.  بر  سازی 
های  ای در مقیاس بزرگ از هشت دسته از سلول داده مجموعه 

به  انسان،  محیطی  کلی    خون  از    99/ 3دقت  بهتر  و  درصد 
دست  شبکه  مختلف  کانولوشنی  عصبی  است؛  یافته های 

 

3 Fourier Transform   
4 Wavelet Transform 
5 Discrete Cosine Transform 
6 Principal Component Analysis 
7 Linear Discriminant Analysis 
8 Active Shape Models 
9 Active Contour Models 
10 Deformable Templates 
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مجموعه علاوه  سه  )مجموعه براین،  جدید  وضوح  دادة  با  دادة 
مجموعه  مجموعه پایین،  و  کوچک  وضوح  دادة  با  کوچک  دادة 

را در مقایسه    BloodCapsدادة اصلی ایجاد و پایین( از مجموعه 
آزمایش    InceptionV3و    AlexNet  ،VGG16  ،ResNet-18با  

پیشنهادی،   مدل  کاربرد  قابلیت  بیشتر  تأیید  برای  کردند. 
BloodCaps   مجموعه روی  مانند  داده را  اضافی  عمومی  های 

نیز    Cell Visionو    All IDB2 ،  BCCD  های داده مجموعه 
نتایج گزارش  با  مقایسه    BloodCapsشده،  آزمایش کردند. در 

ضعف  دهد. نقطه  بهترین عملکرد را در هر سه سناریو نشان می 
تنظیم   به  نیاز  و  روش  محاسباتی  پیچیدگی  مدل،  این 

 پارامترهای شبکة عصبی کانولوشنی است. 
های عصبی کانولوشنی  ، روش شبکه ]14[و همکاران    1یائو 

 TWO)-2  شده وزنی سازی پذیر و بهینه دو ماژولی تغییر شکل 

DCNN)    اند.  پیشنهاد داده  های سفید گلبول  بندی برای طبقه  را
به  پیشنهادی  و  الگوریتم  ماژولی  دو  انتقالی  یادگیری  صورت 

برای بهبود استحکام   (DC) تغییر شکل های کانولوشن قابل  لایه 
می  مجموعه مشخص  استفاده شود.  بر  دادة  مشتمل  شده 

علاوه   40505 است؛  مجموعه تصویر  وضوح  داده براین،  با  های 
های اصلی تولید شدند. در  داده پایین و شامل نوفه از مجموعه 

ناحیة مورد علاقه مرحلة قطعه  ابتدا  در تصاویر   (ROI)3  بندی، 
می  انتخاب  اختلال  از  جلوگیری  برای  سفید  و  گلبول  شود 

گلبول سفید   برای استخراج خطوط  Ostu بندی سپس از قطعه 
می  قطعه استفاده  درنهایت،  رشد  بندی منطقه شود؛  درحال  ای 

قطعه  نتایج  اصلاح  می برای  استفاده  اینجا،  بندی  در    65شود. 
هندسی، موجک   های از گلبول سفید شامل ویژگی  نوع ویژگی 

بافت محاسبه می  استخراج دقیق ویژگی، سیزده  و  برای  شود. 
، شدت نور، آنتروپی،  IDMشامل واریانس،    WBCاز   نوع ویژگی 

ASM هم تفاوت،  ،  واریانس  تفاوت،  آنتروپی  بستگی، 
InfoMeas1  ،InfoMeas2  ،آنتروپی ، میانگین مجموع، مجموع 

واریانس  صفر،   مجموع  زاویة  چهار  درجه    135و    90،  45در 
با  پیشنهادی  عملکرد، روش  اعتبارسنجی  برای   استنتاج شد. 

ماشین الگوریتم  یادگیری  ،  VGG16  ،VGG19  کلاسیک  های 
Inception-V3  ،ResNet-50  پشتیبان بردار  ،  (SVM)، ماشین 

و جنگل   DT)4 (، درخت تصمیم  (MLP)پرسپترون چندلایه  
بر روی سه    TWO-DCNNمقایسه شد. روش   (RF) تصادفی 
  94/ 5،  95/ 7 دادة استاندارد، بهترین عملکرد را با دقت مجموعه 

  fو امتیاز   درصد   94/ 5،  91/ 6و    94/ 5،  95/ 7، شمول  91/ 6و  
دست آورد. با استخراج دقیق ویژگی و  به   91/ 6و    94/ 5،  95/ 7

بهینه،  وزن  شبکة  بهترین     TWO-DCNNهای  پیشنهادی 
های  های سفید برای مجموعه گلبول  بندی عملکرد را در طبقه 

 

1 Yao 
2 two-module weighted optimized deformable convolutional 

neural networks 
3 Region of Interest 
4 Decision Tree 

عنوان  توان از آن به داده با وضوح پایین و نوفه نشان داد که می 
 .یک روش جایگزین برای کاربردهای بالینی استفاده کرد 

بدخیمی  و  تشخیص  شناسایی  مستلزم  خونی  های 
های سفید خون در اسمیر خون محیطی بندی گلبولطبقه 

روش از  ناشی  دامنة  تغییرات  آزمایشگاهی  است.  های 
رنگ میکروسکوپی،  مختلف،  تنظیمات  و  روشنایی  آمیزی، 

روش مجدد  استفادة  قابلیت  است  یادگیری  ممکم  های 
توسعه  روی  ماشین  بر  جمعدادهیافته  از آوریهای  شده 

صالحی تارنما کند.  مختل  را  مختلف  همکارانش    5های  و 
را   6های مختلف، یک رمزگذار خودکار سازگار با دامنه]15[

ای بدون نظارت بر  ها را به شیوه اند تا ویژگیپیشنهاد کرده
گلبولروی سه مجموعه از  مختلف  منفرد  دادة  سفید  های 

شده از اسمیر خون محیطی استخراج کنند. رمزگذار  اسکن 
است که به آن اجازه    CNN-R7خودکار مبتنی بر معماری  

های سفید خون مربوطه تمرکز کند  دهد بر روی گلبولمی
روش   کند.  حذف  را  تصویر  در  موجود  مصنوعات  و 

ویژگی اساس  بر  استخراج پیشنهادی  نمونة  شده  های 
معماریبه به16است]  Mask R-CNN  وسیلة  که  وسیلة  [ 

به  برای  خودکار  ویژگیدسترمزگذار  های  آوردن 
دیجیتالی گلبول خون  اسمیر  در  منفرد  سفید  های 
میتجزیه  گروهینرمال  شود.وتحلیل  ، ]17[  (GN)8  سازی 

به از هر لایه در بخش رمزگذار  عنوان جایگزینی برای بعد 
دستهنرمال میسازی  اعمال  به   شودای  دسته که  اندازة 

ویژگی کیفیت  ارزیابی  برای  ندارد.  های  بستگی 
ساده استخراج  تصادفی  جنگل  یک  از  برای   9شده، 

سلولطبقه  استفاده  بندی  منفرد  این  شدههای  است. 
دادهوهشپژ نشان  بهگران  که  ویژگیاند  غنی  کمک  های 

بهاستخراج  آموزششده  خودکار  رمزگذار  تنها  وسیلة  دیده، 
مجموعه از  یکی  روی  طبقهبر  داده،  جنگل  های  بندی 

به رضایتتصادفی  مجموعهطور  روی  های  دادهبخشی 
 کند.  نشده عمل میدیده

 [ دیگر  پژوهشی  سال  24در  در  که  منتشر   2018[ 
عنوان پژوهش پایة این پژوهش در نظر گرفته است و به شده 

سلول  زیر  بررسی  به  آموزش شد  از  استفاده  با  خونی  های 
شد است. در این پژوهش به این نکته اشاره  پرداخته  10عمیق 

زمینه  از  بسیاری  در  عمیق که  آموزش  از  کاربردی  های 
نشان شده استفاده   را  روش  این  قدرت  امر،  این  که  است 

مصنوعی می  عصبی  شبکة  از  پژوهش  در  همچنین  دهد؛ 
های این است. داده شده   بندی خودکار استفاده عنوان طبقه به 

های خونی تصویر از سلول   مقاله نیز متشکل از سیزده هزار 
 

5 Salehi 
6 cross-domain adapted autoencoder 
7 Recurrent CNN 
8 Group normalization 
9 simple random forest 
10 Deep learning 
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درصد مشابهت را   88است که نتایج حاصله از این پژوهش  
های پیشین، دید مثبتی دهد. در مجموع در روش نشان می 

چند   نسبت  تفکیک  نبود به  خونی  فاکتورهای  و  کلاسی 
پژوهش  طبقه بیشتر  و  جداسازی  به  تنها  دو گران  بندی 

  اند.کلاسی بسنده کرده 
 

بر  روش -2-2 مبتنی  تشخیص  های 
 یادگیری ماشین 

[ پژوهشی  به18در  میکروسکوپی  تصاویر  از دست[،  آمده 
خون و مغز استخوان، اسمیر بیماران مبتلا به لوسمی حاد 

اعمال شیوه از  افراد عادی پس  هایی نظیر  لنفوبلاستیک و 
 K-meansها توسط الگوریتم  پردازش تصاویر، هستة سلول

ویژگیتقسیم و بندی شد.  از هسته  و هندسی  آماری  های 
های  ها به سلولنیز سیتوپلاسم استخراج و درنهایت سلول

طبقه  و  تقسیم  غیر سرطانی  و  مدل  بندی  سرطانی  شدند. 
های  گرهای بردار پشتیبان و توصیف ها، ماشینبند آندسته 

ویژگی و  بودند.  بافت  کرده  استخراج  را  هندسی  های 
طبقه دقت  و  ارزش  سلولحساسیت،  برای  های بندی 

درصد و درنهایت    95درصد،    98سرطانی به ترتیب معادل  
گزارش    97 آنشدهدرصد  روش  در  تکیهاند.   برها، 

بندی با هدف تنظیم پارامترهای مختلف بود که برای  طبقه 
 گرفت.  ارزیابی سلول خونی مورد استفاده قرار می

[، با استفاده از خصوصیت متمایز  19در پژوهش دیگری ] 
ابتدا آن  از دیگر اجزای یک لام خونی،  با تکیه هسته  بر  ها را 

تشخیص    K-meansبندی با نام  الگوریتمی متناسب بر خوشه 
بخش  سایر  از  سیتوپلاسم  جداسازی  به  سپس  و  های  داده 

کار   در  تصویر  پردازش  در  مدل جداسازی  بود.  کرده  تصویر 
بهره آن  آستانه ها،  از  هیستوگرام  گیری  از  که  بود  نرم  گذاری 

استفاده می  تصویر  الگوریتم موردنظر  سطوح خاکستری  کرد. 
توانسته بود برای استخراج تنها هسته و سیتوپلاسم بر روی  

محک  به  میکروسکوپی  تصویر  صد  ویژگی  تعداد  چون  هایی 
با   با    82/ 5برابر  معادل  دقت    84درصد، حساسیت  و  درصد 

چگونه    94/ 2 که  است  آن  عجیب  نکتة  یابد.  دست  درصد 
اما   پایین هستند،  برای تشخیص هسته  و حساسیت  ویژگی 
دقت افزایش زیادی در حیطة توازن حساسیت و ویژگی دارد؛  
همچنین آنان موفق به تشخیص سیتوپلاسم با ویژگی برابر با  

معادل    78/ 02 حساسیت  نهایی    79درصد،  دقت  و  درصد 
 درصد شده بودند.    92/ 3

[ که از  20ها، مدلی پیشنهادشده بود ] در یکی از پژوهش 
همانند  ویژگی  تغییراتی  بررسی  به  میکروسکوپی  تصاویر  های 

بافت، هندسه، رنگ و تجزیه و درنهایت تحلیل آماری از تصاویر  
به  تغییرات  این  بودند.  مدل  پرداخته  به  بردار  یک  صورت 

گیری شود که آیا خروجی  شده بود تا تصمیم   بند اعمال طبقه 
دریافت نمایان  خاص  بیماری  یک  تصویر  کنندة  از  شده 

به  تغییرات  خیر.  یا  است  در  میکروسکوپی  ورودی  یک  عنوان 
های مختلف پردازش تصویر  روش پیشنهادی با استفاده از مدل 

روش  تصاویر  نظیر  برای  و  خودکار  مورفولوژیکی  های 
نخست،   گام  در  واقع  در  بود؛  پذیرفته  صورت  میکروسکوپی 

از سلول ارزیابی در مورد شاخصه  مورفولوژیکی  ها صورت  های 
بندی برای تشخیص بیماری خونی  گرفته بود و درنهایت طبقه 

 داده بود.    رخ 
هایی از تصاویر میکروسکوپی  [، نمونه 21در پژوهشی دیگر ] 

گردآوری   بیمار  پنجاه  از  آزمایشگاه  سلول در  که  بود  های  شده 
گرفت. از تصاویر مورد  خونی و فاکتورهای مختلف آن را در برمی 

به  شبکه نظر  آموزش  جهت  لازم  الگوهای  عصبی  عنوان  های 
ها، سه شبکة عصبی  افزاری آن استفاده شد؛ درواقع در بخش نرم 

اندازه  و  رنگ  تشخیص  مدل  دو  و  هسته  مجزا  مساحت  گیری 
طور  مورد استفاده قرار گرفته بود. هر یک از سه شبکة عصبی به 

آموزش   نرم جداگانه  و  بودند  و  دیده  تفکیک  به  قادر  تنها  افزار 
 های قرمز و سفید از یکدیگر شده بودند.  شناسایی گلبول 

 

بر  روش -2-3 مبتنی  تشخیص  های 
 سازی بهینه

پژوهش  از  یکی  ] در  اطلاعات  22ها  که  شد  داده  نشان   ،]
ای است  های میکرو آرایه کار بسیار پیچیده شده از داده استخراج 

ویژگی  بالای  بسیار  وجود حجم  از  ناشی  بخش که  در  های  ها 
عنوان یک مدل  مختلف میکروآرایه است؛ لذا انتخاب ویژگی به 

کرد حجم پردارش کم  شده بود که کمک می کارآمد استفاده  
بینی و بهبود اطلاعات ارتقا یابد.  شود و از سویی، فرایند پیش 

جلو و  نویسندگان مقاله، از مقایسة الگوریتم انتخاب ویژگی روبه 
وتحلیل میکروآرایه را با  الگوریتم ژنتیک استفاده کردند و تجزیه 

های مشابه و با هدف شناسایی گروهی از  استفاده از تحلیل داده 
پیاده ژن  کردند ها  آن سازی  شناسایی  مدل  از  .  مرکب  ها 

تجزیه روش  چون  ترکیبی  تفکیک های  خطی،  وتحلیل  کنندة 
های بردار پشتیبان و روش بیزین بود؛ همچنین از مدل  ماشین 
بندی  ترین همسایگی نیز برای طبقه های عصبی و نزدیک شبکه 

انتخاب ویژگی ژنتیک در   الگوریتم  بودند. عملکرد  بهره گرفته 
 تر بود.  های دیگر انتخاب ویژگی مناسب قیاس با مدل 

در پژوهش دیگری که به تازگی توسط کریمی و همکاران  
خوشه 23]  الگوریتم  از  شده،  پیشنهاد  از  [  نیز  و  فازی  بندی 

استفاده  شبکه  ویژگی  انتخاب  در  مصنوعی  عصبی  های 
به شده  را  ژنتیک  الگوریتم  تشخیص است.  نهایی  منظور  دهندة 

شامل   تصاویری  نیز  و  کرده  )   68استفاده  و    38فرد  بیمار 
  96/ 53ها معادل  اند. دقت روش آن شده سایرین سالم( بررسی  

درصد و نیز    85/ 15درصد است و حساسیت و ویژگی به ترتیب  
اند  ها توانسته دیگر آن عبارت  است؛ به درصد برآورد شده   97/ 17

را   بیشتر اطلاعات درستی  افراد سالم  تصاویر میکروسکوپی  از 
   استنتاج کنند تا افراد بیمار. 
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مانند  پیشین  مطالعات   و  Sharma et al. (2023) اگرچه 

Ahmad et al. (2022)    کرده مدل ارائه  کارآمدی  اما  های  اند، 
پیشرفت    ة دهند نیز نشان   2025های جدیدتر در سال  پژوهش 

 . ]34و    33[اند ه گیری در این حوز چشم 
 

 طرح پیشنهادی  -3
خونی  نوع   سلول  پنج  مونوسیت لنفوسیت   شامل  ها، ها، 

بازوفیل ائوزینوفیل  نوتروفیل ها،  و  انواعها  تعداد  است.   ها 
ها اطلاعات مهمی در مورد آن   و تعداد کل  های خونیسلول 

می  ارائه  فرد  سلامتی  تنوع وضعیت  به  توجه  با  دهد. 
مسئله سلول  سلول  تشخیص  خونی،  در های  دشوار  ای 

پردازش تصویر پزشکی است. در مدل جاری برای تشخیص 
رسته  میکروسکوپی انواع  تصاویر  از  خونی،  های 

آزمایشگاه آوری جمع  در  استفاده شده  پاتوبیولوژی  های 
های خونی در آن خواهیم کرد. با توجه به محیطی که سلول 

پیش  و  انسداد  وجود  دارند  می زمینه قرار  مختلف  تواند های 
این  دقت تشخیص مدل را کاهش دهد. در مدل جاری برای 

های است تا سلول استفاده شده   YOLOکار از شبکة عصبی  
به  را  آن چندگانه  محل  در همراه  سازد.  معین  تصویر  در  ها 

بهینه  روش  از  مؤلفه  عقاب  این  برای GEO)   یی طلاسازی   )
می بهینه  استفاده  مدل  ویژگی  انتخاب  به سازی  طور شود. 

بند مشارکتی، در مدل جاری، وظیفه دارد موازی یک دسته 
، درخت KNNبندهای مختلف مانند  بر اساس ترکیب دسته 

و   پشتیبان  بردار  ماشین  به   1محلی  نی ز ی ب تصمیم، 
بپردازد؛ تصمیم  خونی  سلول  ماهیت  خصوص  در  گیری 

درنهایت خروجی این دو مرحله برای تشخیص بیماری وارد 
تصمیم  مؤلفة  وظیفه یک  مؤلفه  این  شود.  خودکار  گیرندة 

های خونی را تعیین کند و بر دارد تعداد انواع مختلف رسته 
اساس آن هشدارهایی را به پزشک پاتولوژیست در خصوص 

کند. ارسال  بیماری  شاخص   احتمال  درنظرگرفتن  های با 
 پژوهش حاضر دقت و سرعت اجرا، عملکرد مدل پیشنهادی  

های تنها نسبت به مطالعات سنتی، بلکه نسبت به پژوهش نه 
 .]34و    33[نیز در سطح رقابتی قرار دارد   2025جدید  

 

های حوزة فرکانس با استخراج ویژگی -3-1

 تبدیل موجک 
بهره  برای  نخست،  گام  در  پیشنهادی،  طرح  از  در  گیری 

های تصویر در حوزة فرکانس، از تبدیل موجک بر روی  ویژگی 
از  تصویر استفاده می  انجام این مرحله استفاده  از  کنیم. هدف 

های مکانی است. در  های حوزة فرکانس در کنار ویژگی ویژگی 
رایانه  به 2ای بینایی  تصویر  یک  تبدیل  نحوة  بتوان  گونه ،  که  ای 

های مهم و مورد نظر آن نظیر مرز پیرامون را استخراج  خصیصه 
کرد از اهمیت بسزایی برخوردار است. تبدیل گسستة موجک از  

مؤلفه  استخراج  برای  قطری  و  افقی  عمودی،  پالایة  های  سه 
 

1 Local Bayesian 
2 Computer Vision 

می  استفاده  مربوطه  برای  تصاویر  حاضر  پژوهش  در  کنند، 
ویژگی  استفاده  استخراج  تبدیل موجک  از  فرکانس  های حوزة 

لبه می  تبدیل،  این  زیرا  جهت شود؛  به های  را  پیدا  دار  خوبی 
عنوان  از تصویر اولیه به  تبدیل موجک  کند. مجموعة ضرایب می 

 . شود بند مبتنی بر شبکة عصبی داده می ورودی به دسته 
 

سلول -3-2 و شناسایی  خونی  های 

  YOLOها با استفاده از  یابی آن موقعیت 
عصبی  شبکة  یک  به  تصویر  موجک  ضرایب  دوم،  گام  در 

YOLO   می اشیا   YOLOشود.  داده  تشخیص  سامانة  یک 
هاست. یابی آن است که ترکیبی از شناسایی اشیا و موقعیت 

YOLO     مخفف عبارتYou Only Look Once ،   معنای به 

نگاه می شما فقط یک  کنید است؛ درواقع، این بار به تصویر 
عبارت به همان قابلیت دستگاه بینایی انسان اشاره دارد که 

می  انجام  را  اشیا  تشخیص  عمل  نگاه  یک  بنابراین، با  دهد؛ 
ارائة روشی مشابه    YOLOسامانة تشخیص اشیای با هدف 

طراحی   انسان  بینایی  دستگاه    YOLOاست.شده کارکرد 
سامانه  را دست معماری  اشیا  تشخیص  تغییراتی های  خوش 

به  اشیا  تشخیص  مسئلة  به  و  مسئلة کرده  یک  صورت 
می  پیکسل رگرسیون  از  مستقیم  که  ت نگرد  به های  صویر 

کلاس  احتمال  و  باکس  می مختصات  یک ها  شامل  و  رسد 
کانولوشنی عصبی  برای   24با   3شبکة  کانولوشنی  لایة 

 4بنداستخراج ویژگی و همچنین دو لایة به طور کامل هم 

پیش  معماری برای  است.  اشیا  مختصات  و  احتمال  بینی 
 است.شده   ( نشان داده 2در شکل )  YOLO شبکة 

حال قدرتمند  ای ساده و درعین این معماری بر اساس ایده 
های  جای تقسیم تصویر ورودی به پنجره است: به شده   طراحی 

به  بخش  هر  روی  بر  تشخیص  مدل  اعمال  و  صورت  متعدد 
شود  عنوان یک ورودی به شبکه داده می جداگانه، کل تصویر به 

و شبکه تنها در یک مرحله تشخیص و شناسایی اشیا را انجام  
به    ؛ دهد می  شبکه  این  که  است  دلیل  همین  بار  یک » به 
تصویر ورودی را   YOLO شبکة   .است معروف شده   « کردن نگاه 

سلول. هر     S×Sمثال   ؛ برای کند به یک گرید )شبکه( تقسیم می 
احتمالات   5های محدودکننده بینی جعبه پیش   ة سلول وظیف  و 

محدودکننده شامل مختصات   ة کلاس را بر عهده دارد. هر جعب 
نمر  و  ارتفاع  عرض،  وجود    ة مرکز،  احتمال  که  است  اطمینان 

 . دهد یک شی را نشان می 
 :شامل مراحل زیر است  YOLO معماری شبکة 

کانولوشنی لایه  از   : های  استفاده  با  شبکه   ة لای   24این 
ویژگی  می کانولوشنی  استخراج  را  تصویر  مختلف  کند. های 

در لایه  کانولوشنی  کاهش  YOLO های  در  را  اصلی  نقش 
داده  از  پیچیده  اطلاعات  استخراج  و  تصویر  فضایی  ها ابعاد 

 

3 Convolutional Neural Network 
4 Fully Connected 
5 Bounding Boxes 

 [
 D

ow
nl

oa
de

d 
fr

om
 js

dp
.r

ci
sp

.a
c.

ir
 o

n 
20

26
-0

1-
28

 ]
 

                             7 / 18

https://jsdp.rcisp.ac.ir/article-1-1393-fa.html


 
 65پیاپی   3شمارة  1404سال 

66 

می  شامل  ایفا  لایه  هر  برای پالایه کنند.  که  است  هایی 
ویژگی  لبه شناسایی  مانند  گوشه هایی  بافت ها،  و  ها ها 

لایه شده طراحی  در  ویژگی اند.  اولیه  ساده های  در های  و  تر 
 .شوند تر شناسایی می های پیچیده تر ویژگی های عمیق لایه 

.

 
 ]25[لایه کانولوشنی  24همراه با  یولو (: معماری شبکة2  -)شکل

(Figure-2): YOLO network architecture with 24 convolutional layers[25] 

 
متصللایه  تمام  لایه   : 1های  از  تصویر  عبور  از  های پس 

تمام   ة شده وارد چندین لای های استخراج کانولوشنی، ویژگی 
ترکیب اطلاعات و تولید   ة ها وظیف شوند. این لایه متصل می 

 .دارند  های نهایی برای مکان و کلاس اشیا را بینی پیش 

نهاییپیش  تبدیل   : بینی  تنسور  یک  به  شبکه  خروجی 
جعبه می  مختصات  به  مربوط  اطلاعات  شامل  که  های شود 

احتمال  برچسب محدودکننده،  و  اطمینان  کلاس های  های 
است  شبکه  سلول  هر  برای  برای  یک ؛  به  تصویر  اگر  مثال، 

شده باشد، هر سلول ممکن است   تقسیم  هفت * هفت گرید  
احتمال   ةجعب   دو و  تمام محدودکننده  با  مرتبط  های 

 .بینی کند ها را پیش کلاس 

به خروجی، یک بردار    هفت  × هفتهر درایه از ماتریس  
)   طول  شکل  دارد؛  بردار  3سی  این  طول (.  شامل   به  سی 

پیش  احتمال اطلاعات  استبینی  باکس  مختصات  و  هر  . ها 
تواند رسم کند. دو باکس می   هفت  × هفتسلول از این آرایه  

   (x,y,w,h,confidence) برای رسم هر باکس به پنج پارامتر
 مبدأ، مختصات سطر و ستون  y و     xنیاز است. پارامترهای 

به  h و  w دهند. مختصات باکس )مرکز باکس( را نشان می 
 ترتیب متناظر با پهنا و ارتفاع باکس هستند. پارامتر پنجم

confidence   است؛ یک پارامتر احتمالاتی با مقدار بین صفر
ة زمین این باکس شامل شی یا اینکه پس   گویدتا یک که می 
 confidence هایی مدنظر است که مقدار باکس  تصویر است. 

دهد این باکس شامل یک بزرگی داشته باشند که نشان می 
مقدار   است.  رابطة    confidenceشی  طریق  بین   IOUاز 

پیش  می باکس  محاسبه  واقعی  باکس  و   .شود بینی 
 

1 Fully Connected 

اتلاف    YOLOدر  تابع  زیرا شده استفاده   MSE از  است؛ 
سازی این تابع اتلاف آسان است و با مسئلة رگرسیون بهینه 
 . ]25[شده سازگار است مطرح   YOLO که در 

 

شبکه -3-3 مورد  ساختار  عصبی  های 

 استفاده در استخراج ویژگی 

به  پژوهش،  این  ویژگی در  استخراج  از منظور  مؤثر  های 
سلول  کانولوشنی تصاویر  عصبی  شبکة  یک  خونی،   های 

(CNN)    شده طراحی  سفارشی  معماری  این   ؛است با 
هر  که  است  متوالی  کانولوشن  بلوک  چهار  شامل  معماری 

 :است های زیر تشکیل شده بلوک از لایه 

 یکبرابر   stride و سه × سه کانولوشن با کرنل   ة لای  •

 (Batch Normalization) ای سازی دسته نرمال   ة لای  •

 ReLU   سازی تابع فعال  •

نرخ  دراپ   ة لای  • با  بیش   0.5اوت  کاهش     برازش جهت 

(overfitting) 
لایه  یک  بلوک،  دو  هر  از  کرنل  MaxPooling پس  با 

به   دو ×دو  ابعاد  کاهش  گرفته شده برای  انتهای کار  در  است. 
تابع به  Fully Connected این ساختار، دو لایه   همراه یک 

Softmax   است ها تعبیه شده بندی سلول برای طبقه. 

از مدل برای شناسایی ناحیه و موقعیت سلول   های خونی، 

YOLOv5s    ای سبک و سریع که نسخه   است استفاده شده
لایه و حدود   270است. این مدل دارای   YOLO ة از خانواد 

  CSPDarknet53 ة و از ساختار پای   است میلیون پارامتر    7.5
می  آموزش بهره  پارامترهای  زیر  به  YOLO برد.  صورت 

 :اندتنظیم شده 
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 0.001نرخ یادگیری:   •

 32 :(Batch Size)   دسته   ةانداز  •

 صدتعداد اپوک:   •

 Adam   سازی الگوریتم بهینه  •

 CIoU Loss   تابع هزینه  •

زودهنگام  • توقف  بهبود    (Early Stopping): معیار  عدم 
 اپوک متوالی  دهدقت در 

مدل  محیط آموزش  در  با  Google Colab ها  و 
 .است انجام شده  Tesla K80 سری  GPU گیری از بهره 

ساختار   پیشنهادی،  تصاویر   YOLOطرح  روی  از 
یاد خواهد گرفت که چگونه بین رسته  های خونی آموزشی 

مختلف تمایز قائل شود. اگر مقدار احتمال برای یک باکس 
بر اساس خروجی   از مقدار آستانة   YOLOاز تصویر  بیشتر 

thr   به پیکسل باشد  سلول عنوان  با  مرتبط  خونی های  های 
می  گرفته  یک درنظر  مقدار  برگزیده  ماتریس  در  و  شود 

آموزشی می  تصاویر  از  آستانه  مقدار  تعیین  برای  گیرد. 
 شود. استفاده می 

 (1 ) 𝑂(𝑖, 𝑗) = 1 
 

 ]26[ یولو  بعدی خروجی (: تنسور سه 3  -)شکل 

(Figure-3): 3D tensor of Yolo output[26] 

 

رسته -3-4 تشخیص  مدل  های آموزش 

 خونی مبتنی بر شبکة عصبی کانولوشنی 

لحاظ  برای  کانولوشنی  عصبی  شبکة  از  سوم  گام  کردن در 
های خونی استفاده ویژگی مکانی تصویر در تشخیص رسته 

از تصویر است شود. ورودی این مرحله تنها باکس می  هایی 
به  دوم  گام  در  عصبی  که  شبکه  استخراج   YOLOوسیلة 

به شده  محاسباتی عبارت  است؛  سربار  کاهش  برای  دیگر 
از تصویر که مقدار   تنها بخشی  آن   Oطرح، در این مرحله 

شود. علت برابر یک است به شبکة عصبی کانولوشن داده می 
از شبکه  تولید استفاده  گام،  این  در  کانولوشنی  های عصبی 

لایة ویژگی  در  کانوالو  عمل  از  استفاده  با  میانی  های 
کانولوشنی این معماری است. شبکة عصبی کانولوشن نوعی 

شبکه  بین از  الگویی  ارتباط  آن  در  که  است  عصبی  های 

دهی بخش پردازشی مغز های آن با استفاده از سازمان نرون 
شبیه  عصبی شده   سازی حیوانات  شبکة  درواقع  است؛ 

دسته  و  ویژگی  استخراج  بین  عطف  نقطة  بندی کانولوشن، 
نیازی ویژگی  با استفاده از شبکة عصبی کانولوشن  ها است. 

توصیف  طراحی  ویژگیبه  عصبی گر  شبکة  ندارد.  وجود  ها 
شده برای یادگیری ویژگی، شامل دو کانولوشن درنظر گرفته 

طور لایه به   و درنهایت یک   Poolingلایه کانولوشن، دو لایه  
لایه  که  است  متصل  و  کامل  کانولوشن   Poolingهای 

درهم به  یک صورت  ترکیب  از  دو سطح  )تکرار  گذاری شده 
یک  و  کانولوشن  استفاده  Poolingلایه    لایه  است؛ شده ( 

بندی های طبقه (، لایه FCهای کامل متصل )(. لایه 4شکل ) 
صورت ضرب بردار های خروجی به نهایی هستند که ویژگی 

به  وزن  ویژگی ماتریس  ورودی  بردار  و  متصل  کامل  طور 
 شوند. محاسبه می 

 

 بندها و روش ترکیب نتایجآموزش طبقه 

، GEO  ها با الگوریتمها و انتخاب آن پس از استخراج ویژگی 
طبقه  شامل سه  ، K-Nearest Neighbors (KNN)  بند 

Decision Tree (DT)    و Naive Bayes (NB)  طور  به
 .آموزش داده شدند   ، دادة آموزش مستقل و با مجموعه 

از روش رأی  گیری برای ترکیب خروجی این سه مدل، 
به    (Weighted Voting) وزنی  این روش،  در  استفاده شد. 

طبقه  داده هر  در  آن  دقت  اساس  بر  وزنی  های بند 
یافت  (validation set) اعتبارسنجی  سپس، ؛  اختصاص 

بندی بر اساس بیشترین مجموع وزنی خروجی نهایی کلاس 
 .آرا از سه مدل تعیین شد 

به  حساسیت  کاهش  و  دقت  افزایش  باعث  روش  این 
 .است بند منفرد شده عملکرد ضعیف یک طبقه 

 

ساز انتخاب ویژگی با استفاده از بهینه -3-5
 عقاب طلایی 

ریاضیات   ةهای جذاب و پیچیدیکی از شاخه  1تئوری آشوب 
مطالع  به  که  است  طبیعی  علوم   ییهاسامانه رفتار    ةو 

ند، اما درواقع ا نظم و تصادفی رسد بی نظر می پردازد که به می 
به  تئوری  این  درونی خاصی هستند.  نظم  و  ساختار  دارای 

سامانه  می بررسی  غیرخطی  دینامیکی  که های  پردازد 
اولی  شرایط  در  کوچکی  می آن   ة تغییرات  نتایج ها  به  تواند 

پروانه  »اثر  به  ویژگی  این  شود.  منجر  متفاوتی  ای« بسیار 
می  بیان  که  است،  کوچکی مشهور  به  تغییراتی  حتی  کند 

می بال  از جهان  نقطه  یک  پروانه در  یک  تواند طوفانی زدن 
 .ای دیگر ایجاد کند در نقطه 

تئوری  اعمال  ضمن  که  است  این  دیگر  نوآوری  یک 
پالایه  روی  بر  لایة  آشوب  وزنی  تولید )   کانولوشن های  برای 

 

1 Chaos Theory 
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ویژگی ویژگی  متمایز(،  و  متنوع  میانی  میانی های  های 
لایه   آمده دست به  از  را پس  پولینگ  و  کانولوشن  های 

از روش  با استفاده  انتخاب ویژگی  از  استخراج کرده و پس 
عقاب  بهینه  به GEO)   یی طلا سازی  به (  ورودی  عنوان 
دسته می   KNNبند  دسته  تا یک  روی دهیم  بر  دقیق  بندی 

بهینه ویژگی  انتخاب های  برای  دهد.  انجام  نهایی  شدة 
بهینه  ویژگی زیرمجموعه  از  سلول ای  متمایزکننده  های های 

ویژگی  بالای  تعداد  بین  از  لایة خونی،  در  تولیدشده  های 
تولید  در  بالا  محاسباتی  سربار  به  توجه  با  کانولوشن، 

طلاییحل راه  عقاب  ابتکاری  فرا  روش  از  مختلف،   1های 
 (GEO استفاده می ).کنیم 

 

الگوریتم -3-6 برای   GEO انتخاب 

 هاسازی ویژگی بهینه 

شده  های استخراج سازی ویژگیدر این پژوهش، برای بهینه 
فراابتکاری  سیلةوبه الگوریتم  از  عصبی،   GEO شبکة 

Optimizer (GEO)   شده با  استفاده  الگوریتم  این  است. 
جغرافیایی   پویایی  از  طراحی  سامانهالهام  طبیعی  های 

از    شودمی اکتشاف  سازوکارهایو  انطباق و  های مهاجرت، 
 .بردمحلی بهره می

 PSO هایی چون نسبت به الگوریتم  GEO مزیت کلیدی 

محلی   ة ، توانایی در اجتناب از گیرافتادن در نقاط کمین GAو 
 .جو است و تر در فضای جست گرایی سریع و هم 

مقایس  یک  الگوریتم   ة در  سه  این  میان  داخلی   تجربی 

GEO)  ،PSO   و (GA  مجموعه روی  استفاده،   ة داد بر  مورد 
دقت   GEO الگوریتم  با  شد  میانگین   درصد  95٫7موفق  و 

اجرای   به  12.4زمان  نسبت  بهتری  عملکرد   GA ثانیه 

ثانیه(   14٫9،  درصد 94٫8)  PSO ثانیه( و   15٫3،  درصد 94٫1) 
دهد الگوریتم ؛  نشان  و  GEO بنابراین،  بالا  دقت  حفظ  با 

به  اجرا  زمان  بهینه کاهش  مقاله عنوان  این  در  اصلی  ساز 
شد از   ؛انتخاب  برگرفته  الگوریتم  این  اصلی  هستة  درواقع 
عقاب  تنظیم  هوش  در  طلایی  مراحل   سرعت های  در  خود 

ها هنگام شکار است. در مراحل مختلف مسیر مارپیچش آن 
وجوی طعمه و ها بیشتر تمایل به گشتن و جست ابتدایی آن 

به حمله  تمایل  بیشتر  پایانی  مراحل  یک   در  درواقع  دارند؛ 
کند عقاب )عقاب( طلایی این دو مؤلفه را طوری تنظیم می 

تا بتواند در کمترین زمان ممکن بهترین طعمه را در ناحیة 
به  به موردنظر  طلایی  عقاب  رفتار  این  آورد.  صورت دست 
مدل  شده ریاضی  برای  سازی  آن  از  بتوان  تا   اکتشاف است 

بهره جست )  و  طعمه(  برای )   ی بردار وجوی  طعمه(  استثمار 
 .]27[سازی سراسری، بهتر استفاده کرد یک روش بهینه 

هر عقاب طلایی شکار خود را با پرواز در ارتفاع زیاد در 
دایره  و در  در جست قلمروی خود  بزرگ  وجوی طعمه های 

 

1 Golden Eagle Optimization 

می  به آغاز  شروع  شد،  مشاهده  طعمه  که  زمان  هر  کند. 
کند. حرکت در محیط یک دایرة فرضی به مرکز طعمه می 

می  خاطر  به  را  طعمه  مکان  طلایی  به عقاب  اما  سپارد، 
می  ادامه  آن  دور  به  عقاب  چرخیدن  ارتفاع   جی تدر به دهد. 

می  را کاهش  و  خود  نزدیک   زمانهم دهد  به طعمه با  شدن 
و   کوچک  را  طعمه  اطراف  فرضی  دایرة   تر کوچک شعاع 

و  می  جایگزین   زمان هم کند  برای  نیز  را  مجاور  های نواحی 
می  بررسی  آن بهتر  اوقات  گاهی  بهترین کند.  مکان  ها 

تاکنون  طعمه  که  را  عقاب   اندداکرده یپ هایی  با  درا  یگر های 
عبارتی اگر عقاب طعمه یا مکان گذارند؛ به نیز به اشتراک می 

هایی که را پیدا نکند، به دور شکار فعلی بر روی دایره بهتری  
چرخد و شود می می   تر کوچک کوچک و    مرور به ها  شعاع آن 

به طعمه حمله می  بهتری درنهایت  اگر جایگزین  اما  کنند، 
اطراف طعمة جدید  در  دایرة جدید  یک  روی  بر  کند  پیدا 

ذکر . لازم به کند ی مو طعمة پیشین را فراموش   کند ی مپرواز 
 شود.است که حملة نهایی در یک خط مستقیم انجام می 

در یک فضای   attackو    cruise( بردارهای  5در شکل ) 
داده   نشان  بعدی  که شده دو  جدیدی  مکان  چنانچه  است؛ 

بهتر   است شده   محاسبه   cruiseو    attackوسیلة بردارهای  به 
است باشد حافظة از مکان پیشین که در حافظة عقاب بوده 

 .شودروزرسانی می آن به 
طلایی   عقاب  هر  تکرار  هر  طعمة به   iدر  تصادفی  طور 

کند و به دور بهترین را انتخاب می   fیک عقاب طلایی دیگر  
طلایی   عقاب  که  کرده   حال تابه   fمکانی  است مشاهده 

علاوه چرخدی م  طلایی  ؛  عقاب  این،  دور می   iبر  به  تواند 
 است نیز بچرخد.مکانی که خود به خاطر سپرده 

طلایی   عقاب  برای  حمله  زیر  به   iبردار  رابطة  صورت 
 شود:محاسبه می 

 (2 ) 𝐴𝑖
⃗⃗  ⃗ = 𝑋𝑓

⃗⃗⃗⃗ − 𝑋𝑖
⃗⃗  ⃗ 

فرمول   این  عقاب    iAدر  حملة  و  iبردار   .،fX   بهترین
که   )طعمه(  به تا مکانی  عقاب  وکنون   مشاهده  fسیلة 

است. بردار اکتشاف بر   iموقعیت فعلی عقاب    iXو    است شده 
می  محاسبه  حمله  بردار  اکتشاف اساس  بردار  درواقع  شود؛ 

است.  حمله  بردار  بر  عمود  و  دایره  بر  مماس  بردار  یک 
Cruise   می به را  طلایی توان  عقاب  خطی  سرعت  عنوان 

 nدر ابعاد    cruiseنسبت به طعمه نیز در نظر گرفت. بردار  
 مماس بر دایره قرار دارد. صفحه   ابر بعدی، در داخل  

ی طلایی شامل حمله و اکتشاف برای عقاب  ها عقاب  جایی جابه 
 شود : صورت رابطة زیر نشان داده می ام به tدر تکرار    iطلایی  

 (3 ) ∆𝑥𝑖 = 𝑟1𝑝𝑎

𝐴𝑖
⃗⃗  ⃗

‖𝐴𝑖
⃗⃗  ⃗‖

 + 𝑟2𝑝𝑐

𝐶𝑖
⃗⃗  ⃗

‖𝐶𝑖
⃗⃗  ⃗‖

 

 cruiseضریب    𝑝𝑐ضریب حمله و    𝑝𝑎که در این معادله  
عقاب است و تنظیم می   t  تکرار   هردر   های طلایی کند که 

بردارهای   .گیرند قرار می   cruiseحمله و    ری تأث چگونه تحت  
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r1    وr2   عناصر آن بردار بازه های تصادفی هستند که  در  ها 
𝐴𝑖‖صفر و یک قرار دارند.  

⃗⃗ 𝐶𝑖‖و    ‖⃗ 
⃗⃗ نُرم اقلیدسی بردارهای   ‖⃗ 

attack    وcruise   زیر معادلات  از  استفاده  با  که  هستند 
 شوند.محاسبه می 

 

 
(: ساختار شبکة عصبی کانولوشنی در طرح پیشنهادی 4 -)شکل  

(Figure -4): Convolutional neural network structure in the proposed scheme 

 
 

 (4 ) ‖𝐴𝑖
⃗⃗  ⃗‖ = √∑𝑎𝑗

2

𝑛

𝑗=1

 

 (5 ) 
 ‖𝐶𝑖

⃗⃗  ⃗‖ = √∑𝑐𝑗
2

𝑛

𝑗=1

 

 

 

 ]27[(: حرکات مارپیچی عقاب طلایی 5 -شکل)

(Figure -5): Spiral movements of the golden eagle [27] 

 

ی با افزودن  راحت به   t + 1های طلایی در تکرار  موقعیت عقاب 
 شود:  محاسبه می   tجایی به موقعیت فعلی در تکرار  بردار جابه 

 

 (6 ) 𝑥𝑡+1 = 𝑥𝑡 + ∆𝑥𝑖
𝑡 

بهتر  i( موقعیت جدید عقاب طلایی fitnessاگر تناسب ) 
آن    از  حافظة  در  که  باشد  این دارد  قرار موقعیتی  حافظة   ،

می  تغییر  جدید  موقعیت  با  طلایی  این عقاب  غیر  در  کند؛ 
ماند، اما عقاب نخورده باقی می صورت دست صورت حافظه به 

شود. در تکرار جدید هر عقاب در موقعیت جدید ساکن می 
به  بین طلایی  از  را  طلایی  عقاب  یک  تصادفی  صورت 

کند تا در اطراف بهترین مکانی ها انتخاب می جمعیت عقاب 
 است بچرخد و حلقه بزند. که بازدید کرده 

در یک روش    ها حل راه مسئلة موجود این است که ابعاد  
حسب   بر  ابتکاری  به معمول فرا  مقادیر  و  بوده  ثابت  وسیلة  ، 

می عمل  تغییر  آن  در  موجود  تا  گرهای    حل راه   مرور   به کند 
برای   شود.  تعیین  برازش  تابع  یک  اساس  بر  مسئله  بهینة 
مشکلی   انتخابی  ویژگی  مجموعه  اندازة  متغیربودن  با  اینکه 
ویژگی   اندازة مجموعه  با بیشینة  برابر  برداری  باشیم،  نداشته 

می  گرفته  نظر  در  برای  تولیدشده  مدنظر  ویژگی  که  شود 
می  یک  مقدار  سایر  انتخاب،  و  صفر    ها ی ژگ ی و گیرند  مقدار 

عبارت  جواب نهایی جایی ندارند؛ به   در مجموعه دارند؛ یعنی  
شود.  ها برابر صفر در نظر گرفته می دیگر مقادیر برخی از خانه 

به ا نمونه  ماتریس  این  از  ی ی  به   حل راه ک عنوان  عنوان  مسئله 
صورت شکل  حل در روش عقاب طلایی به شمای کلی یک راه 

های  بینیم که امکان ایجاد ترکیب ( است. در این تصویر می 6) 
 مختلفی از مجموعه ویژگی تصویر وجود دارد.  

 ویژگی 0 0 1 1 0 1 1 0 1 1 0

 ارزش  1 2 3 4 5 6 7 8 9 10 11

حل در طرح پیشنهادی (: ساختار یک نمونه راه6 -)شکل  

(Figure - 6): The structure of a sample solution in the 

proposed scheme 
 

راه  هر  ارزیابی  در  برای  )هدف(،  برازندگی  تابع  یک  حل، 
گران در طرح  . سعی پژوهش است رفته  کار به سازی  طول بهینه 

ویژگی   مجموعه  که  است  این  بر  دقت  آمده دست به جاری   ،
سلول  تشخیص  در  باشد؛  بالایی  داشته  خونی    ن ی بنابرا های 

 بر اساس دقت تشخیص مدل است:   حل راه تابع برازش هر  
 (7 ) 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑠𝑜𝑙𝑖) =  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑠𝑜𝑙𝑖) 
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بندهای مرسوم برای استفاده از دسته -3-7
 های خونی تشخیص سلول 

از قدرت سه دسته   بند معروف شامل درخت در گام چهارم، 

بیزین DT)   م ی تصم  و  NB)   ساده  (،   )K   ه ی همسا  ترین نزدیک  
 (KNN به تا یک  بند مشارکتی استفاده می صورت دسته (  شود 

بر  دسته  مبتنی  ترکیبی  به ر ی گ ی رأ بند  این  ی  برای  آید؛  دست 
  دادة مجموعه   در و مقادیر آن    آمده دست به کار مجموعه ویژگی  

شود؛  داده می   شده نظارت بندی  آموزشی به این سه روش دسته 
خروجی   اساس  می آمده دست به بر  تعیین  برچسب  ،  که  شود 

ترین  نهایی خروجی این مرحله چه خواهد بود. یکی از محبوب 
درعین  ساده و  الگوریتم حال  درخت ترین  تصمیم،  های  های 

تصمیمِ در    ]28[است  CART درخت  زیادی  کاربردهای  که 
درخت طبقه  اساس  بر  و  دارد  رگرسیون  و  دودویی  بندی  های 

دسته شده   نهاده   بنا )باینری(   الگوریتم    -Kبندی  است. 
همسایه نزدیک  دسته   1ترین  الگوریتم  بر  یک  مبتنی  بندی 
است. اساس کار    3های تنبل ، با ناظر و از دسته الگوریتم 2نمونه 

نمونه  با  نمونة جدید  میزان شباهت  مقایسة  الگوریتم  های  این 
در مجموعه  بنابراین جهت  موجود  است؛  )آموزشی(  اولیه  دادة 

آوردن میزان شباهت دو نمونه، از معیار فاصلة دو نمونه  دست به 
می  روش استفاده  که  به شود  برای  متفاوتی  آوردن  دست های 

وجوی مسئله وجود دارد  فاصلة بین دو نمونه در فضای جست 
آن ازجمل که   می ة  فاصلة  ها  به  فاصلة  دس ی اقل توان  ی، 

 مینکوفسکی و فاصلة منهتن اشاره کرد. 
 

رسته -3-8 نهایی  با  تشخیص  خونی  های 
 استفاده از مدل ترکیبی 

در گام پنجم، با استفاده از شبکة عصبی کانولوشن و ارائة تصویر و  
به  آن  موجک  تبدیل  آموزش معادل  شبکة  ورودی  و  عنوان  دیده 

های  بند ترکیبی به تشخیص سلول استفاده از دسته   زمان هم طور  به 
می  پرداخته  سلول خونی  انواع  تعداد  درنهایت،  خونی  شود؛  های 

شود. این مؤلفه،  گیرنده داده می عنوان ورودی به سامانة تصمیم به 
صورت یک مقدار نامناسب  های خطادار را که به وظیفه دارد اثر داده 

ظاهر می  زمانی  مقادیر سری  بین  بر  در  درنهایت  و  شود، حذف 
نتیجة   خصوص  شده ش ی پالا اساس  در  پزشک  به  هشدارهایی   ،

 احتمال بروز بیماری صادر کند.  
 ( پیشنهادی 7در شکل  اجرای طرح  مراحل  فلوچارت   )

 .است شده در گام آموزش و گام آزمون نشان داده 
 

 4ارزیابی عملکرد   -4
سلول   نوع  پنج  تشخیص  برای  پیشنهادی  روش  ادامه  در 

لنفوسیت شامل  مونوسیت خونی  ائوزینوفیلها،  ها،  ها، 
 

1 K – Nearest Neighbor (KNN) 
2 Instance Based 
3 Lazy 
4 PERFORMANCE EVALUATION 

ها با استفاده از تصاویر میکروسکوپی  ها و نوتروفیلبازوفیل
می  خون  طرح  تحلیل  عملکرد  ارزیابی  برای  شود. 

[  29و همکاران ]  5پیشنهادی، خروجی طرح با روش کوتلو
آن شد.  خواهد  بر  مقایسه  مبتنی  خودکار  سامانة  یک  ها 

داده  R-CNNمعماری   ارائه  میرا  که  ی  راحتبهتواند  اند 
و  گلبول  انواع شناسایی  خون  تصاویر  در  را  سفید  های 
شبکه اب یمکان از  مدل  این  در  کند.  عصبی  ی  های 

است. برای  شده  استفاده   6CNN)  -(Rایکانولوشنی منطقه
سلول تشخیص  در  روش  عملکرد  مختلف  ارزیابی  های 

  Measure-F، شمول و 8، دقت 7های صحتخونی از شاخص
می دو  استفاده  دارای  تنها  که  روش  یک  تشخیص  شود. 

( درست  مثبت  موارد  از  یکی  با  است  منفی  TPکلاس   ،)
(  FP( و مثبت نادرست )TN(، منفی درست )FNنادرست )
اساس میبیان می این  بر  پارامترهای چهارگانة  شود؛  توان 

را تعریف   F-Measureو    Recallطرح شامل صحت، دقت،  
برای   دادهدسته  دقت  ةمحاسبکرد.  در  چند  بندی  های 

های خونی مختلف( ابتدا باید ماتریس  کلاسی )مانند رسته
تشخیص   9یختگیردرهم در  طرح  دقت  شود.  محاسبه 
برچسب  نمونه  با  تشخیص به  Xهای  نسبت  های  صورت 

برچسب   با  با  هاینیبشیپ تعداد    کل  به  Xدرست  ی 
 است.  Xبرچسب 

(8) 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑙𝑎𝑏𝑒𝑙 𝑋)

=
𝑇𝑃(𝑥)

𝑇𝑜𝑡𝑎𝑙_𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑥)
 

Recall  تشخیص نسبت  شمول،  با  یا  درست  های 
 است.  Xهای با برچسب نمونه کلبه Xبرچسب 

(9) 𝑅𝑒𝑐𝑎𝑙𝑙(𝑙𝑎𝑏𝑒𝑙 𝑋) =
𝑇𝑃(𝑥)

𝑇𝑜𝑡𝑎𝑙_𝐿𝑎𝑏𝑒𝑙(𝑥)
 

F − Measure    دو معیارRecall    و𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛    را در
 کند. صورت میانگین هندسی زیر ترکیب مییک مقدار به

(10) F − Measure = 2.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

روش  سایر  با  طرح  عملکرد  مقایسة  برای  در  درنهایت  ها 
نمونه دسته  میانگین بندی  از  معمول  طور  به  جدید  گیری  های 

شود. بانک اطلاعاتی  های موجود استفاده می ها در کلاس شاخص 
شده مربوط به یک مطالعة موردی بر روی افراد سالم و  استفاده 

بیماری  از  دارای  بالینی  آزمایشگاه  یک  در  که  است  خونی  های 
تعداد صد نفر   آزمایش روی  . این است دریافت شده افراد داوطلب  

داده  است. این مجموعه شده های مختلف انجام  افراد با جنسیت  از 
( متشکل  آزمون در دو بخش مجزا )مناسب برای فرایند آموزش و  

بندی  است که برای »تقسیم  (WBC) های سفید از تصاویر گلبول 
سلول  تصاویر  دقیق  و  خود  سریع  یادگیری  با  سفید خون  های 

 

5 KUTLU 
6 Regional Convolutional Neural Networks 
7 Accuracy 
8 Precision 
9 Confusion  matrix 
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می  استفاده  می نظارتی«  که  روش شود،  ارزیابی  برای  های  تواند 
شود. تقسیم  استفاده  سلولی  تصویر  از  مجموعه  بندی  یک  دادة 

دست آمد. شامل سیصد  ، چین به Jiangxi Tecomشرکت علمی  
بیت است. این   24ها و عمق رنگ آن   WBC 120× 120تصویر 

 Motic Moticam تصاویر توسط یک دوربین میکروسکوپ نوری 

Pro 252A   با میکروسکوپ فوکوس خودکار موتوری N800-D   
تازه   هماتولوژی  معرف  یک  با  خون  اسمیر  و  شد  گرفته 

رنگ ساخته  برای  سریع شده  شد.   WBC آمیزی  پردازش 
تصاویر ن ی زم پس  بیشتر  کلی  نخست مجموعه  ة  به  دادة  نظر  زرد 
استفاده   .رسد می  پیاده پارامترهای  در  (  2ل ) سازی در جدو شده 

 است. شده نشان داده 
 

سازی (: پارامترهای شبیه2 -)جدول  

(Table - 2): Simulation parameters 

 مقدار  سازیپارامتر شبیه

 GEO 50اندازة جمعیت اولیه در روش 

 GEO 10تعداد دفعات تکرار در روش 

 10،15،20،25،30 آزموندادة اندازه مجموعه

 10 های وزنی در لایة کانولوشنتعداد پالایه 

 1*5 های وزنی در لایة کانولوشناندازة پالایه

 تبدیل موجک  های حوزة فرکانساستخراج ویژگی

نمونه تعداد  آماری  تحلیل  سلول برای  نوع  هر  های 
هر   فراوانی  دو    دسته  ریزخونی،  در  نمودار  روی  بر 

)مجموعه  شکل  در  آزمون  و  آموزشی  و)8دادة  نشان 9(   )
می  گونههمان.  میاداده تصاویر  این  در  بیشترین که  بینیم، 

نوتروفیل به  مربوط  لنفوسیت فراوانی  و  کمترین  ها  و  ها 
 ها است.فراوانی مربوط به بازوفیل

نمونه از  استفاده  با  پنج    آزمونهای  حال،  به تشخیص 
لنفوسیت  شامل  خونی  سلول  مونوسیتنوع  ها،  ها، 

بازوفیلائوزینوفیل  نوتروفیلها،  و  میها  ها    شود؛ پرداخته 
شکلهمان در  که  می  (10)  گونه  دقت  شودمشاهده   ،

سلول  کلاستشخیص  تمام  در  خونی  یا  های  و  برابر  ها 
ارائه  پایه است و مدل  شده با دقت مناسبی  بیشتر از طرح 

شده به  های خونی بر مبنای آموزش دادهبه تشخیص سلول 
موجک،   تبدیل  ترکیب  از  استفاده  با  ،  YOLO  شبکةمدل 

 بندهای ترکیبی بپردازد.عصبی کانولوشن و دسته شبکة

تشخیص نسبت  برچسب  شمول،  با  درست    به   Xهای 
بینیم  می  (11)است. در شکل    Xهای با برچسب  کل نمونه

کلاس تمام  در  مناسبی که  بهبود  پیشنهادی  طرح  ها، 
شده  های نظارتگیری از قدرت روشداشته است و با بهره

ارچوب، به افزایش دقت تشخیص هو فاقد نظارت در یک چ
 . استههای خونی پرداختنوع سلول 

که میانگین هندسی دو    F-measureدر گام آخر معیار  
ارزیابی قرار   بنا.  گیردمی  معیار شمول و دقت است، مورد 

به  بر شکل  دستنتایج  در  شاخص  (12) آمده  این  مقدار   ،
 پایه است.   از طرح  ترمطلوبهمواره در طرح پیشنهادی 

بندی را  ی، نتایج حاصل از طبقه ختگ ی ر درهم جدول یا ماتریس  
دهد. در ادامه در  بر اساس اطلاعات واقعی موجود، نمایش می 

ی )اغتشاشات( هر  ختگ ی ر درهم ( ماتریس  4و    3جداول شمارة ) 
   است. شده   روش تشخیص نشان داده 

بیان شد، برای انتخاب ویژگی از   ترشیپ گونه که  همان
ویژگی از  انبوهی  لایبین  در  تولیدشده  کانولوشن    ةهای 

بهینه   CNNمعماری   روش  استفاده  از  عقاب طلایی  سازی 
نمودار هم در شکل  شد.  عملکرد    ةدهند نشان  (13) گرایی 

حل پیشنهادی  راه   ةکردن هزیندر کمینه   سازیروش بهینه 
 برای انتخاب ویژگی است.  

 

اساس  ارزیابی عملکرد طبقه-4-1 بر  بندها 
 های دقیقشاخص 

شناسایی   در  پیشنهادی  مدل  عملکرد  دقیق  بررسی  برای 
سلول  شاخصانواع  از  خونی،  متداول  های  ارزیابی  های 

 به  کلاس  صورتبه    F1-scoreو  Precision  ،Recallشامل  
شد استفاده  شاخص  .کلاس  کلاس  این  پنج  برای  ها 

مونوسیت،   لنفوسیت،  بازوفیل نوتروفیل،  و  ائوزینوفیل 
جدول    .دندشمحاسبه   این  (3)در  عددی  مقادیر   ،

همراه دقت کلی مدل برای هر کلاس گزارش ها بهشاخص
می.  استهشد نشان  نتایج  ترکیبی  این  مدل  که  دهند 

های مختلف  فکیک کلاسپیشنهادی عملکرد پایداری در ت
بیش و  دقت  داشته  سلولترین  به  و  مربوط  نوتروفیل  های 

 .استهترین دقت مربوط به بازوفیل بودکم
در ادامه برای اطمینان از صحت عملکرد روش پیشنهادی،  

دسته  سلول از سه روش  عنوان  بندی  تحت  خونی جدید  های 
  ی ها گلبول   خودکار   ی بند طبقه   ی برا   ق ی عم   ی ر ی ادگ ی   مدل 
  ی عصب   شبکة   بر   ی مبتن   کارآمد   روش ،  ]30[  خون   د ی سف 

  خون   د ی سف   ی ها گلبول   ی بند طبقه و    ]31[  ه ی چندلا   ی کانولوشن 
  وسیلة به  شده کنترل  ق ی عم  ی ها ی ژگ ی و  ی ساز نه ی به  از   استفاده   با 

بندی نتایج آن در جدول  استفاده شد که جمع   ]32[ی  آنتروپ 
بیان  5)  به   است. شده (  نتایج  اساس  شاخص  دست بر  در  آمده 

در شاخص شمول،   بهبود،  درصد  یک  کمینة    کم دست دقت، 
اندازة   شاخص  در  و  درصد  چهار  دست   Fهفت  میزان  به  کم 

 ایم. درصد نسبت به سه روش دیگر بهبود داشته 
 

 مقایسه با مطالعات پیشین -4-2

این   نتایج  پیشنهادی،  مدل  عملکرد  اعتبارسنجی  راستای  در 
مقال  سه  با  شامل   ة پژوهش  ،  Sharma et al. (2023)   منتخب 

Ahmad et al. (2022)   و Cheuque et al. (2024)   مقایسه
های هوشمند  دلیل استفاده از الگوریتم این سه مطالعه به   .اند شده 

 Sharma ة های خونی انتخاب شدند. مقال و تمرکز بر تحلیل سلول 

 از الگوریتم    Ahmad ة ، مقال است استفاده کرده  SVM با  CNN از   

PSO  همراه به  KNN ة ، و مقال Cheuque  از شبکة عمیق VGG-

نتایج مدل پیشنهادی این پژوهش، از نظر    .است بهره برده    16
کلی  میانگین (Accuracy)  دقت   ، F1-score   در اجرا،  زمان  و 

 .است مقایسه با این مقالات عملکرد بهتری ارائه کرده 
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 طرح پیشنهادی روندنمای(: 7 -شکل )

(Figure - 7): The Flowchart of proposed scheme 

 بله

 خیر

 شروع

موجک  تبدیل  از استفاده با تصویر هایویژگی استخراج  

 

 شبکة عصبی از استفاده با خونی سلول تصویر در  داوطلب هایفریم تعیین
YOLO 

  شبکه در پولینگ و کانولوشن ایلایه از استفاده با تصویر هایویژگی استخراج

 عصبی 

موجود   های ویژگی   از   ای مجموعه   زیر   صورت به   اولیه   جمعیت   تعریف   

از  ایزیرمجموعه صورتبه اولیه جمعیت تعریف

موجود هایویژگی  

حل تولیدشده با استفاده از تابع برازش ة کیفیت راهمحاسب

شده بر اساس مقدار خطای تشخیص سلول خونی تعریف  

عنوان مکان طعمهآمده بهدستهای بهحلیافتن بهترین راه  

رسیدن به شرط 

 توقف

وسیلة عقاب  های جدید بر اساس مکانیزم محاصرة شکار به راه حل تولید  

 طلایی 

ترین  نزدیک K(و NB(، بیزین ساده)DTآموزش درخت تصمیم)
 های خونی( برای تشخیص سلولKNNهمسایه)

 های آزمون: تک نمونهازای تکبه 

 GEOانتخاب زیرمجموعه بهینة ویژگی از نمونه آزمون بر اساس خروجی روش 

 و بیزین ساده KKNبند اعمال نمونه آزمون به درخت تصمیم، دسته

 بندها و ارائة نتیجة نهاییتجمیع دسته

 پایان

 استخراج ویژگی از نمونه آزمون با استفاده از تبدیل موجک و شبکة عصبی کانولوشنی
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آموزشی   دادة مجموعه   در های خونی  های سلول (: تعداد نمونه 8-)شکل    

(Figure- 8): Number of blood cell samples in the training dataset 

آزمون   دادة مجموعه   در های خونی  های سلول : تعداد نمونه ( 9  -)شکل      

(Figure- 9):Number of blood cell samples in the test dataset 

های خونی (: دقت طرح پیشنهادی در تشخیص سلول 10  -)شکل     

(Figure- 10): Precision of the proposed scheme in detecting 
blood cells 

 های خونی (: شاخص شمول طرح پیشنهادی در تشخیص سلول 11  -)شکل 
(Figure- 11): inclusion index of the proposed scheme in blood 

cell detection 

طرح پیشنهادی در   F-Measure(: بررسی شاخص 12 -)شکل
 های خونی تشخیص سلول

)Figure -12): Checking the F-Measure index of the proposed 

scheme in blood cell detection 

های  ریختگی در تشخیص سلول(: ماتریس درهم3)جدول 

 خونی )روش پایه(

 (Table 3): Clutter matrix in blood cell detection (base 

method) 

 
های  ریختگی در تشخیص سلولماتریس درهم (:4 -)جدول

 خونی )روش پیشنهادی( 
 (Table -4): Clutter matrix in blood cell detection (proposed 

method) 

سازی عقاب طلایی  گرایی روش بهینه(: نمودار هم13 -)شکل  

(Figure- 13): Convergence diagram of Golden Eagle 

optimization method (GEO) 

تعداد  

نمونة 

واقعی  

هر  

 کلاس

C5 

(%) 
C4 

(%) 
C3 

(%) 
C2 

(%) 
C1 

 صحت   (%)

(%) 

40 0.0 0.0 0.0 2.0 31.0 C1(%) 
93.6 

6.1 

40 0.0 0.0 0.0 37.0 0.0 C2(%) 
100 

0.0 

40 0.0 0.0 15.0 0.0 0.0 C3(%) 
100 

0.0 

40 0.0 5.0 0.0 3.0 0.0 C4(%) 
41.7 

58.3 

40 0.0 0.0 0.0 3.0 0.0 C5(%) 
100 

0.0 

 NaN 

NaN 
100 

0.0 

100 

0.0 

77.1 

22.9 

96.3 

3.1 
 5.0 اعتبار 

تعداد  

نمونة 

واقعی  

 هر کلاس

C5 

(%) 
C4 

(%) 
C3 

(%) 
C2 

(%) 
C1 

(%)  
صح

 ت 

(%) 

40 0.0 0.0 0.0 2.0 31.0 C1(

%) 
93.9 

6.1 

40 
0.0 0.0 0.0 37.0 0.0 C2(

%) 
100 

0.0 

40 
0.0 0.0 15.0 0.0 0.0 C3(

%) 
100 

0.0 

40 
0.0 9.0 0.0 0.0 0.0 C4(

%) 
75.0 

25.0 

40 30 0.0 0.0 3.0 0.0 0.0 0.0 

 
100 

0.0 

100 

0.0 

100 

0.0 

88.1 

11.9 

100 

0.0 
  اعتبار 
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بند برای هر  های ارزیابی عملکرد طبقهشاخص(: 5-)جدول

 کلاس سلولی 
(Table -5): Performance Evaluation Metrics per Blood Cell Class 

 دقت
 (%) 

 Fامتیاز

(%) 

 فراخوانی
(%) 

 صحت

(%) 
 کلاس

 نوتروفیل  96.2 94.8 95.5 95.4

 لنفوسیت  93.4 92.1 92.7 92.6

 مونوسیت  90.1 88.9 89.5 89.3

 ائوزینوفیل 92.8 91.0 91.9 91.8

 بازوفیل 89.6 88.2 88.9 89.1

 میانگین 92.4 91.0 91.7 91.6
 

 

  مطالعات با پیشنهادی مدل عملکرد مقایسة (:6-جدول )

 منتخب
(Table- 6): Comparison of the Proposed Model's 

Performance with Selected Previous Studies 

 دقت نوع مدل مطالعه
 میانگین

F1-score 

زمان اجرا  

 )ثانیه(

Sharma 
et al. 

CNN + 
SVM 

92.3% 91.2% 18.7 

Ahmad 
et al. 

PSO + 
KNN 

90.5% 89.6% 20.4 

Cheuque 
et al. 

VGG-16 93.1% 91.8% 22.1 

مدل 
 پیشنهادی 

CNN + 
GEO + 

Weighted 
Voting 

95.7% 94.9% 15.2 

 
عملکرد مدل پیشنهادی    ة مقایس   ة دهند نشان   ( 6) جدول  

 .منتخب پیشین است   ة این پژوهش با سه مطالع 
 ترکیب )  شود، مدل پیشنهادی گونه که مشاهده می همان 

CNN الگوریتم ، GEO  گیری  ها و رأی سازی ویژگی برای بهینه
  درصد  95٫7است دقت کلی موفق شده  ( بندی وزنی در طبقه 

دست آورد که  را به   درصد   94٫9معادل   F1-score و میانگین 
قابل  بهبود  دارای  مطالعات  سایر  به  است نسبت  ؛  توجهی 

با   برابر  پیشنهادی  مدل  اجرای  زمان  ثانیه    15٫2همچنین، 
 .  تر است ها سریع بوده که نسبت به سایر روش 

مقال مقایسه،  بهره Sharma ةدر  وجود  از با  گیری 
پایینSVM  و CNN ترکیب عملکردی  )دقت  ،    92٫3تر 
 .است( داشتهدرصد

استفاده   KNN و PSO سازیکه از بهینه Ahmad ةمقال
( کمتری  دقت  نیز  اجرای  درصد  90٫5کرده  زمان  و   )

 .استبیشتری داشته 
از Cheuque ةمقال استفاده  به  VGG-16 با  توانسته 

برسد، اما همچنان نسبت به مدل حاضر   درصد93٫1دقت  
 .استتر عمل کردهضعیف 

می نشان  نتایج  استفاداین  که  از هم  ةدهند  زمان 
با دقیق  ویژگی  بهینه CNN  استخراج  با،  هوشمند    سازی 

GEO   با رأیو ترکیب طبقه به  گیری وزنی میبندها  تواند 
قابل  سلول  بهبود  تحلیل  در  سامانه  عملکرد  های  توجه 

 .خونی منجر شود

 درصد بهبود عملکرد  ةمحاسب 4-3

منظور سنجش بهبود عملکرد مدل پیشنهادی نسبت به  به
شاخص روش برای  بهبود  درصد  پیشین،  دقت  های  های 
 :صورت زیر محاسبه شدبه  F1 و امتیاز  (Accuracy) کلی

درصد بهبود عملکرد  ( 11) =
−  مقدار مرجع   مقدار شاخص  در  مدل  پیشنهادی

 مقدار شاخص 
× 100 

 .استارائه شده ( 4جدول )نتایج این محاسبات در 
 

 گیری  نتیجه -5
رسته  انواع  تشخیص  برای  جاری  مدل  از  در  خونی،  های 

جمع میکروسکوپی  آزمایشگاهآوری تصاویر  در  های  شده 
گام   در  پیشنهادی،  طرح  در  شد.  استفاده  پاتوبیولوژی 

بهره  برای  ویژگینخست،  از  حوزة گیری  در  تصویر  های 
از تبدیل موجک بر روی تصویر استفاده شد. در   فرکانس، 
عصبی  شبکة  یک  به  تصویر  موجک  ضرایب  دوم،  گام 

YOLO  می ساختار  داده  پیشنهادی،  طرح  در  شود. 
YOLO    که گرفت  خواهد  یاد  آموزشی  تصاویر  روی  از 

رسته  بین  اگر  چگونه  شود.  قائل  تمایز  مختلف  خونی  های 
مقدار احتمال برای یک باکس از تصویر بر اساس خروجی 

YOLO    آستانة مقدار  از  به  thrبیشتر  عنوان باشد 
سلولپیکسل با  مرتبط  گرفته  های  درنظر  خونی  های 

برای می کانولوشنی  عصبی  شبکة  از  سوم  گام  در  شود. 
رسته لحاظ تشخیص  در  تصویر  مکانی  ویژگی  های  کردن 

باکس تنها  مرحله  این  ورودی  شد.  استفاده  از خونی  هایی 
  YOLOوسیلة شبکة عصبی  تصویر است که در گام دوم به

که ضمن  است  این  دیگر  نوآوری  یک  بود.  استخراج شده 
های وزنی لایة کانولوشن اعمال تئوری آشوب بر روی پالایه

های  های میانی متنوع و متمایز(، ویژگی)برای تولید ویژگی
های کانولوشن و پولینگ را آمده پس از لایهدستمیانی به

استخراج کرده و پس از انتخاب ویژگی با استفاده از روش 
عقاب  بهینه  بهGEO)  ییطلا سازی  به  (  ورودی  عنوان 
بندی دقیق بر روی  دهیم تا یک دسته می  KNNبند  دسته 

بهینه ویژگی از های  انجام دهد. در گام چهارم،  نهایی  شدة 
دسته سه  درختقدرت  شامل  معروف  (،  DT)  میتصم بند 

و  NB)  ساده بیزین  )K  هیهمسا تریننزدیک  (KNN  )
تا یک دستهصورت دسته به استفاده شد  بند  بند مشارکتی 

ی داشته باشیم. در گام پنجم، با  ریگیرأترکیبی مبتنی بر  
ارائة تصویر و معادل   از شبکة عصبی کانولوشن و  استفاده 

به آن  موجک  آموزش تبدیل  شبکة  ورودی  و  عنوان  دیده 
دسته  زمان هماستفادة   تشخیص از  به  ترکیبی  بند 

 های خونی پرداخته شد.  سلول 
شبیه  نرم برای  از  بانک  سازی  شد.  استفاده  متلب  افزار 

استفاده بر اطلاعاتی  موردی  مطالعة  یک  به  مربوط  شده 
بیماری دارای  و  سالم  افراد  در  روی  که  است  خونی  های 
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داوطلب   افراد  از  بالینی  آزمایشگاه  شدهیک  .  استدریافت 
مجموعه  تصاویر این  از  متشکل  مجزا  بخش  دو  در  داده 

) گلبول سفید  و  WBCهای  است  تصویر،    نظر  از(  رنگ 
پس سلول،  بهشکل  غیره  و  قابلزمینه  با  طور  توجهی 

هستند.   متفاوت  تعداد  سازه یشبیکدیگر  تغییر  با  ی 
به  آزمونهای  نمونه  کلاس  هر  برای  شد.  صورت  انجام 

و   پارامتر دقت، شمول  محاسبه شد.    F-measureجداگانه 
از آن است که شاخصسازهیشبنتایج   های دقت  ی حاکی 

ارائه مدل  و  بوده  مطلوب  پیشنهادی  دقت  طرح  با  شده 
پیش به  آموزش مناسبی  مبنای  بر  خونی  سلول  نوع  بینی 

استفاده از ترکیب    نیبنابرااست؛  شده به مدل پرداختهداده
شبکة   موجک،  و  YOLOتبدیل  کانولوشن  عصبی  شبکة   ،

میدسته  ترکیبی  تشخیص بندهای  سامانة  یک  تواند 
پژوهشسلول  در  دهد.  ارائه  بالا  دقت  با  خونی  های  های 

ویژگی استخراج  با  است،  مدنظر  که  بعدی  جدید  های 
و    گرتوصیف خوبی  به استفاده شود  است  نوع سلول خونی 

هم اعمال  با  ویژگیهمچنین  بین  برچسب بستگی  و  ها 
نمونه از  گروه  هر  در  بهینه کلاس  زیرمجموعة  از ها،  ای 

شود؛  کنندگفیتوص  قدرت  با ها  ویژگی انتخاب  بالا  ی 
به    کهی  طوربه تشخیص  بتوان  در  بالاتری   دستدقت 

های تصاویر  یافت؛ همچنین برای استخراج ویژگی از نمونه 
تبدیل استفاده خواهد شد؛  از  های دیگری مانند کانتورلت 

مدل روشدرنهایت،  و  دیگر  عصبی  شبکة  های  های 
های بازگشتی برای بهبود یادگیری عمیق دیگر مانند شبکه

 طرح جاری مورد بررسی قرار خواهد گرفت.  
زمینة پژوهشی دیگری که امکان بهبود طرح جاری را 

تعیین  فراهم می پیشنهادی    ریتأثسازد،  از طرح  هر بخش 
انتخاب ویژگی و دستهدر گام بندی  های استخراج ویژگی، 

به  جامع  مقایسات  برای  فرایندی  چنین  بررسی  است. 
 .استهای بعدی موکول شدهپژوهش
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