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 چکیده
های مختلف از جمله سونار، بینایی ربات و های مبتنی بر آرایه فازی، اهمیت فراوانی در حوزهکمک روشیابی منابع صوت بهجهت

اعوجاج از قدرت تفکیک بالایی واریانس بدونتو وفقی، از جمله الگوریتم کمینهپردهیهای شکلتشخیص عیوب مکانیکی دارد. روش

دست آمده است. این هها بهای غیروفقی برخوردار هستند؛ اما این برتری در ازای پیچیدگی محاسباتی این الگوریتمنسبت به روش

ها استفاده شود. از ندرت از این الگوریتمصوت دارند، به حقیقی منبعیابی زمانشود در کاربردهایی که نیاز به جهتله باعث میأمس

سازی ها برای موازیواریانس، پتانسیل بالای این الگوریتمپرتو وفقی از جمله کمینهدهیهای شکلمهم روش سوی دیگر، یک ویژگی

( به جای واحد پردازنده GPUازنده گرافیکی )واریانس با به کارگیری واحد پردسازی موازی الگوریتم کمینه. هدف این مقاله، پیادهاست

نویسی یابی به این هدف از مدل برنامه. برای دستاستحقیقی منظور افزایش سرعت اجرا و رسیدن به حالت زمان(، بهCPUمرکزی )

سازی موازی الگوریتم منظور بررسی عملکرد پیادهسازی الگوریتم بر روی پردازنده گرافیکی استفاده شده است. بهکودا  برای پیاده

های مختلف در این مقاله سازیکاربرده شده است. صحت عملکرد پیادههب CPUمتفاوت و همچنین  GPUواریانس، دو مدل کمینه

 64توان با استفاده از یک آرایه دهد که مید. نتایج نشان میشیید أسازی تهای شبیههای واقعی سونار و همچنین دادهداده وسیلةبه

 حقیقی و با قدرت تفکیک بالا تخمین زد.صورت زمانواریانس بهگره، جهت منابع صوت زیر آب را با استفاده از الگوریتم کمینهحس
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Abstract 
Direction of Arrival (DOA) estimation of sound sources using phased array-based methods has a lot of 

importance in various fields, including sonar, robot vision, and mechanical defect detection. Adaptive 

beamforming methods, such as the MVDR (Minimum Variance Distortionless Response) algorithm, 

have high resolution compared to non-adaptive methods (Delay and Sum algorithm); but this advantage 

is achieved in return for the computational complexity of these algorithms. This makes it hard to use 

these algorithms in applications that require real-time sound source DOA estimation. On the other 

hand, an important feature of the adaptive beamforming methods including MVDR is the high potential 

of these algorithms for parallelization. The purpose of this paper is the parallel implementation of the 

MVDR algorithm by employing Graphical Processor Unit (GPU) instead of Central Processor Unit 

(CPU) to increase the execution speed and achieve the real-time mode. For this purpose, the CUDA 
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(Compute Unified Device Architecture) programming model has been used to implement the algorithm 

on the GPU. CUDA is a parallel computing platform and application programming interface (API) 

model created by Nvidia. It allows software developers to use a CUDA-enabled GPU for parallel 

processing. In order to investigate the performance of parallel implementation of the MVDR algorithm, 

two different GPUs, as well as CPUs, have been used. The performance validity of various 

implementations in this paper was confirmed by real sonar data as well as simulation data. The results 

show that using an array of 64 sensors, it is possible to estimate the DOA of underwater sound sources in 

real-time mode and with high resolution using the MVDR algorithm. 
 

Keywords: DOA estimation of sound sources, MVDR algorithm, Parallel processing, GPU, CUDA. 
 

 

 قدمهم -1
 گرانپژوهشیکی از موضوعاتی که امروزه ذهن بسیاری از 

یابی و له موقعیتأرا به خود مشغول کرده است، مس
و یا یک هدف است. یکی از اقسام  ءیک شی یابیجهت
گیری یابی صوتی است که هدف آن، ره، جهتیابیجهت

جسمی است که منبع سیگنال صوت بوده و یا صوت 
 .کندارسالی را منعکس می

های مبتنی روش اغلبیابی صوت های جهتروش
. در این نوع هستند [3–1]و پرتدهیبر آرایه فازی و شکل

منظور تعیین یابی، از سیگنال صوت دریافتی، بهجهت
. به این شکل که در آن، شودجهت دقیق منبع استفاده می

شده از هدف و یابی بر اساس تغییرات سیگنال منتشرجهت
های و بررسی تفاوت هاگرای از حسدریافت آن در آرایه

گیرد. پایه اصلی شده انجام میهای دریافتسیگنال
خیرهای زمانیأپرتو، جبران مناسب تدهیشکل هایروش

ای است که امواج هنگام رسیدن به چند گیرنده جدا ازهم 
 شوند.دچار آن می

 خیرأتوان به تیابی میهای جهتترین روشاز مهم
اعوجاج واریانس بدون، کمینه[4] (1DASجمع ) و
(2MVDR)[4]، چندگانه گنالیس یبندطبقه 
(3MUSIC)[5] [6,7]4ن بودهای مبتنی بر تنکو روش 

ترین واریانس از معروفاشاره کرد. در این میان کمینه
واریانس در سال یابی است. الگوریتم کمینههای جهتروش

یابی با استفاده . جهت[8]د معرفی ش Caponتوسط  1967
های از این روش، کاربرد زیادی در تصویربرداری با شیوه

 [14]ر و رادا [13–10]ت ، فراصو[9]ر مختلف از جمله سونا
پرتو وفقی  هایدهندهشکل ةدارد. این الگـوریـتم جزو دست

یابی در آن متناسب با ؛ به این معنی که جهتاست
شود. گرها انجام میهای سیگنال رسیده به حسویژگی
های های پرتو وفقی نسبت به الگوریتمدهندهشکل

دلیل حجم و تفکیک بالاتری دارند؛ اما به غیروفقی، قدرت
ها، زمان دهندهپیچیدگی زیاد محاسـبات در این شکل

ها نیز بیشتر شده و مانع تحقق ویژگی آناجرای 
 

1 Delay and Sum 
2 Minimum Variance Distortionless Response 
3 Multiple Signal Classification 
4 Sparsity based methods 

. کاربرد [13]د شوها میاین الگوریتم بودنحقیقیزمان
حقیقی یابی زمانهایی است که جهتسونار یکی از حوزه

بنابراین در این مقاله  ؛منبع صوت در آن ضروری است
سونار را  ةشدهای واقعی ثبتتلاش شده است که داده

صورت ده و راستای منابع صوت زیر آب را بهکرپردازش 
حقیقی م. پردازش زمانکنتعیین  حقیقیزمان

خیر در دریافت أیابی منجر به حذف تجهت هایالگوریتم
بودن همیشگی اطلاعات خروجی روزو به ییابجهتنتیجه 
واریانس کمینه شود. پیچیدگی محاسباتی الگوریتمآن می

دهیمنظور شکلناشی از محاسبه بردار وزن موردنیاز به
گرهای آرایه با . چنانچه تعداد حساستپرتو دریافت شده 

M  نمایش داده شود، پیچیدگی الگوریتمDAS  و
. علت این است 3Mو  Mاز مرتبه ترتیب به واریانسکمینه

واریانس، نیاز به پیچیدگی محاسباتی در الگوریتم کمینه
و محاسبه  M×Mبه ابعاد  5تخمین ماتریس کواریانس

. با توجه به استازای هر جهت خاص معکوس آن به
رو واریانس، در مقاله پیشعملکرد مناسب الگوریتم کمینه

 شود.اده میعنوان روش مبنا استفاز این روش به
های زیادی برای کاهش پیچیدگی تاکنون روش

های  مبتنی  اند. در روشواریانس ارائه شدهالگوریتم کمینه
رای متعامد ب از یک ماتریس تبدیل 6بر فضای پرتو

ای با بُعد پایین و در نتیـجه ها به یک فضتصویرکردن داده
 [17]. در [15,16]د شوکاهش حجم محاسبات استفاده می

شده در نظر گرفته و دار از پیش تعیینتعدادی پنجره وزن
ای که کمترین توان خروجی را ایجاد از بین آنها، پنجره

شود. به این ترتیب پیچیدگی الگوریتم کند انتخاب میمی
برابرِ  Pشده در این مقاله، تا واریانس پیشنهادکمینه

تعداد  Pکاهش یافته و  DASپیچیدگی الگوریتم 
از  [18]. در استشده دار از پیش تعیینوزن هایهپنجر

برای کاهش پیچیدگی محاسبه  7های اصلیلفهؤم تحلیل
واریانس استفاده شده بردار وزن بهینه در روش کمینه

اند مطرح شده [21–19]های دیگری نیز در است. رویکرد
هایی را برای کاهش ها و یا تقریبکه هر یک از آنها فرض

واریانس استفاده پیچیدگی محاسباتی الگوریتم کمینه
 

5 Covariance matrix 
6 Beam Space 
7 Principal Component Analysis (PCA) 
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الگوریتم اصلی  وضوحه هیچکدام دقت و اند؛ در نتیجکرده
ذا هدف اصلی از این را ندارند؛ ل 1کَپُنشده توسط معرفی

واریانس سازی الگوریتم کمینهمـقاله افزایش سرعت پیاده
حقیقی آن است. در این راستا از منظور اجرای زمانبه

منظور رسیدن به سرعت نویسی موازی بهرویکرد برنامه
 .[22]ت استفاده شده اسقبول اجرای قابل

سازی پردازشی که قابلیت موازی هاییکی از حوزه
پرتو است؛ به همین دلیل برای دهیزیادی دارد، شکل

رسیدن به هدف اصلی این مقاله، از قدرت پردازش موازی 
ها( استفاده GPUدر واحدهای پردازنده گرافیکی )

های پردازشی واحد پردازنده . تعداد هستهکنیممی
ها در ن هستهگرافیکی، چندین برابر بیشتر از تعداد ای

( است؛ اما قدرت پردازشی CPUواحد پردازنده مرکزی )
 است CPUبسیار کمتر از یک هسته  GPUهر هسته 

منظور پردازش موازی الگوریتم . در این مقاله به[23]
نویسی کودا از مدل برنامه GPUواریانس روی کمینه

(2CUDAاستفاده می ) کنیم. کودا در ماه ژوئن سال
و تا به  [23]د ششرکت انویدیا معرفی  وسیلهبه 2007

های کاربردی بسیاری به آن اضافه 3ابزارجعبهامروز توابع و 
 اند. شده

الگوریتم  2 ادامه مقاله به این شکل است. در بخش
 3. بخش شودواریانس و روابط حاکم بر آن بیان میکمینه

نویسی کودا به معرفی واحد پردازنده گرافیکی و مدل برنامه
سازی الگوریتم نحوه پیاده 4پردازد؛ در ادامه در بخش می

سپس نتایج  وبیان  GPUواریانس بر روی کمینه
های واقعی و از اجرای این الگوریتم روی داده آمدهدستبه

نمایش داده و در انتها  5شده در بخش سازیشبیه
 .شودارائه می گیرینتیجه

 

کمینیه پرتیو بیه روش   دهیی شکل -2

 واریانس
واریانس مبنای روش کمینه DASکه روش با توجه به این

در حوزه فرکانس بیان  DASروش  اختصارهدر ادامه ب است
پرتو کمینهدهیشود و سپس به ارائه روش شکلمی

 Mپردازیم. فرض کنید یک آرایه متشکل از واریانس می
{ قرار M, … , r 2, r 1rهای }گر داریم که در موقعیتحس

گر پرتو، خروجی حسدهیهای شکلدر الگوریتماند. گرفته
mگیریم:( در نظر می1)ه صورت رابطاُم را به 

𝑦̂𝑚(𝑡) = 𝑠𝑚(𝑡 − 𝜏𝑚) + 𝑛𝑚(𝑡 − 𝜏𝑚)                   (1)  

 

1 Capon 
2 Compute Unified Device Architecture 
3 Toolbox 

 𝝉𝒎نویز موجود در محیط،  nسیگنال دلخواه،  sکه در آن 
اُم و mگر خیر زمانی سیگنال رسیده به حسأترتیب تبه tو 

( در Bدهنده پرتو )ن هستند. خروجی شکلشاخص زما
 (:1-آید )شکلدست میه( ب2)ه حوزه فرکانس، طبق رابط

 

𝐵(𝜔, 𝜃) = ∑ 𝑤𝑚
∗ (𝜔, 𝜃)𝑀

𝑚=1 ⋅ 𝑦𝑚(𝜔)  

                = 𝑤𝐻(𝜔, 𝜃) × 𝑦(𝜔) = 𝑤𝐻𝑦         ....     (2)  
 

خروجی  𝑦𝑚اُم،  mگر وزن مربوط به حس 𝑤𝑚که در آن 
𝑤اُم در حوزه فرکانس،mگر حس = [𝑤1, 𝑤2, … , 𝑤𝑀]𝑇 

𝑦ها،بردار وزن = [𝑦1, 𝑦2 , … , 𝑦𝑀]𝑇  بردار خروجی
دهندة مزدوج و ترتیب نشانبه (.)Hو  (.)*، گرهاحس

ترتیب شاخص فرکانس به 𝜃و  𝜔هستند و  4هِرمیتینَ
 .هستندای و شاخص زاویه زاویه

 دهندهشکلتوان خروجی  بیشینهاز  DASالگوریتم 
منظور تخمین راستای منبع ازای زوایای مختلف، بهپرتو به

. توان خروجی شکل[3]د کنسیگنال دریافتی استفاده می
 آید:می دستبه( 3)ه پرتو در حالت کلی، طبق رابطدهنده

 

𝑃𝑜𝑢𝑡(𝜔, 𝜃) = 𝐸(|𝐵(𝜔, 𝜃)|2) = 𝑤𝐻𝑅𝑤 (3     )         
 

ماتریس کواریانس  Rنماد امید ریاضی و  Eکه در آن 
 شود.( تعریف می4)ه صورت رابطو به استمکانی آرایه 

 

𝑅(𝜔) = 𝐸(𝑦 × 𝑦𝐻) (4                                      )
                  

در  ،است یروفقیغ پرتودهیروش شکل کی DAS تمیالگور
 (a) دهیبرابر بردار جهت (w) هابردار وزن تمیالگور نیا

  :است ریصورت رابطه زکه به است
 

(5)      𝑤𝐷𝐴𝑆(𝜔, 𝜃) = [𝑒−𝑗𝜔𝜏1 , 𝑒−𝑗𝜔𝜏2 , … , 𝑒−𝑗𝜔𝜏𝑚]𝑇 
 

 با متناسب هابردار وزن انس،وارینهکمی پرتودهندهشکل در
 تمیالگور نی. در اندآییدست مهب یافتیدر هایگنالسی

 یکه توان خروج شودیانتخاب م ایگونه به هابردار وزن
 یاصل گنالیکه توان س یشده، به شرط نهکمی دهندهشکل

به یاضیله به زبان رأمس نیشود ان فیتضع یدر خروج
 .[24] شودیم انی(  ب6رابطه ) تصور

 

(6                          )𝑚𝑖𝑛 (𝑤𝐻𝑅𝑤)  𝑠. 𝑡.  𝑤𝐻𝑎 = 1 
 

 بیتوسط روش ضرا دیمق سازینهیله کمأمس نیحل ا با
صورت به انسوارینهیکم تمیالگور نهیلاگرانژ، بردار وزن به

 : [25] شودیم نیی( تع7) رابطه

(7                                  )𝑤𝑀𝑉𝐷𝑅(𝜔, 𝜃) =
𝑅−1𝑎

𝑎𝐻𝑅−1𝑎
 

 

ماتریس کواریانس و همچنین  5برای رفع مشکل تکینگی
واریانس به خطای بردار کاهش حساسیت الگوریتم کمینه

 

4 Hermitian 
5 Singularity 
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های قطری ، از بارگذاری روی درایه[26]ی دهجهت
 شود:زیر استفاده می صورتبه

 

𝑅̂(𝜔) = 𝑅(𝜔) + 𝐼 ⋅ 𝜀 ⋅ 𝑡𝑟𝑎𝑐𝑒{𝑅(𝜔)}                   (8)  

 

یک  ضریب از پیش  𝜀ماتریس همانی،  𝐼 که در آن 
.}𝑡𝑟𝑎𝑐𝑒شده و تعیین مقادیر  گر مجموععملگر محاسبه {

 .استقطر اصلی 

دهنده پرتو در الگوریتم توان خروجی شکل
ه صورت رابط( به7( و )3های )طبق رابطه واریانسکمینه

 شود:می( ساده 9)
 

𝑃𝑜𝑢𝑡_𝑀𝑉𝐷𝑅(𝜔, 𝜃) =
1

𝑎𝐻𝑅̂−1𝑎
                                   (9)  

 

الگوریتم  ایزاویه-( طیف توان فرکانسی9رابطه )
 .دهدرا نشان می واریانسکمینه
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 دهنده پرتو در حوزه فرکانس(: نمایش ساختار شکل1-)شکل 

(Figure-1): Exhibition of the beamformer structure in frequency domain 

 

آمده در روش دستبا استفاده از بردار وزن به

در خروجی  فه( توان نو7ابطه واریانس )رکمینه

طور هباست که  گفتنی شود.کمینه می توپردهندهشکل

 توانیصوت را م یابیجهت هایموجود در سامانه فهنو یکل

 ریاز منابع صوت غ ناشی) دارجهت یهافهبه دو نوعِ نو

میبدون جهت( تقس یهافه)نو یتصادف هایفههدف( و نو

مقاله دو  نیشده در اسازیادهیپ تمید. در الگورکر بندی

. داردشده وجود یاد یهافهکاهش اثر نو یبرا لترینوع ف

 نیدر حوزه فرکانس اعمال شده است؛ بد لتریف نخستین

سهم  رباند،زی هر در شدهثبت صورت که در پردازش داده

طور کامل حذف به یخارج از آن محدوده فرکانس هایفهنو

 تمیالگور سازیادهیپ گریشده است. به عبارت د

باعث اعمال  یطور ذاتانس بهدر حوزه فرک واریانسکمینه

اثر هر دو  ییلترهایف نی. چنشودیم یفرکانس یلترهایف

 تمیالگور خروجی در را جهت بدون و دارجهت فهنوع نو

 هایفهحذف نو یبرا سازوکار نی. دومدهدمیکاهش 

 هستند. با یمکان یلترهایشده، فثبت هایدادهموجود در 

 یمکان لترینوع ف کی انسیوارنهیروش کم کهنیتوجه به ا

 دارجهت یهافهنو ه،یهر زاو یتمرکز رو امهنگ به ،است

 .شوندیم فیشدت تضعبه گرید یازوای در موجود

 

 واحد پردازنده گرافیکی -3

های پردازشی آنها است؛ ها تعداد هستهGPUویژگی اصلی 

 CPUو  GPUتفاوت اصلی میان معماری داخلی  (2) شکل

 دهد. را نشان می

از  GPUورکه در شکل مشخص است، طهمان

 CPUهای پردازشی بسیار بیشتری نسبت به یک هسته

است و این ویژگی، قابلیت پردازش موازی را  شدهتشکیل

های پردازشی ها از هستهCPUدهد. اگرچه ها میGPUبه 

ولی در شرایطی که بخواهیم  ،مند هستندتری بهرهقوی

مکرر انجام دهیم، صورت عملیاتی با محاسبات کم را به

و پردازش موازی از نظر زمان و سرعت  GPUاستفاده از 

 است. ترصرفهانجام عملیات بسیار به

 

 
 GPUو  CPU(: مقایسه معماری داخلی 2-)شکل

(Figure-2): CPU/GPU interior architecture comparison 
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 CUDAنویسی مدل برنامه -1-3

منظوره است که مهمحاسبات موازی ه بستری برایکودا 

نویسان قرار نویسی را در اختیار برنامههای برنامهرابط

دهد تا از افزار اجازه میدهد و به طراحان نرممی

در جهت  شرکت انویدیا ةهای ساختGPUهای توانایی

منظوره روی واحد پردازش گرافیکی محاسبات همه

ه طراحی شده است ک ایگونهبه بستراین  استفاده کنند.

 MATLABو  C ،C++ ،Fortranنویسی های برنامهبا زبان

 . [23]د کنکار می

ای است که امکان گونهنویسی کودا بهشیوه برنامه

را به  CPUو  GPUنویسی روی هردو پردازندة برنامه

های سریال برنامه بر روی دهد؛ قسمتنویس میبرنامه

CPU شود، سپس برنامه به اجرا میGPU  منتقل شده و

های موازی، دوباره پس از اجرای عملیات مربوط به قسمت

های موازی برنامه در یک تابع ردد. بخشگمیباز CPUبه 

شوند و هر هسته توسط تعداد زیادی نوشته می 1هسته

ها در شود. سازماندهی نخصورت موازی اجرا میبه 2نخ

شود. هر بلوک ها انجام می3ها و گریدکودا توسط بلوک

بنابراین هر نخ در  ؛ها استبعدی از نخشامل یک آرایه سه

( شناخته zو  x ،yت مکانی )هر بلوک توسط موقعی

ها است و هر گرید نیز یک آرایه دوبعدی از بلوک. شودمی

. در هستندها در یک گرید دارای ابعاد یکسانی همه بلوک

ها و تواند تعداد بلوکس مینویفراخوانی هر هسته، برنامه

ها در هر بلوک را برای اجرای آن هسته انتخاب تعداد نخ

 نماید.

عریف توابع، سه کلیدواژه مهم دارد. کودا برای ت

به این معنی است که تابع معرفی __global__کلیدواژه 

شده یک تابع هسته در کودا است؛ این تابع بر روی 

تواند یک شبکه می 5شود و تنها از میزباناجرا می 4دستگاه

ها را بر روی دستگاه ایجاد کند. کلیدواژه از نخ

__device__ دهد؛ این تگاه را نشان مینیز یک تابع دس

شود و تنها از یک تابع هسته یا تابع در دستگاه اجرا می

توان آنرا فراخوانی کرد و یک تابع دستگاه دیگر می

یک تابع میزبان  ةدهندنشان __host__درنهایت کلیدواژه 

شود و تنها ازطریق یک تابع است که در میزبان اجرا می

 باشد.یمیزبان دیگر قابل فراخوانی م

 

1 Kernel 
2 Thread 
3 Grid 
4 Device 
5 Host 

روی  واریانسسازی کمینهپیاده -4
GPU 
واریانس قابلیت مهم الگوریتم کمینه یک ویژگی

توان توان که می ترتیباین. بهاستآن  سازیموازی
پرتو در هر زاویه و فرکانس خاص را دهندهخروجی شکل

نتیجه قادر خواهیم بود بهدر ؛مستقل محاسبه کرد طوربه
ازی، سرعت انجام محاسبات را پردازش مو و GPUکمک 

سازی الگوریتم است، اگرچه پیاده گفتنیافزایش دهیم. 
واریانس در حوزه زمان دارای پیچیدگی محاسباتی کمینه

سازی آن در حوزه فرکانس است؛ کمتری نسبت به پیاده
ولی با اجرای الگوریتم در حوزه زمان اطلاعات فرکانسی تا 

در حالی است که با استفاده  رود. اینحد زیادی از بین می
یابی شده در این مقاله، نتیجه جهتکاربردههسازی باز پیاده

زمان صورت همهای فرکانسی بهلفهؤمنبع صوت در همه م
بنابراین در شرایطی که طیف  ؛در دسترس خواهد بود

طور دقیق مشخص نباشد هفرکانسی منبع صوت زیر آب ب
کمینه واریانس در حوزه  سازی روشبا استفاده از پیاده

بر اطلاعات مربوط به راستای منابع توان علاوهفرکانس می
 صوت به اطلاعات فرکانسی آنها نیز دست یافت.

در این مقاله برای پردازش موازی الگوریتم 
 ++Cنویسی کودا و زبان از  مدل برنامه واریانسکمینه

( شمای کلی ساختار 3. شکل )شوداستفاده می
سازی الگوریتم منظور پیادهدر این مقاله را به شدهطراحی
طورکه اشاره شد، در دهد. همانواریانس نشان میکمینه

شود تا دسترسی لازم اجرا می CPUکودا ابتدا برنامه روی 
 د. در این بخش ابتدا بازهشوهای موازی فراهم به قسمت

یابی منبع ای مورد نظر برای جهتفرکانسی و زاویه
گرها بههای همه حسنال تعیین، سپس سیگنالسیگ

 منتقل GPUصورت یک ماتریس به حافظه گلوبال 
واریانس سازی الگوریتم کمینه. در این مقاله پیادهشودمی

 شود.در پنج بخش متوالی انجام می GPUتوسط 
ها به بخش، پس از انتقال سیگنال نخستیندر 

GPU ابزار کمک جعبهبهcuFFTW  در کودا، سیگنال به
 شود.حوزه فرکانس منتقل می
ک تابع هسته، ماتریس وسیله یدر بخش دوم به

توجه  شود. بابه می( محاس4)ه کواریانس مکانی طبق رابط
؛ به استبه اینکه ماتریس کواریانس، یک ماتریس هرمیتی 

های بالامثلثی جهت کاهش محاسبات اضافی، تنها درایه
ازای هر شود. در این هسته بهمی این ماتریس محاسبه

، یک بلوک و به هر بلوک، به اندازه تعداد 6فرکانسیلفهؤم
شود؛ به این شکل که هر گرها، نخ اختصاص داده میحس

 

6 Frequency Bin 
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ها، نخ، یک ستون از ماتریس کواریانس و یک بلوک از نخ
کل ماتریس کواریانس مربوط به یک فرکانس خاص را 

 .کندمحاسبه می

( در یک تابع هسته 8)ه م، طبق رابطدر بخش سو

به بارگذاری قطری روی ماتریس کواریانس پرداخته 

فرکانسی، نخ هایلفهؤ. به این هسته به تعداد مشودمی

اختصاص داده و هر نخ، بارگذاری قطری را روی ماتریس 

 دهد.کواریانس مربوط به یک فرکانس انجام می

یس بخش چهارم مربوط به محاسبه معکوس ماتر

 cuBLASابزار . در این مقاله از جعبهاستکواریانس مکانی 

منظور محاسبه معکوس ماتریس کواریانس مکانی به

ابزار، است. دلیل استفاده از این جعبه استفاده شده

صورت گروهی، از تعداد گیری بهقابلیت معکوس بودندارا

زیادی ماتریس با ابعاد یکسان و همچنین قابلیت 

. در استهای مختلط ی از مـاتریسی با درایهیرگمعکوس

برای محاسبه معکوس  LUاین جعبه ابزار از روش 

شود. این کار در دو مرحله انجام ها استفاده میماتریس

های تمامی ماتریس نخست. در مرحله [27] شودمی

های بالامثلثی و پایینابزار، به ماتریسبه جعبه شدهداده

𝑅صورت مثلثی به = 𝐿𝑈 شوند و در مرحله دوم تجزیه می

عکوس های م( ماتریس10)ه نیز، با حل معادله رابط

 . شودمی محاسبه
 

𝐿𝑈𝑅−1 = 𝐼                                                        (10)  

 

 
 واریانس روی واحد پردازنده گرافیکیسازی کمینه(: نمودار بلوکی پیاده3-)شکل

(Figure-3): Block diagram of the MVDR implementation on the GPU 
 

 
 یش تغییرات زمان اجرای برنامه با کودا روی سیستم اول و کودا روی سیستم دوم(: نما4-)شکل

 الف( تغییرات زمان اجرای برنامه با تغییر تعداد حسگرها

 فرکانسیب( تغییرات زمان اجرای برنامه با تغییر بازه
(Figure-4): Displaying the changes in the program's runtime with CUDA on GPU-1 and CUDA on GPU-2 

a) Changes in the program's runtime by changing the number of sensors 
b) Changes in the program's runtime by changing the frequency range 

 

در بخش پنجم نیز از یک تابع هسته برای محاسبه 

شود. از آنجاییدهنده پرتو استفاده میتوان خروجی شکل

هدف نهایی، جستجو برای منبع سیگنال در همه  که

تا  صفرهای موجود در بازه مدنظر و همه زوایای فرکانس

هایلفهؤ*تعداد م360؛ به تعداد )استدرجه  359

شود و هر فرکانسی( نخ به این هسته اختصاص داده می

گیرد. در این هسته، هر نخ نخ در یک بلوک قرار می 512

بوط به یک فرکانس خاص و یک توان سیگنال خروجی مر

کند. برای محاسبه توان زاویه خاص را محاسبه می

( 9)ه دهی، از رابطجهتخروجی، پس از محاسبه بردار 
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شود. باتوجه به اینکه توان خروجی، یک عدد استفاده می

های موهومی محاسبات مربوط به قسمت است،حقیقی 

رت یک صویابی بهشود. در انتها نتیجه جهتحذف می

 شود.منتقل می CPUبعدی به ماتریس سه

 

 نتایج و بحث -5
آمده در این مقاله به دو بخش تقسیم دستهنتایج ب

 هایداده. در بخش اول نتایج مربوط به شوندمی

شود و در بخش دوم نتایج مربوط به می ارائه سازیشبیه

 .شودشده ارائه میواقعی ثبت هایداده

 

 سازیشبیههای نتایج داده -1-5
یابی منظور مقایسه زمان لازم برای جهتدر این مقاله به

افزار واریانس، از دو مدل سختصوت به روش کمینه

 های زیر استفاده شده است:متفاوت با مدل
CPU-1: Intel Core i7 7700HQ 

GPU-1: NVIDIA GeForce GTX 1060 

CPU-2: Intel Core i7 6700HQ 
GPU-2: NVIDIA GeForce GTX 950m 

 

یابی صوت بر روی هر زمان لازم برای جهت

افزار مورد ختته به عواملی چـون سداده، وابسسگمنت 

باند فرکانسی )متناسب گرها و پهنایتفاده، تعـداد حساس

 های شکلهای فرکانسی( است. در نمودارلفهؤبا آن تعداد م

هتثیر این عوامل بر روی زمان اجرای الگوریتم جأت (4)

سازی نشان داده شده های شبیهیابی با استفاده از داده

زمان لازم برای پردازش یک پنجره  "الف"است. نمودار 

ازای گرهای آرایه بهای برحسب تعداد حسثانیهمیلی 182

 1500-500فرکانسی پهنای باند یک کیلوهرتز )در بازه

است که طول زمانی  گفتنیدهد. هرتز( را نمایش می

های دلیل شباهت با دادهسازی بههای شبیهر دادهپنجره د

 گونه انتخاب شده است.واقعی این

با توجه به طول هر پنجره داده، تا هنگامی که 

 182زمان مورد نیاز برای پردازش هر پنجره کمتر از 

حقیقی ثانیه باشد، الگوریتم دارای قابلیت اجرای زمانمیلی

ض لوب اصلی کاهش گرها عراست. با افزایش تعداد حس

یابد؛ پس تا زمانییابی نیز افزایش مییافته و دقت جهت

ثانیه( خارج نشویم، میلی 182حقیقی )که از حالت زمان

گرها را بیشتر منظور افزایش دقت، تعداد حستوانیم بهمی

و  GPU-1، ف(ال-4) بنابراین با توجه به نتایج شکل ؛کنیم

GPU-2 گر را حس 32گر و سح 64توانند ترتیب میبه

 ب(-4) ند. در شکلکنزمان حقیقی پردازش  صورتبه

گره حس 64ازای یک آرایه تاثیر پهنای باند پردازش به

نمایش داده شده است. روشن است که با افزایش پهنای 

 شیافزایابد. باند فرکانسی، زمان اجرای برنامه افزایش می

که  کندیا فراهم مامکان ر نیای سامانه فرکانسباند یپهنا

 یابیجهتمتفاوت  یفرکانس یمنابع مختلف با محتوا

باند تنها تا پهنای GPU-2، ب(-4) با توجه به شکلشوند. 

د کنحقیقی پردازش صورت زمانتواند بههرتز را می پانصد

حقیقی خارج تا انتهای نمودار از محدوده زمان GPU-1و 

هرتز را نیز هزار هساند باست. این پردازنده تا پهنای نشده

 حقیقی اجرا کند.صورت زمانتواند بهمی

سناریوی دوم در حین چرخش منبع صوت حول 

باشد؛ در این سناریو یک نقطه، غیر از مرکز آرایه می

است.  یابی در دو بازه فرکانسی مختلف انجام شدهجهت

نتایج خروجی در این سناریو را نشان  (6) نمودارهای شکل

شود با که در این شکل مشاهده میطورند. هماندهمی

 ،ابدیای بهبود میافزایش فرکانس رزولوشن زاویه

مکانی نیز افزایش  1ابهام ناشی از الیاسینگ کهحالیدر

 یابد.می

یابی در سناریوی سوم و در نتایج جهت (7) شکل

دهد. در این حالت فرکانسی مختلف را نشان میدو بازه 

ای به شعاع یک ل مرکز آرایه روی دایرهمنبع صوت حو

منظور مقایسه زمان اجرای برنامه در بهچرخد. کیلومتر می

های ثبت شده در های واقعی، پردازش دادهیابی دادهجهت

است.  افزار موجود انجام شدهاریوی سوم در هردو سختسن

های شده برای پردازش داده( زمان متوسط صرف1) جدول

 3000-2500سناریوی سوم )بازه فرکانسی شده در ثبت

مرحله  پنجهرتز( و همچنین زمان لازم برای پردازش 

ها برای دهد. این زمانطور مجزا نشان میاصلی برنامه را به

، اجرا با کودا CPU-1سه حالت مختلف اجرا در متلب روی 

است  گفتنیگزارش شده است.  GPU-2و  GPU-1روی 

( مربوط به زمان 1ر جدول )آمده ددستهکه نتایج ب

ای و ثانیهمیلی 182پنجره  1146متوسط پردازش 

. استهمچنین زمان متوسط پردازش یک پنجره 

سرعت اجرا در کودا چندین  ،همانطورکه مشخص است

و در هر مرحله،  استبرابر بیشتر از سرعت اجرا در متلب 

منظور تشخیص بهتر مقدار نسبت برتری متفاوت است. به

ت برتری سرعت اجرای کودا به متلب و همچنین نسب

به کودای سیستم دوم، نمودارهای  نخستکودای سیستم 

 است. ارائه شده (8) شکل

 

1 Aliasing 
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 های واقعینتایج داده -2-5
گره حس هشتهای واقعی در این مقاله از یک آرایه داده

 10های این سامانه سونار با فرکانس ثبت شده است. داده
های ها به پنجرهدر ادامه این داده وبرداری کیلوهرتز نمونه

نمونه( تقسیم  1820ای )ثانیهمیلی 182پوشانی بدون هم

. شودیابی بر روی هر پنجره اعمال میو الگوریتم جهت
های سونار این مقاله در سه سناریوی مختلف ثبت داده

منبع صوت زیر آب ثابت  نخستده است. در سناریوی ش
وی دوم و سوم منبع صوت )شناور( در بوده و در سناری

حال حرکت روی یک دایره بوده است. در ادامه این بخش 
شده در  سازییابی با استفاده از روش پیادهنتایج جهت

 .شودمقاله ارائه می
نتیجه اجرای الگوریتم روی یک منبع  (5) شکل

ای معین از ( در فاصله و زاویهنخستصوت ثابت )سناریوی 

دهد. تخمین زاویه منبع سیگنال صوت نشان می آرایه را
های مختلف با توجه به بیشترین دامنه توان در زمان
متقارن در  1آید. علت وجود دو پیکدست میهخروجی ب

 .استگرها بودن آرایه حسخروجی، خطی
 

 
 نخستیابی در سناریوی (: نمودار آبشاری نتیجه جهت5-)شکل

 هرتز( 1050-950ه فرکانسی )جستجو در تمامی زوایا و باز
(Figure-5): Waterfall chart of the DOA result in first mode 

 

GPU-1  وGPU-2 640و  1280ترتیب دارای به 
دهد که نشان می (8) . نمودار شکلهستندهسته پردازشی 

برابر  5/2تا  2نزدیک به  GPU-1سرعت اجرای برنامه با 
ثیر أو این موضوع، ت است GPU-2بیشتر از سرعت اجرا با 

بر روی سرعت انجام محاسبات  GPUهای یک اد هستهتعد
برترین بخش برنامه، دهد. زمانصورت موازی را نشان میبه

پرتو دهندهمربوط به بخش محاسبه توان خروجی شکل

ها در مقایسه با بخش آخر، زمان بسیار است و باقی بخش
. همچنین بیشترین انددادهکمتری را به خود اختصاص 

رای کودا به متلب نیز در همین بخش نسبت سرعت اج
سازی زیاد در . علت این موضوع قابلیت موازیاست

محاسبات مربوط به مرحله محاسبه توان خروجی 
 

1 Peak 

های اجرا پرتو است. با وجود اختلاف بین زماندهنده شکل
د افزار توانستن، اما هردو سختGPUدر این دو مدل 

صورت ین مقاله بهشده در اسازی ارائهروش پیاده کمکبه
ند )زمان کنیابی سونار را جهت  هایداده حقیقیزمان

مورد نیاز برای پردازش هر پنجره داده با استفاده از هر دو 
GPU  ثانیه شده است(.میلی 182کمتر از 

 

 
 یابی در سناریوی دوم(: نمودار آبشاری نتیجه جهت6-)شکل

 هرتز 300-100الف( جستجو در تمامی زوایا و بازه فرکانسی 

 هرتز 3500-2500ب( جستجو در تمامی زوایا و بازه فرکانسی 
(Figure-6): Waterfall chart of the DOA result in second mode 

a) Search in all angles and frequency range of 100-300 Hz 

b) Search in all angles and frequency range of 2500-3500 Hz 

(Search in all angles and frequency range of 950-1050 Hz) 
 

 
 یابی در سناریوی سومنتیجه جهت(: نمودار آبشاری 7-)شکل

 هرتز 500-100الف( جستجو در تمامی زوایا و بازه فرکانسی 

 هرتز 3000-2500ب( جستجو در تمامی زوایا و بازه فرکانسی 
(Figure-7): Waterfall chart of the DOA result in third mode 

a) Search in all angles and frequency range of 100-500 Hz 

b) Search in all angles and frequency range of 2500-3000 Hz 
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 گیرینتیجه -6

واریانس مانع از پیچیدگی محاسباتی زیاد الگوریتم کمینه

های با تعداد ر آرایهیابی صوت داجرای زمان حقیقی جهت

شود. این در حالی است که یکی از گر زیاد میحس

یابی زمان پارامترهای مهم هر سامانه سونار قابلیت جهت

کمینه. برای افزایش سرعت اجرای الگوریتم استحقیقی 

افزاری )استفاده از سازی سختتوان از پیادهواریانس می

FPGA  و یاDSPد.کرزی استفاده نویسی موا( و یا برنامه 

سرعت بالاتری نسبت به  افزاریسازی سختاگرچه پیاده

پذیری نویسی موازی دارد اما منجر به کاهش انعطافبرنامه

؛ بنابراین در این مقاله از رویکرد دوم برنامه خواهد شد

الگوریتم  سازیمنظور پیادهنویسی موازی( بهامه)برن

عملیات  برترینانزمواریانس استفاده شده است. کمینه

واریانس محاسبه توان پردازشی موجود در روش کمینه

دهنده پرتو با استفاده از بردار وزن بهینه خروجی شکل

؛ زیرا این عملیات به ازای هر زاویه و هر است

شده در این . نتایج ارائهشودبار تکرار مییک فرکانسیمؤلفه

گرافیکی موجود  دهد که با استفاده از کارتمقاله نشان می

توان سرعت اجرای الگوریتم نویسی کودا میو مدل برنامه

برابر  هشتادنویسی سریال تا حدود را نسبت به برنامه

ثیر عواملی چون تعداد أ(. همچنین ت8-افزایش داد )شکل

های گرها در آرایه، پهنای باند فرکانسی و ویژگیحس

 سی شد.افزاری، بر روی سرعت اجرای برنامه بررسخت

 

 هرتز( روی متلب در سیستم اول، 3000-2500شده در سناریوی سوم )بازه فرکانسی های ثبتیابی صوت در داده(: زمان لازم برای جهت1-)جدول

 ثانیه(کودا در سیستم اول و کودا در سیستم دوم )میلی 
(Table-1): The program's run time in third mode (frequency range of 2500-3000 Hz) on MATLAB in CPU-1, CUDA in GPU-1 

 and CUDA in GPU-2 (ms) 

 
 

 
  (1) (: نمایش نسبت سرعت اجرای برنامه طبق اطلاعات جدول8-)شکل

 به سرعت اجرای کودا روی سیستم دوم نخستالف( نسبت سرعت اجرای کودا روی سیستم 

 نخستعت اجرای  متلب روی سیستم به سر نخستب( نسبت سرعت اجرای کودا روی سیستم 
(Figure-8): Displaying the ratio of the program execution speed according to information of table (1) 

a) The ratio of the execution speed in CUDA on GPU-1 to that of GPU-2 
b) The ratio of the execution speed in CUDA on GPU-1 to execution speed in MATLAB on CPU-1 
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مدرک کارشناسی فر احسان ایمانی

 دانشگاه از 1397خود را در سال 

 یمهندس رشته در همدان یصنعت

 افتیدر کیوالکتریب شیگرا ،یپزشک

سپس دوره کارشناسی ارشد را در  ؛کرد

 -پزشکی سیدانشگاه صنعتی امیرکبیر در رشته مهند

 قیعلا گذراند. 1400تا  1397بیوالکتریک از سال 

 هوش گنال،یپردازش س ،یمواز یسینوبرنامه یو یپژوهش

 .هستند ریتصو پردازش و یمصنوع

 نشانی رایانامه ایشان عبارت است از:
ehsanimanif@gmail.com 
 

مدرک کارشناسی خود را  امیر اخوان

مخابرات  -در رشته برق  1387در سال 

سپس  واز دانشگاه صنعتی اصفهان 

دوره کارشناسی ارشد را در دانشگاه 

یت مدرس در رشته مهندسی ترب

گذراند. وی  1390تا  1388بیوالکتریک از سال  -پزشکی

مدرک دکترای خود را از دانشگاه صنعتی امیرکبیر در 

اکنون استادیار د. ایشان همکردریافت  1396سال 

. استدانشکده برق و کامپیوتر دانشگاه صنعتی اصفهان 

از: پردازش مورد علاقه ایشان عبارتند  پژوهشیهای زمینه

های حیاتی، های صوتی و سیگنالچندکاناله سیگنال

 یابی صوت.های معکوس و جهتلهأسازی، مسبهینه

  نشانی رایانامه ایشان عبارت است از:
aakhavan@cc.iut.ac.ir 

 

مقطع کارشناسی و  اصغر آبنیکیعلی

ا در رشته کارشناسی ارشد خود ر

مهندسی برق گرایش الکترونیک در 

 گذراند( ع)حسین امام جامع  دانشگاه 

 دریافتموفق به  1388در سال و 

اکنون دانشجوی  مدرک کارشناسی ارشد شد. ایشان هم

در رشته مهندسی دریا گرایش آکوستیک  اسال آخر دکتر

در مرحله دفاع از  وزیرآب در دانشگاه صنعتی شریف 

 عنوانبه اکنون ایشان هم. خود هستند ارساله دکتر

در حوزه آکوستیک زیر  پژوهشیگر در یک مرکز پژوهش

مورد علاقه ایشان  پژوهشیهای زمینه .هستندآب مشغول 

های عبارتند از: پردازش سیگنال صوتی زیرآب، الگوریتم

صوتی  هایسیگنال در ویژگی استخراج و بندی دسته

 .انتشار صوت زیرآب زیرآبی و

 :نشانی رایانامه ایشان عبارت است از

aliasghar_abniki@yahoo.com 
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