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 چکیده

شود. در این مقاله، می استفاده کمترین خطا با خاص نمونه یک برچسب گوییپیش براي که است ماشین یادگیري روش بندي یکطبقه

هاي استخراج ویژگی زیادي است. امروزه روش براي ایجاد ویژگی جدید استفاده شده بندطبقهکمک گویی برچسب بهاز توانایی پیش

شوند و از هزینه بالاي انتقال به فضاي دیگر رنج طور وسیع استفاده میهاي مختلف بهوجود دارند که در زمینه ICAو  PCAمانند 

مختلف ایجاد شود و  هايرده بین بیشتري پذیريتفکیک کمک ویژگی جدید، قدرتبرند. در روش پیشنهادي، هدف این است که بهمی

بندها افزایش تا کارایی طبقه آید وجود بههاي مختلف ردههاي تر و تمایز بیشتري بین دادهها به یکدیگر نزدیکردههاي درون داده

داده ویژگی جدید به مجموعه عنوانبهاولیه تعیین و  دادهبند، برچسب پیشنهادي براي مجموعهکمک یک یا چند طبقهیابد. ابتدا به

 صورتبه آزمونداده آموزش و شود. ویژگی جدید براي مجموعهجدید انجام می دادهمجموعهکمک شود. ایجاد مدل بهاولیه اضافه می

یج دو روش داده استاندارد انجام شده و نتایج روش پیشنهادي با نتامجموعه بیستها بر روي شود. آزمایشآورده می دستبهجداگانه 

 دقت بهبود باعث توجهی طور قابلبهپیشنهادي  روش دهد کهشده در کارهاي مرتبط نیز مقایسه شده است. نتایج نشان میبیان

پذیري ویژگی جدید بر قدرت تفکیک بودن روش پیشنهادي،مؤثر، براي بررسی میزان هاشیآزمادر بخش دوم  .شده است بنديرده

در  پیشنهادي روش در آمدهدستبه ویژگی که دهدنشان می است. نتایجاساس دو معیار بهره اطلاعاتی و شاخص جینی بررسی شده 

در ادامه، جهت جلوگیري از افزایش  نظمی کمتري دارد.داراي بهره اطلاعاتی بیشتر و شاخص جینی کمتري است، زیرا بی موارد بیشتر

یز است. نتایج این مرحله ن شده اطلاعاتی با کمترین بار ویژگی جایگزین اطلاعاتی، بار بیشترین با شدهویژگی استخراج ابعاد داده،

 بیانگر افزایش میزان کارایی است.

 

 بندي، بهره اطلاعاتی، شاخص جینی.طبقه ویژگی، گان کلیدي: استخراجواژ
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Abstract 

Classification is a machine learning method used to predict a particular sample’s label with the least 

error. The present study was conducted using label prediction ability with the help of a classifier to 

create a new feature. Today, there are several feature-extraction methods like principal component 

analysis (PCA) and independent component analysis (ICA) that are widely used in different fields; 

however, they all suffer from the high cost of transferring to another space. The purpose of the proposed 

method was to create a higher distinction between various classes using the new feature in a way that, 

make the data in the classes closer to each other. As a result, for increasing the efficiency of classifiers, 

more differentiation is created between the data of various classes. Firstly, the suggested labels for the 

primary data set were determined using one or more classifiers and added to the primary data set as a 

new feature. The model was created using a new data set. The new feature for training and testing data 
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sets was provided separately. The tests were performed on 20 standard data sets and the results of the 

proposed method were compared with those of the two methods described in the related studies. The 

outputs indicated that the proposed method has significantly improved the classification accuracy. In 

the second part of the tests, the resolution of the new feature was examined according to two criteria, 

namely Information Gain and Gini Index, for examining the effectiveness of the proposed method. The 

results showed that the feature obtained in the proposed method has higher Information Gain and lower 

Gini Index in most cases, as it has less irregularity. To prevent the increase in data dimensions, the 

feature with the least Information Gain was replaced with the feature extracted with the most 

Information Gain. The results of this step showed an increase in efficiency as well. 

 

Keywords: Feature extraction, classification, information gain, Gini index. 

 

 

 مقدمه -1
(، یکی از پرکاربردترین ML1حوزه یادگيري ماشين )

 2مصنوعی هاي دانش و مهندسی در مفاهيم هوشحوزه
دهد که بدون ها این امکان را میرایانهاست. این علم به 

ریزي شوند، یاد بگيرند. شناسایی برنامه صراحتبهاینکه 
(، نيز یکی از مباحث یادگيري ماشين است که PR3الگو )

در آن ماشين، الگوهاي ناشناخته ورودي را دریافت و بر 
ها س آنیا کلا ردهها، در مورد هاي آناساس ویژگی

 .[1] کندگيري میتصميم

له در مبحث یادگيري أی براي حل یک مسطورکلبه
 کنيم.( عمل می1، مطابق با شکل )4ماشين از نوع با ناظر

 

 
 (: مراحل اجراي مدل یادگیري با ناظر1-)شکل

(Figure-1): steps of implementing the learning model with 

the supervisor 
 

 شود:در مرحله مهندسی ویژگی اقدامات زیر انجام می
 هاي اوليهاستخراج ویژگی از نمونه .1

 

1 Machine learning 
2 Artificial Intelligence 
3 Pattern Recognition 
4 Supervised Learning 

 نظر موردبررسی کارایی ویژگی براي مدل  .2
ها دوباره تکرار گام ،اگر این ویژگی مناسب نباشد .3

 شوند.می

استخراج ویژگی فرایندي است که در آن با انجام 

هاي بارز و ها ویژگییک سري عمليات بر روي داده

شود. هدف از استخراج ویژگی کننده آن مشخص میتعيين

تري براي به شکل قابل استفادههاي خام این است که داده

استخراج  ،یطورکلبههاي آماري بعدي آماده شوند. پردازش

انجام  زیر دو هدفیک یا ها با دادهویژگی از مجموعه

 :[2] شودمی

بندي با هاي دستهافزایش کارایی و سرعت روش .1

ي برخی ريکارگبهخصوص جهت هکاهش ابعاد ب

هزینه و  هاآنآموزش  گامبندي که هاي دستهروش

مانند ماشين  ،اي بالایی دارندسربار زمانی یا حافظه

 بردار پشتيبان.
بندي با حذف هاي دستهدقت روش افزایش .2

باعث افزایش  هاآن)که وجود  ايفههاي نوویژگی

شوند( و هاي جدید میبندي براي دادهخطاي دسته

شدن هاي مناسب )که باعث نزدیکاستخراج ویژگی

هاي و تمایز بيشتر بين داده هاردههاي درون داده

 .(شوندمختلف می هايرده
در مسائل یادگيري با ناظر نيز با یک  ازآنجاکه

رو ههاي آموزشی روبها و برچسب نمونهمجموعه از ویژگی

شده نقش هاي استخراجهستيم، بنابراین کيفيت ویژگی

بندي هاي طبقهکليدي و مهمی را در عملکرد الگوریتم

نامرتبط و زائد اثر منفی بر صحت  کنند. یک ویژگیایفا می

بندي را هاي طبقهبندي دارد و پيچيدگی الگوریتمطبقه

بنابراین  ؛[3]برد ها را بالا میافزایش داده و زمان اجراي آن

ها در مراحل ین گامترمهمگام مهندسی ویژگی، یکی از 

بزرگی را بين یک مدل  که تفاوت استیادگيري ماشين 

کند. در این گام براي بهبود خوب و یک مدل بد ایجاد می

بندها، در جستجوي مجموعه مناسبی از عملکرد طبقه

پذیري بالایی را ها هستيم که قدرت تمایز و تفکيکویژگی

ها و آوري دادهجمع

 پردازشعمليات پيش

هابر روي آن  

 استخراج بردارهاي ویژگی

 

 مهندسی ویژگی

 برچسب

هاي داده

 آموزشی

 داده آزمایشی

 بردار ویژگی

 الگوریتم 

 یادگيري ماشين

 بندمدل طبقه

 بينی پيش

 برچسب داده آزمایشی
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هاي مختلف ایجاد ردهداده در هاي مجموعهدر بين نمونه

 د.کن
ی شده دهسازمانزیر  تصوربهدر ادامه، این مقاله 

هاي مختلف استخراج ویژگی ، روش2است. در بخش 

، مدل پيشنهادي، مبتنی بر 3شود. در بخش بررسی می

داده آموزشی و آزمایشی افزودن ویژگی مناسب به مجموعه

. در شده است ارائهبندها، براي بالا بردن کارایی طبقه

 دادهمجموعهها بر روي چندین یشآزما، نتایج 4بخش 

این بخش، ميزان اثرگذاري  در واستاندارد گزارش 

بندي، همراه با جدید با توجه به هدف طبقه هايویژگی

نيز در  گيريشده است. نتيجهتحليل ریاضی نيز ارائه 

 شده است.بيان  5بخش 
 

 مرور ادبیات -2

هاي ترین روشدر این بخش، ابتدا به معرفی اجمالی رایج
سپس در بخش کارهاي مرتبط،  ؛پردازیممی بنديطبقه

را بررسی  شده در زمينه استخراج ویژگیانجام هايپژوهش
 .کنيممی
 

 بندي با ناظرطبقه -1-2
هاي یادگيري ماشين است بندي با ناظر یکی از روشطبقه

هاي هاي ورودي و برچسباي از دادهکه در آن مجموعه
کند تا ماشين سعی میشود و خروجی به ماشين داده می

رابطه بين ورودي و خروجی را یاد بگيرد و از آن براي ارائه 
نشده استفاده کند. از ههاي دیدبرچسب به نمونه

 k هايالگوریتمتوان به بندي رایج میطبقه هايالگوریتم

ترین همسایه، ماشين بردار پشتيبان، درخت یکنزد
است که در  گفتنیتصميم و جنگل تصادفی اشاره کرد. 

با یک بردار ویژگی نشان  ixاین مبحث، هر نمونه داده 
تواند می ردهشود که این نمونه در یک مسأله دو داده می

 باشد. Bو یا  A، عضو کلاس iyبر اساس برچسب 
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تا نمونه  Nبا تعداد  Xآموزشی  مجموعه دادهبنابراین 
 :شودزیر بيان می صورتبه

  NiyxX ii ,...,2,1|),(   

 

ترین همسایه یکنزد kبندي الگوریتم طبقه
(KNN1)[4]بندها است که در ترین طبقه، یکی از محبوب

گيري از برچسب يرأمایشی بر اساس آزآن برچسب نمونه 
k شود. در این روش اش تعيين میترین همسایهیکنزد

 

1 K-Nearest Neighbor 

هاي نمونهترین همسایه باید تمام یکنزد kبراي یافتن 
در حافظه قرار گيرد و فاصله  دادهمجموعهآموزشی 

هاي آموزشی ایشی با تمام نمونهآزماقليدسی نمونه 
بنابراین در  ؛صعودي مرتب شود طوربهمحاسبه و سپس 

پيچيدگی  ،هاي آموزشی زیاد استمواقعی که تعداد نمونه
ي مکانی و زمانی این الگوریتم بالا خواهد بود. از کاربردها

توان به تشخيص غلط املایی و دزدي این الگوریتم می
 ادبی اشاره کرد.

بندي ماشين بردار پشتيبان الگوریتم طبقه

(SVM2) [5,6] ،ترین یکی از برجسته عنوانبه

شود که در آن یادگيري با ناظر محسوب می هايالگوریتم

شود که بيشترین یک ابرصفحه در فضاي ویژگی رسم می

 ؛دارد ردهترین نمونه آموزشی در هر یکنزدفاصله را با 

پذیري را را که بيشترین حاشيه، کمترین خطاي تعميمونچ

بندي به همراه خواهد داشت. از آنجا که اندازه در طبقه

کردن آن و هدف بيشينه است ║w║/2حاشيه برابر با 

( تعریف 1است، بنابراین تابع هدف در این روش با رابطه )

 :شودمی

(1) 
libxwyst

ww

i

T

i ,...,2,1,1)(:
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1
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2


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b و  مبدأ، عرض ازw راستاي عمود بر ابرصفحه جداکننده ،

سازي به فرم دوال طبق رابطه . با حل مسأله بهينهاست

یعنی نقاطی که ضریب لاگرانژ (، نقاط بردار پشتيبان 2)

(α )آیندمی به دست استاز صفر  تربزرگ هاآن: 
 

(2) ji

N

i

N
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jiji
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i xxyyl 'max
1 11
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 

 

( 4( و )3براي ابر صفحه جداکننده از رابطه ) bو  wسپس 

 :شوندمحاسبه می

(3) 



N

i

iii xyw
1

  

(4) )(
1

1

ii

n

i

wxy
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n نهایت از تابع تصميم در ؛است، تعداد نقاط بردار پشتيبان

 xگویی برچسب نمونه آزمایشی ( براي پيش5با رابطه )

 :شوداستفاده می
 

(5) )()(, bxwsignxf T

bw   

 

 

2 Support Vector Machine 
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توان به تشخيص از کاربردهاي ماشين بردار پشتيبان، می

  چهره و تشخيص صدا اشاره کرد.

، [7,8] (DT1بندي درخت تصميم )الگوریتم طبقه

از بالا به پایين است که  الگوریتم حریصانهیک 

هاي ویژگی، با مجموعهXآموزشی  هايدادهمجموعه

}p,…,A2,A1{A  هاي مجموعهمتوالی به زیر طوربهرا

که همه کند تا وقتیتقسيم می n,…,X2,X1{X{تر کوچک

تعلق یابند. این  iC ردهبه  iXداده ها در هر مجموعهنمونه

کند؛ یعنی در هر روش مطابق با نظریه اطلاعات عمل می

گره انتخاب  عنوانبههاي آموزشی زمان یک ویژگی از داده

را دارد، یعنی بيشتر  2شود که بيشترین بهره اطلاعاتیمی

. ميزان بهره اطلاعاتی هر شودمی 3نظمیموجب کاهش بی

 آید.می دستبه( 6، از رابطه )kAویژگی 
 

(6) 

i
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
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احتمال رخداد  jPها و رده، تعداد mدر این رابطه، 

هایی در تعداد نمونه |𝑋𝑖|. است X، در مجموعه jC رده

را براي صفت  iVاست که مقادیر  Xداده آموزشی مجموعه

kA  .دارندn تعداد مقادیر ممکن صفت ،kA  را مشخص

 iX رمجموعهیزها در تصادفی نمونه، توزیع iI(X(کند. می

گيرد. بعد از ساخت ممکن اندازه می هايردهرا با توجه به 

شود تا با درخت، یک نمونه آزمایشی به درخت داده می

ها هایش از ریشه به سمت برگتوجه به مقادیر ویژگی

قرار گيرد. از کاربردهاي  موردنظر ردهحرکت کرده تا در 

به پردازش زبان طبيعی و توان درخت تصميم، می

 . [9]افزار اشاره کرد مهندسی نرم

، [10](RF4) بندي جنگل تصادفیالگوریتم طبقه

که از تعدادي درخت  استیک الگوریتم ترکيبی قدرتمند 

 هرکدامکند. هاي پایه استفاده میالگوریتم عنوانبهتصميم 

داده اي تصادفی از مجموعهاز این درختان با زیرمجموعه

اي تصادفی از مجموعه اوليه به همراه زیرمجموعه

شوند، بنابراین تنوع در هاي موجود ساخته میویژگی

، 5درختان را خواهيم داشت. این الگوریتم از معيار جينی

کند ها استفاده می(، براي انتخاب ویژگی7مطابق با رابطه )
 

1 Decision Tree 
2 Information Gain 
3 Entropy 
4 Random Forest 
5 Gini Index 

ها محاسبه ردهو ميزان ناخالصی یک ویژگی را نسبت به 

 ند.کمی

(7) 
2

1

1)( 



m

i

jpXGini  

 

یک نمونه در  ، احتمال تعلقjpدر این رابطه، 

ها رده، تعداد mاست و  jC ردهبه  ،Xاز  ايزیرمجموعه

را  (X1X,2)بندي دودویی . شاخص جينی، یک تقسيماست

بنابراین شاخص  ؛گيرددر نظر می kAبراي هر ویژگی 

مجموع وزن  صورتبهبندي جينی با توجه به این تقسيم

 شود.( بيان می8ی هر قسمت طبق رابطه )ناخالص

(8) )()()( 2

2

1

1 XGini
X

X
XGini

X

X
XGiniA   

 .شود( محاسبه می9الصی نيز از رابطه )ميزان کاهش ناخ
 

(9) )()()( XGiniXGiniAGini A

 

شاخص جينی را  کمينهاي که مجموعهبنابراین زیر

زیرمجموعه  عنوانبه ،آوردمی دستبه Aبراي صفت 

شود. پس از اینکه درختان کننده آن انتخاب میيمتقس

از این  هرکدامهاي جدید توسط آماده شدند، نمونه

ي شده و برچسب نهایی هر نمونه بهگذاردرختان برچسب

 .[11]شود گيري مشخص میيرأکمک 

نيز، از هر یک از  پژوهشدر مدل پيشنهادي این 

براي ایجاد یک مدل کمکی  بالابندي هاي طبقهالگوریتم

هاي مناسبی، ها ویژگیشود و ابتدا توسط آنیماستفاده 

اوليه،  دادهگویی برچسب از مجموعهمبتنی بر پيش

داده جدید آموزشی و آزمایشی تشکيل استخراج و مجموعه

 شود.یم

 

 کارهاي مرتبط -2-2
داده نقش هاي مناسب از یک مجموعهاستخراج ویژگی

هاي یادگيري در بهبود کيفيت و کارایی روشحياتی 

پذیري زیرا یک ویژگی مناسب قدرت تفکيک ؛ماشين دارد

کند. هاي مختلف ایجاد میبيشتري را بين طبقه

ها و هاي درون طبقهشدن دادهباعث نزدیک گریدعبارتبه

 شود.هاي مختلف میهاي طبقهتمایز بيشتر بين داده

ز تنوع بسياري برخوردار هاي استخراج ویژگی اروش

کنيم که هایی را مطرح می، روشنخستهستند. در بخش 

کردن ماتریس پراکندگی کنند با کمينهسعی می

ها را ، طبقهايردهکردن ماتریس برونو بيشينه ايردهدرون

، [12]( PCA6از هم جدا کنند، مانند تحليل اجزاي اصلی )

 

6 Principal Component Analysis 
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تحليل تفکيک و  [13]( ICA1) اجزاي مستقل تحليل

پردازش ها در پيش. این الگوریتم[14]( LDA2خطی )

هاي مربوط به پردازش سيگنال، پردازش صوت، داده

 تشخيص چهره و غيره بسيار پرکاربرد هستند.

محورهاي مختصات جدیدي براي ، PCAدر روش 

ها بر اساس این محورهاي ها تعریف شده و دادهداده

محور باید در  نخستينوند. شمختصات جدید بيان می

شود )در  بيشينهها جهتی قرار گيرد که واریانس داده

ها بيشتر است(. دومين محور جهتی که پراکندگی داده

قرار گيرد که واریانس  ياگونهبه نخستباید عمود بر محور 

 محورهاي بعديبراي شود. به همين ترتيب  بيشينهها داده

نيز یک نگاشت خطی  ICA روشدر  این روند ادامه دارد.

اما بردارهاي این نگاشت لزوماً بر یکدیگر  گيرد،انجام می

 مناسب يفضارییک ز هادر کليه این روش. عمود نيستند

m فضاي اصلی  از بعديd شود تعيين می ها،ویژگی يبعد

ها سربار روشاین  بنابراین ؛است m<=d کهيطوربه

براي  یراحتبهنيز ها و خروجی آن پردازشی زیادي دارند

 .ستيکاربران قابل تفسير ن

 ايرده، نسبت ماتریس پراکندگی بينLDAروش 

(bS( را به ماتریس پراکندگی درون کلاسی )wS بيشينه )

wS-) کردن معياربيشينهشده با ویژگی استخراج. کندمی

bS1)tr آید. محدودیت اصلی دست میبهLDA  این است که

هاي آموزشی محدود باشد، ماتریس نمونه تعدادوقتی 

 LDA اي منفرد شده و کاراییدستهپراکندگی درون

 آید.پایين می شدتبه

هایی را در زمينه استخراج ، روشنخستدر بخش 

هایی محدودیت طورعمومیبهیم که کردویژگی بررسی 

با اینکه یک روش  PCA الگوریتممثال  عنوانبه. دارند

یکی از بارزترین  امامسائل هست،  تربيشبسيار خوبی در 

 اساس بر این الگوریتم رویکردمعایب آن این است که 

از نظر این  . به این معنی کهاست هاپراکندگی داده

حاوي د نکه پراکندگی کمتري دار هاییویژگیالگوریتم 

هاي در ساخت ویژگیبنابراین  ؛نيستنداطلاعات مهمی 

. این در حالی شودده میدا سهم کمتري هاآنبه جدید 

اي که پراکندگی کمتري یک ویژگی ،است که ممکن است

بهتري داشته باشد و بتوان با  يریپذکيتفکقدرت دارد، 

را با دقت  رده چندیا  ردههاي دو داده ،کمک این ویژگی

این الگوریتم ممکن است بنابراین  ؛کرد يبنددسته تريبالا

. برخلاف کارایی خوبی نداشته باشددر بعضی مسائل 
 

1 Independent Component Analysis 
2 Linear Discriminant Analysis 

 اساس برروشی است که  LDA ، الگوریتمPCA الگوریتم

را از فضاي اصلی به فضاي  هاداده ،پذیريتفکيکمعيار 

ها کم تعداد نمونه کهیهنگاماما  ،دهدجدید نگاشت می

؛ یابدنيز کاهش می LDAاست کارایی این الگوریتم 

 هاییروشبررسی  دوم، بخش بنابراین انگيزه اصلی ما در

ي عمل کرده و ریپذکيتفکمعيار  اساس براست که 

اجرا  قابل نيز کم آموزشی هاينمونه روي تعداد بر زمانهم

 به هاداده انتقال و پراکندگی توليد ماتریس هزینه و باشند

روش پيشنهادي مقاله از  نيز نداشته باشند. را دیگر فضاي

نيز  هاآنها با ها الهام گرفته و در بخش آزمایشاین روش

 شود.از نظر کارایی مقایسه می

براي  TANN3، از روشی موسوم به[15]در مقاله 

ویژگی جدید استفاده شده است. در این  آوردندستبه

، مراکز 4ميانه Kبندي کمک الگوریتم خوشهروش ابتدا به

آورده، سپس فاصله هر نمونه با تمام  دستبهرا ها خوشه

ها نيز نسبت به هم ها و فاصله مراکز خوشهمراکز خوشه

گرفتن فاصله هر نمونه نظرسپس با در ؛شوندمحاسبه می

با دو مرکز خوشه و فاصله همان دو مرکز، یک مثلث تصور 

کردن این سه فاصله بر روي سه ضلع شود که با جمعمی

ها استخراج دادهیک ویژگی جدید براي مجموعهمثلث، 

 kداده جدید با الگوریتم نهایت صحت مجموعهدر ؛شودمی

ترین همسایه مورد ارزیابی قرار گرفته است. عيب نزدیک

هایی دادهاصلی این روش آن است که فقط براي مجموعه

 .استکم  هاآنهاي ردهمناسب است که تعداد 

، ویژگی جدید را CANN5، با روشی [16]مقاله 

کمک الگوریتم ده است. در این روش ابتدا بهکراستخراج 

آورده،  دستبهرا ها ميانه، مراکز خوشه kبندي خوشه

ها و سپس مجموع فاصله ميان هر نمونه با مراکز خوشه

ویژگی  عنوانبهاش در همان خوشه را ترین همسایهیکنزد

ترین نزدیک kس از الگوریتم سپ ؛گرفتند به کارجدید 

بندي همسایه و ماشين بردار پشتيبان براي طبقه

 دند.کربا ویژگی جدید استفاده  هادادهمجموعه

، بيان شده است DCNN6، در روش [17]در مقاله 

تنهایی به CANNشده در روش که معيار فاصله استفاده

بر بنابراین علاوه ؛يستنمعيار خوبی براي بيان یک ویژگی 

یک ویژگی  عنوانبهها نيز معيار فاصله، از چگالی داده

دیگر استفاده شده است. در این روش براي تعيين چگالی 

هر نمونه، یک دایره به مرکز آن نمونه با یک شعاع که 
 

3 Triangle Area based NearestNeighbors 
4 K-means 
5 Cluster Center and Nearest Neighbors 
6 Density Cluster centers and Nearest Neighbors 
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 ؛شودشود در نظر گرفته میدستی تنظيم می صورتبه

یره هاي درون آن دابنابراین چگالی هر نمونه با تعداد نمونه

ترین نزدیک kبرابر است. در این روش نيز از الگوریتم 

جدید استفاده شده  دادهمجموعههمسایه جهت ارزیابی 

 است.

 

 روش پیشنهادي -3
اي از از آنجا که در مسائل یادگيري با ناظر، ما با دسته

بندي ها مواجه هستيم که توسط یک ناظر، طبقهداده

اند؛ بنابراین ما نيز قرار گرفتههاي درست ردهاند و در شده

یک  عنوانبهها گویی برچسب نمونهاز پيش پژوهشدر این 

پذیري و تمایز بالا در ویژگی خوب با قدرت تفکيک

که کارایی دیم، به هدف اینکراستفاده  هادادهمجموعه

بندي را بهبود دهيم. روش پيشنهادي هاي طبقهالگوریتم

کند تا یک ناميدیم، سعی می CCB1اختصار که ما آن را به

جدید آموزشی و آزمایشی تشکيل دهد. در  دادهمجموعه

جدید از یک مدل  دادهمجموعهاین روش براي ساخت 

بر نياز لذا در مدل پيشنهادي علاوه ؛دیمکرکمکی استفاده 

 .استبند کمکی هم نياز ردهبند اصلی، به یک ردهبه یک 

شود، ابتدا مشاهده می (2)طور که در شکل همان

اوليه را به دو مجموعه آموزشی و آزمایشی به  دادهمجموعه

 دادهمجموعهبراي تعيين  وترتيب، تقسيم به 1به  9نسبت 

. مدل کمکی کنيمجدید، از یک مدل کمکی استفاده می

. براي ساخت مدل اصلی از استبندهاي رایج یکی از طبقه

کمکی است، استفاده جدید که حاصل مدل  دادهمجموعه

 شده است.
 

 

، (3)داده جدید، مانند شکل براي ساخت مجموعه

هاي آموزشی، مدل کمکی ساخته و برچسب کمک نمونهبه

شود. کمک مدل کمکی تعيين میآزمایشی به دادهمجموعه

یک ویژگی جدید  عنوانبهشده را بينیهاي پيشبرچسب

آزمایشی اضافه و از طرف دیگر برچسب  دادهمجموعهبه 

یک ویژگی جدید  عنوانبههاي آموزشی را نيز واقعی داده

ینجا ما یک اکنيم. تا هاي آموزشی اضافه میبه نمونه

 ایم.آموزشی و آزمایشی را تشکيل داده جدید دادهمجموعه

، ساخت مدل اصلی (4)در مرحله بعد طبق شکل 

گيرد. آموزش مدل جدید صورت می دادهمجموعهکمک به

آموزشی جدید و ارزیابی  دادهمجموعهاستفاده از اصلی با 

 شود.آزمایشی جدید انجام می دادهمجموعهکمک مدل به

 

1 Classification By Classification 

 
 CBC(: ساختار کلی مدل پیشنهادي 2-)شکل

(Figure-2): The general structure of the proposed 
 CBC model 

 

 

 
 

 
 جدید مبتنی بر مجموعه داده(: تشکیل 3-)شکل

 گویی اولیهپیش 

(Figure-3): Creating a new dataset based on the initial 

prediction 

 آموزشی و آزمایشی مجموعه داده

 آموزش مدل کمکی

هاي آزمایشی گویی اوليه برچسب دادهپيش

 کمک مدل مذکوربه

گویی به دن برچسب پيشکراضافه

 هاي آزمایشیداده

 هاي آموزشیدن برچسب واقعی به دادهکراضافه

اوليه دادهمجموعه  

 دادهمجموعهاوليه به  دادهمجموعهتقسيم 

به ترتيب 1به  9آموزشی و آزمایشی به نسبت   

 اصلی مدلتعيين نوع مدل کمکی و 

جدید به کمک مدل  دادهمجموعهتشکيل 

 کمکی

 آموزش مدل اصلی

 ايمرحله 10ارزیابی روش پيشنهادي با اعتبارسنجی 
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 CBC(: مراحل آزمایش مدل پیشنهادي 4-)شکل

(Figure-4): Test steps of the proposed CBC model 

 
استخراج ویژگی جدید در روش  -1-3

 CBCپیشنهادي 
کمک سعی داریم تا به، ما CBCدر روش پيشنهادي 

هاي آزمایشی بندهاي کمکی مختلف، برچسب نمونهطبقه

یک ویژگی جدید به  عنوانبهرا  هاآنگویی کرده و را پيش

م. در روش کنهاي آزمایشی اضافه هاي نمونهویژگی

بينی ناميدیم، براي پيش CBCsvm1که آن را  نخست

شين بردار بند کمکی ماردههاي آزمایشی از برچسب نمونه

یم. در روش دوم که آن را کردپشتيبان استفاده 

CBCknn2 هاي بينی برچسب نمونهناميدیم، براي پيش

در  وترین همسایه استفاده یکنزد kبند ردهآزمایشی از 

بينی ناميدیم، براي پيش CBCdt3روش سوم که آن را 

بند درخت تصميم ردههاي آزمایشی از برچسب نمونه

 CBCskt4دیم. در روش چهارم که آن را کراستفاده 

هاي حاصل از ناميدیم، از سه ویژگی قبلی یعنی ویژگی

ترین همسایه و نزدیک kبند ماشين بردار پشتيبان، طبقه

ویژگی جدید به  عنوانبهدرخت تصميم ميانگين گرفته و 

در روش پنجم که  وهاي آزمایشی اضافه هاي نمونهویژگی

هاي بينی برچسب نمونهدیم، براي پيشنامي CBCrf5آن را 

 دیم.کربند جنگل تصادفی استفاده ردهآزمایشی از 

بعد از  بالاهاي است که در تمامی روش گفتنی

 دادهمجموعههاي آزمایشی، به بينی برچسب دادهپيش

 

1 CBC support vector machine 
2 CBC k-nearest neighbor 
3 CBC decision tree 
4 CBC svm knn tree 
5 CBC random forest 

یک ویژگی  عنوانبهشان را آموزشی نيز برچسب واقعی

 CBCstr6دیم. در آخرین روش که آن را کرجدید اضافه 

ي هاروشناميدیم سه ویژگی حاصل از هر یک از 

CBCsvm ،CBCtd  وCBCrf  سه ویژگی جدید  عنوانبهرا

در ضمن در  وهاي آزمایشی اضافه هاي نمونهبه ویژگی

 شانواقعیآموزشی برچسب  مجموعه دادههمين روش، به 

ين بردار پشتيبان و برچسب حاصل از اعمال الگوریتم ماش

سه ستون ویژگی جدید اضافه  عنوانبهو درخت تصميم را 

 دیم.کر

 

 هاآزمایش -4
 بيسترا بر روي  CBCدر این مرحله، روش پيشنهادي 

ده و از چهار الگوریتم کراستاندارد اعمال  دادهمجموعه

ترین همسایه، ماشين بردار پشتيبان، نزدیک k بندرده

بند طبقه عنوانبهدرخت تصميم و جنگل تصادفی نيز 

سپس صحت مدل پيشنهادي را  ؛دیمکرکمکی استفاده 

نهایت کارایی روش پيشنهادي را با ایم. درارزیابی کرده

مجموعهبر روي  شدهیادبند کارایی چهار الگوریتم طبقه

و  TANNکارایی دو روش  ي اوليه و همچنين باهاداده

CANN  نيز  کردهکه در بخش کارهاي مرتبط معرفی

 مقایسه کردیم.

 

 هادادهمشخصات مجموعه -1-4
براي  UCI [18]داده مجموعه بيست، از پژوهشدر این 

یم. کردها استفاده یشآزمابندي و انجام فرایند طبقه

بيان  (1)در جدول  هادادهمجموعهجزئيات مشخصات این 

 شده است.

 UCIداده مجموعه بیست(: مشخصات 1-)جدول
(Table-1): Specifications of 20 UCI Data Sets 

 تعداد هامجموعه داده

 هانمونه

 تعداد

 هاویژگی

تعداد 

 هاکلاس

Iris 150 4 3 

Wine 178 13 3 

Wdbc 569 30 2 

Hheart 270 13 2 

Banana 5300 2 2 

Bupa 345 6 2 

Sonar 208 60 2 

Segmentation 210 18 7 

Pima 768 8 2 

mammographic 748 4 2 

Ionosphere 351 32 2 

 

6 CBC svm tree random forest 

 آموزشی و آزمایشی جدید مجموعه داده

 آموزش مدل اصلی

 ساخت مدل

 آزمایشیبينی برچسب نمونه پيش

نمونه آزمایشی 

 جدید
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Cloude 1024 10 2 

Hayes-Roth 160 4 3 

Page-Blocks 5472 10 3 

Thyroid 7200 20 3 

Magic 2500 10 2 

Monk-2 432 6 2 

Ring 7400 20 2 

Twonorm 7400 20 2 

Wall_Following 

Robot 
Navigation 

Data 

5456 24 3 

 

با استفاده از  هادادهمجموعهها، همه یشآزمادر 

 (OAA1)ها ردهدر برابر همه  ردهروشی با عنوان یک 

نهایت، براي در؛ اندتبدیل شده رده، به مسائل دو [19]

تخمين کارایی مدل پيشنهادي، از روش اعتبارسنجی 

دیم. کر، استفاده 10برابر  k، با [20] 2)گردشی(ضربدري 

کند که نتایج یک تحليل ارزیابی با این روش مشخص می

تا چه اندازه قابل تعميم و  دادهمجموعهآماري بر روي یک 

ها را هاي آموزشی است. در این روش، دادهمستقل از داده

 هنُده و هر بار از کرمجموعه مساوي افراز زیر دهبه 

مجموعه زیر یکبند و از آن براي آموزش طبقه مجموعهزیر

بار  دهدیم. این روال را کربند استفاده ردهآن براي ارزیابی 

ها هم براي آموزش و هم براي ده تا همه نمونهکرتکرار 

در آخر از نتایج ارزیابی و آزمایش مدل استفاده شوند. 

یک  وانعنبهها، ميانگين گرفته و آن را اعتبارسنجی

 دیم.کرتخمين نهایی گزارش 

 

 معیار ارزیابی -2-4
که  3پيشنهادي، از معيار صحت سامانهدر مرحله ارزیابی 

شود، استفاده بيان می 4ریختگیکمک ماتریس درهمبه

ریختگی را براي یک ، ماتریس درهم(2)دیم. جدول کر

 دهد.نشان می ردهبندي دو ردهله أمس
 

 [21](: ماتریس درهم ریختگی 2-)جدول

(Table-2): Confusion matrix 
 واقعی ردة 

 منفی مثبت

 TP FP مثبت کلاس

 FN TN منفی شدهبينیپيش

 

شرح زیر تعریف در این جدول بهچهار مقدار موجود 

 :شوندمی
 

1 One-Against-All 
2 k-fold Cross Validation 
3 Accuracy 
4 Confusion Matrix 

TP5: مثبت قرار  ردةدر  درستهایی که بهتعداد نمونه

 اند.گرفته

TN6منفی قرار  ردةدرست در هایی که بهنمونه : تعداد

 .اندگرفته

FP7مثبت قرار  ردةاشتباه در هایی که به: تعداد نمونه

 اند.گرفته

FN8منفی قرار  ردةاشتباه در هایی که به: تعداد نمونه

 اند.گرفته

بندي براي رده، صحت بالابنابراین طبق ماتریس 

 آید.می دستبه( 10بندها از رابطه )محاسبه کارایی طبقه
 

(10) 
FNTNFPTP

TNTP
acc




  

 

 بندي، نسبت تعداد نمونهردهبنابراین صحت 

مثبت و منفی  ردهدرستی به دو آزمایشی که به هايداده

مجموعههاي موجود در اند به کل نمونهبندي شدهدسته

لذا عملکرد الگوریتمی بهتر  ؛ي مورد آزمایش استهاداده

 بندي بالاتري دارد.ردهاست که صحت 

 

 CBCارزیابی روش پیشنهادي  -3-4
هاي ، از برچسبCBCی در مدل پيشنهادي طورکلبه

بندي کمکی ردههاي الگوریتم وسيلةبه شدهبينیپيش

هاي آزمایشی و از برچسب نمونه عنوانبهمختلف 

ویژگی جدید براي  عنوانبهاصلی نيز  هايبرچسب

جدیدي را ایجاد  دادهمجموعهآموزشی استفاده و  هايداده

 .کردیم

 دادهمجموعهبندي را به ردههاي الگوریتم دوباره

جدید اعمال کردیم تا به این پرسش پاسخ دهيم که آیا 

تواند اوليه می دادهمجموعهشده به هاي افزودهویژگی

گویی صحيح برچسب نمونه پيشبندها را در ردهکارایی 

آزمایشی افزایش دهد؟ اگر پاسخ مثبت باشد به این معنی 

پذیري بين است که این ویژگی جدید، ميزان تفکيک

ها نيز مناسبیشآزمارا افزایش داده است. در ادامه  هارده

کمک دو مفهوم بهره اطلاعاتی و ها را بهبودن ویژگی

 ایم.دهکرشاخص جينی بررسی 

( نشان 6و  5، 4، 3)هاي که جدول طورناهم

بند ماشين بردار پشتيبان، درخت ردهترتيب از به دهندمی

 عنوانبهترین همسایه نزدیک kتصميم، جنگل تصادفی و 

بندها را ردهضمن همين در ؛دیمکربند اصلی استفاده رده
 

5 True Positive 
6 True Negative 
7 False Positive 
8 False Negative 
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حاصل از  دادهمجموعه( و Baseاوليه ) دادهمجموعهبر روي 

براي مقایسه از  ونيز اعمال  TANNو  CANNدو روش 

و سپس  استفاده کرده و معيار صحت دادهمجموعه بيست

 دیم.کر بنديرتبهنتایج را از صحت بالا به پایين 

در مرحله ارزیابی، روشی عملکرد بهتري دارد که 

تري داشته است. ميانگين صحت بالاتر و رتبه پایين طوربه

ها و همچنين ميانگين رتبه عملکرد ميانگين صحت روش

 آورده شده است. (10و  9، 8 ،7)هاي در جدول هاآن

، روش ماشين بردار پشتيبان بر (7)مطابق با جدول 

 است %78/82اوليه داراي صحت  دادهمجموعهروي 

، یعنی روشی CBCrfوقتی با روش پيشنهادي  کهیدرحال

بند کمکی ردهعنوان تصادفی بهکه از الگوریتم جنگل 

جدید را ساخته و  دادهمجموعهاستفاده کرده است، 

دیم، کرالگوریتم ماشين بردار پشتيبان را به آن اعمال 

شده است؛ یعنی حدود  %65/85بندي برابر با ردهصحت 

که  طورهماندرصد، کارایی بهبود یافته است. البته  چهار

هاي پيشنهادي روش دهد، تمامینشان می (7)جدول 

CBC بندي روش ماشين بردار پشتيبان را رده، نتایج

اند. این در حالی اوليه بهبود داده دادهمجموعهنسبت به 

هيچ بهبودي  TANNو  CANNاست که با دو روش 

 حاصل نشده است.

هاي پيشنهادي ، باز هم همه روش(8)طبق جدول 

الگوریتم درخت کارایی  CBCsktrو  CBCsvmروش  جزبه

و  CBCrfدر روش  خصوصبهاند. تصميم را بالا برده

CBCstrf  بندي الگوریتم درخت تصميم، ردهکه صحت

افزایش یافته است. در این حالت  %91به  %87از  حدوداً

نيز باعث کمی بهبود در عملکرد این  TANNروش 

هاي ، روش(9)اما طبق جدول ؛ الگوریتم شده است

کدام بهبودي را در الگوریتم جنگل يچهپيشنهادي 

ماهيت تصادفی این  خاطربهاند و این تصادفی ایجاد نکرده

ها در هنگام ساخت درختان الگوریتم در انتخاب ویژگی

هاي نيز انواع روش (10). در جدول استتصميم 

 kباعث بهبود عملکرد روش  CBCپيشنهادي در 

باز  CBCrfاند. روش پيشنهادي ترین همسایه شدهیکنزد

 %87ترین همسایه را از حدود یکنزد Kبند ردههم صحت 

نيز  CANNدر این حال روش  وافزایش داده  %91به 

 باعث کمی بهبود در الگوریتم شده است.

 kبندي هاي طبقه، عملکرد روش(11)در جدول 

ترین همسایه، ماشين بردار پشتيبان، درخت نزدیک

هایی از جنگل تصادفی را فقط بر روي بخشتصميم و 

که نتایج خوبی داشتند را با حالت  CBCروش پيشنهادي 

دهد که . نتایج نشان میکردیم، مقایسه مجموعه دادهاوليه 

ها خوب بودند، هاي پيشنهادي که بيشتر آندر بين روش

بوده و کارایی سه  مؤثرتراز همه  CBCrfروش پيشنهادي 

ترین همسایه، ماشين بردار پشتيبان و کنزدی kالگوریتم 

 ؛درصد بهبود داده است چهاردرخت تصميم را حدود 

بندي براي مرحله انتخاب بنابراین بهترین الگوریتم طبقه

 بند جنگل تصادفی استردهکمکی،  مدل

 

 بیستها به درصد، بر روي و سایر روش CBCبند ماشین بردار پشتیبان بر روش پیشنهادي ردهمقایسه صحت (: 3-)جدول

 (R) بندي نتایجداده استاندارد و رتبهمجموعه
(Table-3): Comparison of the support vector classifier classification on the proposed CBC method and other methods by 

percentage, on 20 standard datasets and ranking the results (R) 
 

Dataset 

Ba

se 
R 

CBC

svm 
R 

CBC

knn 
R 

CB

Cdt 
R 

CB

Cskt 
R 

CB

Crf 
R 

CBC

sktr 
R 

CB

Cstr 
R 

CA

NN 
R 

TA

NN 
R 

iris 
97.

33 
2 97.33 2 96.66 4 

96.4

4 
5 

96.8

8 
3 

96.4

4 
5 96.44 5 

96.4

4 
5 

82.6

6 
6 

97.

55 
1 

wine 
92.

31 
2 92.31 2 92.51 1 

90.8

3 
4 

92.5

1 
1 

91.4

0 
3 90.82 5 

90.8

2 
5 

84.2

8 
7 

90.

81 
6 

wdbc 
90.

85 
2 90.76 4 90.67 5 

89.1

7 
8 

91.0

2 
1 

91.0

2 
1 90.14 9 

90.8

4 
3 

90.3

2 
7 

90.

50 
6 

heart 
76.

66 
3 73.51 

1

0 
74.44 8 

74.6

2 
7 

75.7

4 
4 

79.4

4 
1 75.55 5 

76.8

5 
2 

74.2

5 
9 

75.

18 
6 

banana 
89.

60 
3 89.60 3 88.65 6 

87.3

9 
7 

89.8

5 
2 

88.9

4 
5 88.94 5 

88.9

4 
5 

90.7

5 
1 

89.

50 
4 

bupa 
66.

25 
7 66.68 6 62.92 

1

0 

65.9

2 
9 

67.9

7 
4 

72.1

7 
2 71.73 3 

72.3

1 
1 

66.2

2 
8 

66.

94 
5 

sonar 
57.

69 
1 57.69 1 57.69 1 

56.9

9 
3 

57.6

9 
1 

57.2

2 
2 56.99 3 

56.9

9 
3 

56.9

8 
4 

57.

69 
1 

Segmenta

tion 

94.

69 
8 94.69 8 95.64 2 

95.1

0 
6 

95.5

7 
3 

95.9

8 
1 95.37 5 

95.4

4 
4 

91.4

4 
9 

94.

76 
7 

pima 
73.

03 
6 73.03 6 73.75 5 

70.7

6 
9 

74.1

4 
4 

74.6

7 
1 74.15 3 

74.5

4 
2 

71.6

0 
8 

72.

77 
7 

mammog

raphic 

62.

96 
9 63.02 8 74.20 5 

73.0

6 
6 

74.7

3 
1 

74.4

7 
2 74.33 4 

74.4

0 
3 

53.8

1 

1

0 

63.

46 
7 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
2.

29
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             9 / 16

http://dx.doi.org/10.52547/jsdp.18.2.29
http://jsdp.rcisp.ac.ir/article-1-986-en.html


 
 48پیاپی  2شمارة  1400سال 

38 

ionospher

e 

89.

76 
2 89.76 2 89.62 3 

89.1

8 
4 

89.6

2 
3 

89.9

0 
1 89.76 2 

89.7

6 
2 

89.7

6 
2 

89.

76 
2 

cloud 
89.

04 
5 98.04 5 97.07 8 

99.0

2 
3 

98.4

8 
4 

99.2

1 
1 99.02 3 

99.1

7 
2 

97.8

5 
7 

97.

95 
6 

hayes_rot

h 

65.

08 
9 68.65 7 77.54 6 

84.5

9 
4 

82.3

5 
5 

85.2

1 
1 84.63 3 

84.8

1 
2 

62.7

5 

1

0 

67.

79 
8 

page-

blocks 

94.

55 
8 96.37 6 97.66 5 

98.1

6 
1 

98.0

2 
4 

98.1

0 
3 98.00 5 

98.1

2 
2 

94.5

1 
9 

94.

57 
7 

thyroid 
95.

30 
3 95.40 8 95.53 7 

97.9

0 
1 

97.0

0 
6 

97.8

0 
2 97.06 5 

97.1

0 
4 

95.4

0 
8 

95.

16 
9 

magic 
81.

00 

1

0 
81.49 8 86.84 4 

83.7

0 
6 

85.7

9 
5 

89.0

0 
1 88.69 3 

88.8

5 
2 

81.6

0 
7 

81.

14 
9 

monk-2 
97.

21 
2 97.21 2 95.59 3 100 1 

97.2

1 
2 100 1 100 1 100 1 

86.7

9 
4 

97.

21 
2 

ring 
84.

60 
2 84.60 2 84.65 1 

80.8

9 
6 

84.6

5 
1 

83.1

5 
5 80.54 7 

80.5

4 
7 

84.2

0 
4 

84.

49 
3 

twonorm 
62.

80 
3 62.80 3 63.00 2 

61.5

0 
4 

63.0

0 
2 

63.0

4 
1 61.45 6 

61.5

0 
5 

59.6

0 
8 

59.

90 
7 

Wall_Fol

lowing 

Robot 

Navigatio

n Data 

85.

89 
5 85.89 5 85.52 8 

88.7

7 
2 

88.8

9 
1 

85.8

2 
6 87.55 4 

87.9

5 
3 

85.4

7 
9 

85.

59 
7 

 

مجموعه بیستها  به درصد، بر روي و سایر روش CBCبند درخت تصمیم بر روش پیشنهادي ردهمقایسه صحت (: 4-)جدول

 (R)  بندي نتایجداده استاندارد و رتبه
(Table-4): Comparing the accuracy of the decision tree classifier on the proposed CBC method and other methods as a 

percentage, on 20 standard datasets and ranking the results (R) 
 

Dataset 
Ba

se 
R 

CBC

svm 
R 

CBC

knn 
R 

CB

Cdt 
R 

CBC

skt 
R 

CB

Crf 
R 

CBC

sktr 
R 

CB

Cstr 
R 

CA

NN 
R 

TA

NN 
R 

iris 
96.
44 

4 97.55 1 96.66 3 
96.4

4 
4 

96.8
8 

2 
96.4

4 
4 96.44 4 

96.4
4 

4 
87.5

5 
8 

95.1
1 

7 

wine 
94.

38 
6 92.31 7 97.94 3 

94.3

8 
6 

98.3

1 
1 

97.7

5 
2 92.31 7 

97.7

5 
2 

94.5

7 
5 

94.7

5 
4 

wdbc 
93.

23 
5 90.85 6 96.75 1 

93.2

3 
5 

96.4

9 
2 

96.3

9 
3 90.85 6 

96.3

9 
3 

93.2

3 
5 

93.3

1 
4 

heart 
75.

55 
6 76.66 5 77.77 4 

75.5

5 
6 

79.4

4 
3 

82.5

9 
1 81.11 2 

82.5

9 
1 

75.0

0 
7 

74.6

2 
8 

banana 
87.
39 

6 89.60 2 88.65 4 
87.3

9 
6 

89.8

5 
1 

88.9
4 

3 88.94 3 
88.9

4 
3 

86.4
9 

7 
87.5

4 
5 

bupa 
65.

77 
5 66.25 3 62.34 7 

65.7

7 
5 

67.5

4 
2 

72.6

1 
1 72.61 1 

72.6

1 
1 

65.7

8 
4 

64.7

5 
6 

sonar 
74.
15 

5 57.69 6 82.81 1 
74.1

5 
5 

79.5
1 

3 
82.6

2 
2 57.69 6 

82.6
2 

2 
74.1

5 
5 

74.4
0 

4 

Segmenta

tion 

95.

37 
5 94.96 6 96.53 4 

95.3

7 
5 

96.6

6 
3 

97.3

4 
1 96.93 2 

97.3

4 
1 

93.4

6 
8 

93.6

7 
7 

pima 
70.
89 

7 73.03 4 73.95 2 
70.8

9 
7 

74.4
0 

2 
75.0

0 
1 75.00 1 

75.0

0 
1 

71.2
8 

6 
71.5

4 
5 

mammog

raphic 

73.

06 
4 62.96 7 74.07 3 

73.0

6 
4 

74.6

7 
1 

74.4

7 
2 74.47 2 

74.4

7 
2 

64.9

7 
6 

72.1

2 
5 

ionospher

e 

87.

86 
7 89.76 3 88.33 6 

87.8

6 
7 

89.0

4 
4 

93.0

2 
1 89.76 3 

93.0

2 
1 

91.8

3 
2 

88.8

7 
5 

cloud 
99.

26 
3 98.04 5 97.36 6 

99.2

6 
3 

98.7

7 
4 

99.6

1 
1 99.51 2 

99.6

1 
1 

99.2

6 
3 

99.2

6 
3 

hayes_rot
h 

84.
17 

4 65.08 8 77.54 7 
84.1

7 
4 

82.1
4 

5 
85.2

7 
2 85.05 3 

85.2
7 

2 
78.3

1 
6 

85.4

1 
1 

page-

blocks 

98.

24 
2 94.55 6 97.84 5 

98.2

4 
2 

98.2

2 
3 

98.2

8 
1 98.24 2 

98.2

8 
1 

98.2

0 
4 

98.2

0 
4 

thyroid 
99.

66 
1 95.30 6 95.73 5 

99.6

6 
1 

97.4

0 
4 

99.5

6 
2 99.23 3 

99.5

6 
2 

99.6

6 
1 

99.6

6 
1 

magic 
83.

40 
6 81.49 7 86.79 2 

83.4

0 
6 

86.0

4 
3 

89.0

5 
1 89.05 1 

89.0

5 
1 

84.0

5 
4 

83.7

0 
5 

monk-2 
10

0 
1 97.21 3 95.59 4 100 1 

97.2

1 
3 100 1 100 1 100 1 100 1 

99.6

4 
2 

ring 
83.

59 
8 84.60 5 84.10 7 

83.5

9 
6 

88.4

0 
4 

93.0

9 
3 84.60 5 

93.0

9 
3 

97.1

0 
1 

96.9

4 
2 

twonorm 
80.

05 
4 62.80 7 96.30 1 

80.0

5 
4 

89.2

0 
3 

95.8

5 
2 62.80 7 

95.8

5 
2 

79.9

5 
5 

79.9

0 
6 

Wall_Foll

owing 
Robot 

Navigatio

n Data 

98.

64 
2 85.89 7 89.87 6 

98.6

4 
2 

93.6

7 
5 

98.7

7 
1 94.92 4 

98.7

7 
1 

98.3

2 
3 

98.6

4 
2 
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جموعهم بیستها به درصد، بر روي و سایر روش CBCند جنگل تصادفی بر روش پیشنهادي بردهمقایسه صحت (: 5-)جدول

 (R) بندي نتایجداده استاندارد و رتبه
(Table-5): Comparison of the accuracy of stochastic forest classification on the proposed CBC method and other methods 

in percentage, on 20 standard datasets and ranking the results (R) 
Dataset 

Bas

e 
R 

CBCs

vm 
R 

CBC

knn 
R 

CB

Cdt 
R 

CBC

skt 
R 

CB

Crf 
R 

CBCs

ktr 
R 

CBC

str 
R 

CA

NN 
R 

TA

NN 
R 

iris 
96.
44 

4 
97.5

5 
1 96.66 3 

96.4
4 

4 
96.8

8 
2 

96.4
4 

4 96.44 4 
96.4

4 
4 

87.3
3 

5 
97.3

3 
2 

wine 
97.

75 
5 

9302

7 
7 97.94 4 

94.3

8 
6 

98.3

1 
2 

97.7

5 
5 98.10 3 

97.9

4 
4 

98.

51 
1 

98.1

0 
3 

wdbc 
96.
39 

5 91.30 9 96.75 2 
93.4

0 
8 

96.4
9 

4 
96.3

9 
5 

96.8

4 
1 

96.3
1 

6 
96.6

6 
3 

96.1
3 

7 

heart 
82.

59 
1 76.66 8 77.77 7 

75.5

5 
9 

79.4

4 
6 

82.

59 
1 80.92 5 

81.4

8 
3 

81.2

9 
4 

82.0

3 
2 

banana 
88.

94 
4 89.60 3 88.65 5 

87.3

9 
7 

89.8

5 
1 

88.9

4 
4 88.94 4 

88.9

4 
4 

89.7

5 
2 

88.2

9 
6 

bupa 
72.

61 
1 66.25 5 62.34 7 

65.7
7 

6 
67.5

4 
4 

72.

61 
1 

72.6

1 
1 

72.6

1 
1 

72.4
6 

2 
70.4

3 
3 

sonar 
82.

62 
2 63.67 8 62.81 9 

74.6

2 
7 

79.7

5 
5 

82.6

2 
2 81.44 4 

79.5

1 
6 

83.

82 
1 

81.9

5 
3 

Segmentati

on 

97.

41 
2 95.17 7 96.59 5 

95.5

1 
6 

96.7

3 
4 

97.4

1 
2 

97.6

8 
1 

97.4

1 
2 

96.7

3 
4 

97.1

4 
3 

pima 
75.
00 

3 73.03 6 73.95 5 
70.8

9 
7 

74.4
0 

4 
75.0

0 
3 75.00 3 

75.0
0 

3 
75.7

7 
2 

76.

43 
1 

mammogr

aphic 

74.

47 
3 62.96 7 74.07 4 

73.0

6 
6 

74.6

7 
2 

74.4

7 
3 74.47 3 

74.4

7 
3 

74.0

0 
5 

75.

20 
1 

ionosphere 
93.

02 
3 89.90 6 88.33 8 

88.0

0 
9 

89.1

8 
7 

93.0

2 
3 91.46 4 

91.1

8 
5 

93.7

1 
2 

94.

15 
1 

cloud 
99.

61 
1 98.34 5 97.55 6 

99.2
6 

3 
98.8

2 
4 

99.

61 
1 

99.6

1 
1 

99.6

1 
1 

99.6
0 

2 
99.

61 
1 

hayes_roth 
85.

27 
2 65.08 7 77.54 6 

84.1

7 
3 

82.1

4 
5 

85.2

7 
2 85.27 2 

85.2

7 
2 

83.1

1 
4 

86.

48 
1 

page-

blocks 

98.

28 
2 94.56 7 97.84 6 

98.2

4 
4 

98.2

2 
5 

98.2

8 
2 98.28 2 

98.2

6 
3 

98.

34 
1 

98.

34 
1 

thyroid 
99.
56 

3 95.76 8 95.93 7 
99.

63 
1 

97.4
6 

6 
99.6

5 
3 99.60 2 

99.5
6 

3 
99.3

6 
4 

99.3
3 

5 

magic 
89.

05 
1 81.49 6 86.79 3 

83.4

0 
5 

86.0

4 
4 

89.

05 
1 

89.0

5 
1 

89.0

5 
1 

88.9

5 
2 

88.9

5 
2 

monk-2 100 1 97.21 3 95.59 4 100 1 
97.2

1 
3 100 1 100 1 100 1 

99.5

3 
2 100 1 

ring 
93.

09 
3 84.60 8 64.15 9 

83.5

9 
5 

88.4

0 
6 

93.0

2 
3 89.89 4 

89.3

5 
7 

97.

84 
1 

97.4

4 
2 

twonorm 
95.

85 
3 62.80 9 

96.3

0 
1 

80.0

5 
8 

89.2

0 
6 

95.8

5 
3 92.09 3 

86.6

4 
7 

95.7

0 
4 

96.2

5 
2 

Wall_Foll

owing 
Robot 

Navigation 

Data 

98.

77 
1 88.37 7 91.19 6 

98.7

2 
2 

94.4

2 
5 

98.

77 
1 98.67 3 

98.7

2 
2 

98.6

2 
4 

98.6

2 
4 

 

 بیستها به درصد، بر روي و سایر روش CBCهمسایه  بر روش پیشنهادي  نیترکینزد kبند ردهمقایسه صحت (: 6-)جدول

 (R) بندي نتایجداده استاندارد و رتبهمجموعه
(Table-6): Comparison of the accuracy of the nearest neighbor classifier k on the proposed CBC method and other methods 

in percentage, on 20 standard datasets and ranking the results (R) 
Dataset 

Ba

se 
R 

CBCs

vm 
R 

CBC

knn 
R 

CB

Cdt 
R 

CBC

skt 
R 

CB

Crf 
R 

CBCs

ktr 
R 

CBC

str 
R 

CA

NN 
R 

TA

NN 

iris 
96.
66 

3 97.33 1 96.66 3 
96.4

4 
4 96.88 2 

96.4
4 

4 96.66 3 
96.6

6 
3 

84.2
2 

5 
96.6

6 

wine 
97.

94 
4 92.31 7 97.94 4 

94.3

8 
6 98.31 2 

97.7

5 
5 98.32 1 

98.1

2 
3 

98.3

2 
1 

97.9

4 

wdbc 
96.
75 

2 91.65 7 96.75 2 
93.4

9 
6 96.58 3 

96.3
9 

5 96.84 1 
96.7

5 
2 

96.3
9 

5 
96.4

0 

heart 
77.

77 
4 77.59 5 77.77 4 

77.4

0 
6 80.00 3 

82.9

6 
1 81.66 2 

81.1

6 
2 

73.8

8 
7 

77.5

9 

banana 
88.
65 

5 89.60 2 88.65 5 
87.3

9 
7 89.85 1 

88.9
4 

4 88.99 3 
88.9

4 
4 

88.2
9 

6 
88.6

5 

bupa 
62.

34 
6 66.25 4 62.34 6 

65.7

7 
5 67.54 3 

72.6

1 
1 72.18 2 

72.6

1 
1 

60.2

4 
7 

62.3

4 

sonar 
82.
81 

3 65.30 8 82.81 3 
79.7

0 
7 80.95 5 

84.3

0 
1 81.15 4 

80.6
8 

6 
83.3

8 
2 

82.8
1 
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Segmentat

ion 

96.

53 
5 94.82 8 96.53 5 

95.4

4 
6 96.66 4 

97.4

1 
1 97.34 2 

97.2

7 
3 

95.3

0 
7 

96.6

6 

pima 
73.
95 

4 73.03 5 73.95 4 
70.8

9 
7 74.40 2 

75.0

0 
1 75.00 1 

75.0

0 
1 

71.5
4 

6 
74.0

2 

mammogr

aphic 

74.

07 
5 62.96 8 74.07 5 

73.0

6 
6 74.67 1 

74.4

7 
3 74.54 2 

74.5

4 
2 

69.1

8 
7 

74.1

4 

ionospher
e 

88.
33 

8 89.76 5 88.33 8 
89.4

6 
6 89.04 7 

92.4

5 
1 90.74 4 

91.1
6 

3 
91.8

9 
2 

87.9
1 

cloud 
97.

36 
6 98.04 5 97.36 6 

99.2

6 
3 98.77 4 

99.6

1 
1 99.56 2 

99.5

6 
2 

97.0

7 
8 

97.2

6 

hayes_rot
h 

77.
54 

7 65.08 9 77.54 7 
84.1

7 
3 82.14 6 

85.2

7 
1 85.06 2 

85.2

7 
1 

82.3
9 

5 
74.6

1 

page-

blocks 

97.

84 
5 94.61 8 97.84 5 

98.2

4 
3 98.22 4 

98.2

6 
2 98.28 1 

98.2

2 
4 

97.4

8 
7 

97.8

0 

thyroid 
95.
73 

9 95.37 7 95.73 6 
99.5

6 
1 97.40 5 

99.3
6 

3 99.10 4 
99.4

0 
2 

95.3
3 

8 
95.7

3 

magic 
86.

79 
3 81.49 7 86.79 3 

83.4

0 
6 86.04 4 

89.0

5 
1 89.00 2 

89.0

0 
2 

85.8

9 
5 

86.7

9 

monk-2 
95.
59 

3 97.21 2 95.59 3 100 1 97.21 2 100 1 100 1 100 1 
88.6

3 
5 

90.4
9 

ring 
64.

10 
9 84.60 5 64.10 9 

83.5

9 
7 88.40 6 

93.0

9 
4 93.64 3 

93.7

9 
2 

97.2

9 
1 

64.2

5 

twonorm 
96.
30 

2 62.80 8 96.30 2 
80.0

5 
7 89.20 6 

95.8
5 

3 95.25 4 
90.4

5 
5 

96.2

9 
1 

96.3
0 

Wall_Foll

owing 
Robot 

Navigatio

n Data 

89.

87 
7 79.86 9 89.87 7 

98.4

9 
2 93.67 5 

98.5

7 
1 97.09 4 

98.4

4 
3 

89.0

7 
8 

89.9

2 

 بیستها به درصد، بر روي و سایر روش CBCبند ماشین بردار پشتیبان بر روش پیشنهادي ردهمیانگین نتایج صحت (: 7-)جدول

 بندي نتایجداده استاندارد و رتبهمجموعه
(Table-7): Mean Results of Support Vector Machine Classification Accuracy on CBC Proposed Method and Other Methods in 

Percentage, on 20 Standard Datasets and Results Ranking 
 بندنام طبقه ماشین بردار پشتیبان

TANN CANN CBCstr CBCsktr CBCrf CBCskt CBCtree CBCknn CBCsvm Base نام روش 

 (%) بندردهصحت  82.78 82.94 84.00 84.20 85.05 85.65 85.05 85.26 79.91 82.63

6 7 3 4 2 3 5 5 5 5 
میانگین رتبه هر 

 روش

 رتبه 8 7 6 5 3 1 4 2 10 9
 

مجموعه بیستها به درصد، بر روي و سایر روش CBCبند درخت تصمیم بر روش پیشنهادي ردهمیانگین نتایج صحت (: 8 -)جدول

 بندي نتایجداده استاندارد و رتبه

(Table-8): Mean Results of Decision Tree Classifier Accuracy Based on Proposed CBC Method and Other Methods Percent, on 20 

Standard Datasets and Results Ranking 

 بندنام طبقه درخت تصمیم

TANN CANN CBCstr CBCsktr CBCrf CBCskt CBCtree CBCknn CBCsvm Base نام روش 

 (%) بندردهصحت  87.05 82.82 87.84 87.05 88.69 90.83 86.62 90.83 86.65 87.60

4 5 2 3 2 3 4 4 5 5 
میانگین رتبه هر 

 روش

 رتبه 7 10 4 6 3 1 9 2 8 5
 

داده مجموعه بیستها به درصد، بر روي و سایر روش CBCبند جنگل تصادفی بر روش پیشنهادي ردهمیانگین نتایج صحت (: 9-)جدول

 بندي نتایجاستاندارد و رتبه

(Table-9): Mean results of random forest classification accuracy on the proposed CBC method and other methods in percentage, 

on 20 standard datasets and ranking results 

 بندنام طبقه جنگل تصادفی

TANN CANN CBCstr CBCsktr CBCrf CBCskt CBCtree CBCknn CBCsvm Base نام روش 

 (%)بند ردهصحت  90.83 83.37 85.93 87.10 88.75 90.83 90.31 89.88 90.55 91.11

3 3 3 3 3 4 5 5 6 3 
میانگین رتبه هر 

 روش

 رتبه 3 10 9 8 7 2 5 6 4 1
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 بیستها به درصد، بر روي و سایر روش CBCهمسایه بر روش پیشنهادي  نیترکینزد kبند ردهمیانگین نتایج صحت (: 10-)جدول

 بندي نتایجداده استاندارد و رتبهمجموعه
(Table-10): Mean results of the nearest neighbor classifier k class on the proposed CBC method and other methods to percentage, 

on 20 standard datasets and ranking results 
k بندردهنام  ترین همسایهنزدیک 

TANN CANN CBCstr CBCsktr CBCrf CBCskt CBCtree CBCknn CBCsvm Base نام روش 

 (%)بند ردهصحت  86.84 83.32 86.84 87.50 88.79 90.88 90.52 90.37 87.10 86.41

5 5 3 2 2 4 5 5 6 5 
رتبه هر میانگین 

 روش

 رتبه 8 10 7 5 4 1 2 3 6 9

 

 بند کمکیردهو  CBCگیري نهایی براي انتخاب بهترین روش نتیجه(: 11-)جدول
(Table-11): Final conclusion for  selecting  the best CBC method and auxiliary classifier 

TANN CBCsktr CBCskt CBCstr CBCrf Base  بندردهنام 

 ماشین بردار پشتیبان 82.78 85.65 85.26 85.05 85.05 82.63

 درخت تصمیم 87.05 90.83 90.83 88.69 86.62 87.60

 جنگل تصادفی 90.83 90.83 89.88 88.75 90.31 91.11

86.41 90.52 88.79 90.37 90.88 86.84 K ترین همسایهنزدیک 
 

ارزیابی بهره اطلاعاتی و شاخص جینی  -4-4

هاي حاصل از روش پیشنهادي ویژگی
CBC 

هاي دیگري روي یشآزمادر این بخش سعی داریم تا با 
، علت CBCهاي مختلف شده در روشهاي افزودهویژگی

کنيم. از  پژوهشبندي را ردههاي بهبود کارایی الگوریتم
مستقيم با وجود بند، رابطه ردهآنجا که کارایی یک 

هایی دارد که براي هدف مورد نظر اطلاعات لازم و ویژگی
هایی که در کمک روشلذا به ؛باشد برداشتهکافی را در 

، ارائه شده است به بررسی ميزان اطلاعات [22] پژوهش
و  هاداده مجموعههاي اوليه مربوط به موجود در ویژگی

پردازیم. می CBCکمک روش شده بههاي افزودهویژگی
بدین منظور از دو معيار بهره اطلاعاتی و شاخص جينی، 

 1-2شده در بخش ( معرفی6و  7هاي )مطابق با رابطه
 دیم.کراستفاده 

ميزان اثرگذاري  کنندهمشخص، [23]بهره اطلاعاتی 
عبارت بندي است. بهیک ویژگی با توجه به هدف دسته

 ردهدیگر ميزان اطلاعاتی است که یک ویژگی درباره یک 
داده، هيچ  ردهنامرتبط با  دهد. بدون تردید، ویژگیمی

بر  xویژگی  دهد. در این روشاطلاعاتی را به ما نمی
 xآمده از ویژگی دستبرتري دارد اگر اطلاعات به yویژگی 

 آید.می دستبه yبيشتر از اطلاعاتی باشد که از 
، مقادیر بهره اطلاعاتی بر روي (12)در جدول 

با چهار ویژگی، طول  Irisداده هاي مجموعهویژگی
کاسبرگ، پهناي کاسبرگ، طول گلبرگ، پهناي گلبرگ و 

 CBCپيشنهادي  روش وسيلةبهشده هاي اضافهویژگی
دهد ميزان که نتایج نشان می طورهماناند. آورده شده

هاي شده در روشهاي اضافهیژگیاطلاعات موجود در و
هاي اوليه مجموعهرقابت با ویژگیپيشنهادي مقاله قابل 

عنوان مثال ميزان بهره اطلاعاتی . بههستند یادشدهداده 
/. است که از 7873، مقدار CBCrfویژگی حاصل از روش 

 6481/0بهره اطلاعاتی ویژگی پهناي کاسبرگ با مقدار 
 بيشتر است.

 
 Iris دادهمجموعه(: میانگین بهره اطلاعاتی بر روي 12-)جدول

(Table-12): Mean information gain on the Iris dataset 
 هاویژگی میانگین بهره اطلاعاتی

 ویژگی طول کاسبرگ 0.8243

 ویژگی پهناي کاسبرگ 0.6481

 ویژگی طول گلبرگ 0.8960

 ویژگی پهناي گلبرگ 0.8916

 CBCsvmویژگی استخراج شده از  0.7914

 CBCknnویژگی استخراج شده از  0.7766

 CBCtreeویژگی استخراج شده از  0.7613

 CBCrfویژگی استخراج شده از  0.7873

 CBCsktویژگی استخراج شده از  0.7882

 
 

، ميزان ناخالصی یک ویژگی را [24]شاخص جينی 
که هر چه  گيرد. از آنجاها در نظر میردهنسبت به 

نظمی نيز بيشتر است، بنابراین بی ،ناخالصی بيشتر باشد
تر باشد آمده در این شاخص پایيندستهر چه رتبه به
 نتيجه بهتر است.

نيز مقادیر شاخص جينی بر روي  (13)در جدول 
شده در هاي اضافهو ویژگی Irisداده هاي مجموعهویژگی
 اند.آورده شده CBCهاي پيشنهادي روش
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 (: میانگین شاخص جینی بر روي13-)جدول

 Iris دادهمجموعه 
(Table-13): Mean Gini index on Iris data set 

میانگین شاخص 

 جینی
 هاویژگی

 ویژگی طول کاسبرگ 6.66

 ویژگی پهناي کاسبرگ 7.93

 ویژگی طول گلبرگ 3.2

 ویژگی پهناي گلبرگ 4.2

 CBCsvmشده از ویژگی استخراج 2.86

 CBCknnشده از ویژگی استخراج 3.86

 CBCtreeشده از ویژگی استخراج 4.63

 CBCrfشده از ویژگی استخراج 5.33

 CBCsktشده از ویژگی استخراج 6.3

 
 

 

هاي پيشنهادي ویژگی ،شودکه مشاهده می طورهمان
هاي مقاله داراي شاخص جينی بهتري نسبت به ویژگی

عنوان مثال شاخص جينی . بهاست Irisداده اوليه مجموعه
است که از  32/5، مقدار CBCrfویژگی حاصل از روش 

کمتر  93/7شاخص جينی ویژگی پهناي کاسبرگ با مقدار 
 است.

در ادامه جهت بررسی بيشتر، نتایج ميزان بهره 
-Hayes دادهمجموعهاطلاعاتی و شاخص جينی بر روي 

roth نيز آورده شده است. (15و  14)هاي در جدول 

، مقادیر بهره اطلاعاتی بر روي (14)در جدول 
با چهار ویژگی  Hayes-rothداده هاي مجموعهویژگی

و  تأهلسرگرمی، سن، سطح تحصيلات، وضعيت 
 CBCپيشنهادي  روش وسيلةبهشده اضافه هايویژگی
ميزان  ،دهدکه نتایج نشان می طورهمان. اندشدهآورده 

هاي شده در روشهاي اضافهاطلاعات موجود در ویژگی
هاي اوليه رقابت با ویژگیپيشنهادي مقاله قابل 

عنوان مثال ميزان بهره . بههستند شدهیاد دادهمجموعه
/. 4565، مقدار CBCrfاطلاعاتی ویژگی حاصل از روش 

است که از بهره اطلاعاتی ویژگی سرگرمی با مقدار 
 بيشتر است. خيلی 1217/0

نيز مقادیر شاخص جينی بر روي  (15)در جدول 
هاي اضافهو ویژگی Hayes-rothداده هاي مجموعهویژگی

اند. آورده شده CBCهاي پيشنهادي شده در روش
هاي پيشنهادي مقاله شود ویژگیکه مشاهده می طورهمان

هاي اوليه داراي شاخص جينی بهتري نسبت به ویژگی
عنوان مثال شاخص . بهاست Hayes-rothداده مجموعه

است  93/2، مقدار CBCrfجينی ویژگی حاصل از روش 
خيلی  40/7که از شاخص جينی ویژگی سرگرمی با مقدار 

 کمتر است.
 

 دادهمجموعه(: میانگین بهره اطلاعاتی بر روي 14-)جدول
Hayes-roth 

(Table-14): Mean information gain on Hayes-roth dataset 
 هاویژگی میانگین بهره اطلاعاتی

 ویژگی سرگرمی 0.1217

 ویژگی سن 0.2696

 ویژگی سطح تحصيلات 0.2639

 تأهلویژگی وضعيت  0.2518

 CBCsvmویژگی استخراج شده از  0.3005

 CBCknnویژگی استخراج شده از  0.2185

 CBCtreeویژگی استخراج شده از  0.4292

 CBCrfویژگی استخراج شده از  0.4565

 CBCsktویژگی استخراج شده از  0.3864

 

 دادهمجموعه(: میانگین شاخص جینی بر روي 15-)جدول
Hayes-roth 

(Table-15): Mean Gini index on Hayes-roth dataset 
میانگین شاخص 

 جینی
 هاویژگی

 ویژگی سرگرمی 7.40

 ویژگی سن 5.40

 تحصيلاتویژگی سطح  6.13

 تأهلویژگی وضعيت  5.96

 CBCsvmشده از ویژگی استخراج 4.96

 CBCknnشده از ویژگی استخراج 5.33

 CBCtreeشده از ویژگی استخراج 2.30

 CBCrfشده از ویژگی استخراج 2.93

 CBCsktشده از ویژگی استخراج 4.56
 

مجموعهبر روي دیگر  هاشیآزمابا توجه به نتایج 
ها، آنهمه  باًیدر تقرتوان نتيجه گرفت که می هاداده

 ویژگی خاص در هر دو مورد ویژگی پيشنهادي از یک
هم از نظر بار اطلاعاتی و هم از نظر شاخص جينی یعنی 

 .بهتر است
شده در این هاي انجامو بررسی [25]طبق مقاله 

 دو، دو معيار بار اطلاعاتی و شاخص جينی در پژوهش
توان بنابراین نمی ؛رسنددرصد موارد به نتایج متفاوتی می

از این دو آزمایش بهتر انجام  کیکدامتصميم گرفت که 
نجام هر دو آزمایش ضرورت پيدا بنابراین ا ؛شودمی
؛ اما از نظر سرعت محاسبات شاخص جينی بهتر کندمی

است زیرا در آن محاسبات لگاریتمی وجود ندارد. از طرف 
تر، بررسی هر دو مقدار براي انتخاب ویژگی مناسبدیگر 

 گيري بهتر کمک کند.به تصميم تواندمی
 

 هادادهمجموعهکاهش بعد در  -5-4
شده با بيشترین بار در این بخش، ابتدا ویژگی استخراج

سپس براي  واضافه  هامجموعه دادهاطلاعاتی را به 
اي با کمترین بار جلوگيري از افزایش بعد، ویژگی

حذف کردیم. نتایج این  هادادهمجموعهاطلاعاتی را از 
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توان ویژگی دهد که مینشان می (16)آزمایش در جدول 
تر از نظر بار شده را جایگزین ویژگی ضعيفاستخراج

ها کاهش بندزیرا کارایی عملکرد طبقه ؛اطلاعاتی کرد
 یابد.نمی

 

 اضافهبه هادادهمجموعهي بند(: مقایسه صحت طبقه16-)جدول

شده قبل و بعد از حذف ویژگیویژگی استخراج  

با بار اطلاعاتی کم   

(Table-16): Comparison of the classification accuracy of the 

data set plus the extracted property before and after the 
removal of the feature with low information gain 

classifier Datasets Acc% 
 
 

SVM 

Iris + CBCrf 96.44 

Iris + CBCrf – feature2 96.88 

Wine + CBCrf 91.40 

Wine + CBCrf – feature4 94.22 

Hayes-roth+ CBCrf 85.21 

Hayes-roth + CBCrf – feature1 85.55 

 

 
Decision 

Tree 

Iris + CBCrf 96.44 

Iris + CBCrf – feature2 96.88 

Wine + CBCrf 97.75 

Wine + CBCrf – feature4 98.48 

Hayes-roth+ CBCrf 85.27 

Hayes-roth + CBCrf – feature1 85.55 

 
 

Random 
Forest 

Iris + CBCrf 96.44 

Iris + CBCrf – feature2 96.88 

Wine + CBCrf 97.75 

Wine + CBCrf – feature4 98.48 

Hayes-roth+ CBCrf 85.27 

Hayes-roth + CBCrf – feature1 85.55 

 

 
Knn 

Iris + CBCrf 96.44 

Iris + CBCrf – feature2 96.88 

Wine + CBCrf 97.75 

Wine + CBCrf – feature4 98.48 

Hayes-roth+ CBCrf 85.27 

Hayes-roth + CBCrf – feature1 85.55 

 

 دادهمجموعه، ویژگی دوم، در Iris دادهمجموعهدر 
Wine دادهمجموعه، ویژگی چهارم و در Hayes-roth ،

داراي کمترین بار اطلاعاتی بودند، بنابراین  نخستویژگی 
 دیم.کربراي کاهش بعد استفاده  هاآناز 

 

 

 گیرينتیجه -5
تشخيص  سامانهدر این مقاله بيان شد که هدف از یک 

دادن الگوها با کمترین خطا، در طبقه مربوط به الگو، قرار
. در راستاي چنين هدفی استخراج ویژگی استخودشان 

ها از هم ردهپذیري و تمایز بيشتر مناسب که باعث تفکيک
بندها دارد. ردهسزایی در بهبود کارایی هب ريتأثشود می

با ارائه روش  پژوهشبدین منظور، ما نيز در این 
هاي مناسب به و افزودن ویژگی CBCپيشنهادي 

آموزشی و آزمایشی  دادهمجموعهاوليه، یک  دادهمجموعه
 جدید ساختيم.

 دادهمجموعهدر روش پيشنهادي براي ساخت یک 
بندي مانند جنگل هاي طبقهجدید، ابتدا از الگوریتم

 kتصادفی، ماشين بردار پشتيبان، درخت تصميم و 

بند کمکی براي ردهیک  عنوانبهترین همسایه، یکنزد
هاي آزمایشی استفاده کرده و گویی برچسب نمونهپيش

هاي سپس برچسب وبندي را نيز محاسبه ردهصحت 
 هايدادهیک ویژگی جدید به  عنوانرا بهشده گوییپيش

در مرحله بعدي نيز، برچسب درست  وآزمایشی اضافه 
هاي نهیک ویژگی به نمو عنوانبههاي آموزشی را نمونه

 دادهمجموعهشدن دیم. پس از آمادهکرآموزشی اضافه 
ردهرا بر آن اعمال و صحت  بالابندهاي طبقه دوبارهجدید، 

ردهسپس با مقایسه صحت  ؛ایمدهکربندي را محاسبه 
اوليه و جدید، نشان دادیم که  دادهمجموعهبندي روي دو 

ماشين بردار پشتيبان،  بنديطبقههاي کارایی الگوریتم
مجموعهترین همسایه بر روي یکنزد kدرخت تصميم و 

. این نتيجه یابدمی درصد افزایش چهارجدید، حدود  داده
در روش  شدهاضافههاي این معنی است که ویژگیبه 

هاي مناسب با قدرت پيشنهادي در بيشتر موارد، ویژگی
بند در روشی که از طبقه خصوصبهاند، تمایز خوبی بوده
گویی بند کمکی براي پيشطبقه عنوانبهجنگل تصادفی 

 هاي آزمایشی استفاده شده است.برچسب نمونه
بههاي بودن ویژگیدر عين حال براي بررسی خوب

هاي لاعات موجود در ویژگیآمده، ميزان اطدست
ه ها را با دو معيار بهرو نيز ميزان خلوص ویژگی شدهافزوده

ترتيب اندازه گرفتيم. نتایج در اطلاعاتی و شاخص جينی به
آمده دستبههاي دهد که ویژگیاین قسمت نيز نشان می

در روش پيشنهادي در بيشتر موارد از مقادیر مناسب و 
برخوردار  دادهمجموعههاي اوليه خوبی نسبت به ویژگی

با بيشترین بار  شدهبنابراین ویژگی استخراج ؛است
ده و از کرعاتی را جایگزین ویژگی با بار اطلاعاتی کم اطلا

این طریق هم از افزایش بعد جلوگيري کرده و هم به نتایج 
 بند دست یافتيم.ردههاي بهتري در ميزان کارایی الگوریتم
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تحصيلات خود را در حمیدرضا غفاري 

در  رایانهمقطع کارشناسی در رشته 
دانشگاه صنعتی شریف و کارشناسی 
ارشد را در دانشگاه تهران جنوب و 
دکتراي خود را در دانشگاه فردوسی به 

اکنون عضو هيئت علمی و استادیار پایان رساند. وي هم
دانشگاه آزاد اسلامی فردوس  رایانهدانشکده مهندسی 

است. موضوعات مورد علاقه ایشان یادگيري ماشين، 
 و پردازش تصویر است. شناسایی الگو

 رایانامه ایشان عبارت است از: ینشان
hghaffaripaper@ferdowsiau.ac.ir 

 

تحصيلات خود را  آتنا جلالی مجاهد

در مقطع کارشناسی در دانشگاه 
بيرجند و در مقطع ارشد در دانشگاه 
آزاد اسلامی مشهد به پایان رساند. وي 

در دانشکده  ااکنون دانشجوي دکترهم
دانشگاه آزاد اسلامی فردوس است.  رایانهمهندسی 

موضوعات مورد علاقه ایشان یادگيري ماشين و شناسایی 
 الگو است. 

 رایانامه ایشان عبارت است از: ینشان
st.ajalalia@ferdowsiau.ac.ir 
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