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 چکیده

های سیگنال طورمعمولبههای قلبی است. بندی انواع مختلف آریتمیترین ابزار برای طبقهسیگنال الکتروکاردیوگرام، یکی از مهم

ECGگروه یمد تجرب یهتجزهای متفاوتی هستند. در این مقاله، تکنیک فه، حاوی نو( ی که در آن هر تابع مد ذاتیIMF شامل تنها ،)

متشکل از جمع سه  QRSبندی مناسب بر روی کمپلکس به کار رفته است. با کمک پنجره فهیک مؤلفة فرکانسی است، برای حذف نو

IMF سپس ، های باقیمانده نیز از بین رفتهفهده و با استفاده از تبدیل موجک گسسته، نوبا کمترین اعوجاج انجام ش فه، حذف نونخست

 ازدحام ذرات سازیینهبههای بهینه، با روش کارگیری تجزیه بستة موجک، از سیگنال ویژگی استخراج شده است که ویژگیبا به

درصد  12/99ده که مقدار دقت شبندی استفاده برای طبقهانتشار، نهایت از شبکه عصبی پسدر ؛اندهدفه انتخاب شدهچند دودویی

 دست آمده است.، بهMIT-BIH ةشده از پایگاه داددریافتعدد سیگنال  17برای 
 

ی؛ شبکه گروهی مد تجرب یهتجزموجک؛  ة؛ تجزیه بستهدفهچند دودوییازدحام ذرات  سازیینهبهواژگان کلیدی: الکتروکاردیوگرام؛  
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Abstract 
Any heart activity disorder may lead an irregularity in is rhythm, or cardiac arrhythmia. An ECG 

signal is one of the major tools for classifying different types of cardiac arrhythmias. ECG signals 

usually contain various noises. To have a better signal processing, it is essential to remove noises in a 

way that a signal structure never becomes subject to distortion. After the step of noise removal, selection 

of an appropriate method is of paramount importance for feature extraction. Optimal features can be 

selected to improve efficiency and reduce calculations. This article used the ensemble empirical mode 

decomposition (EEMD) in which any intrinsic mode function (IMF) contains only a single frequency 

component for noise removal. The noise removal operation with the least distortion is possible using an 

appropriate windowing on a QRS complex containing sum of the first three IMFs. Later, the remaining 

noises can be removed using discrete wavelet transform (DWT). The results of using the EEMD-DWT 

combined method were compared with EMD and DWT combination. After the noise removal step, 

feature extraction was performed through a wavelet packet decomposition. It is capable of signal 

decomposition at all frequencies. Multiple objective binary particle swarm optimization (MOBPSO) 

method was used to select optimal features and the effect of this method on the results was examined. 

Finally, the back propagation neural network (BPNN) and a support vector machine based on particle 

swarm optimization were used for classification. This article used 17 signals received from the MIT-BIH 

database. The acquired data belong to 6 different types of classes. After pre-processing, feature 
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extraction, feature selection, and classification on the input data, it is observed that the proposed 

technique of EEMD-DWT is an appropriate method for noise removal and MOBPSO is a suitable 

method for the selection of best features. The BPNN classifier managed to classify cardiac arrhythmias 

with a higher accuracy and the values for accuracy, sensitivity, specificity, and positive predictive value 

were 99.12%, 97.08%, 99.38%, and 97.12%, respectively.   

  
Keywords: Back Propagation Neural Network; Discrete Wavelet Transform; Electrocardiogram; 

Ensemble Empirical Mode Decomposition; Multiple Objective Binary Particle Swarm Optimization. 

 

 مقدمه -1
( نمایش کاملی از 1ECGسیگنال الکتروکاردیوگرام )

طور فعالیت الکتریکی قلب روی سطح بدن انسان است و به
 کارهای قلبی بهگسترده در تشخیص بالینی بیماری

 یک، Pموج  یکاز  یعیطب یوگرامالکتروکارد. رودمی
شده است. کمپلکس  یلتشک Tموج  یکو  QRSکمپلکس 

QRS موج  یعنیاز سه موج جداگانه  یشهاما نه هم اغلب
Q موج ،R  و موجS [1] وجود آمده استه ب. 

را کاهش  ECGها همواره کیفیت سیگنال فهنو
ایستا است، حذف . از آنجا که این سیگنال غیردهندمی
ممکن فه . منابع نواستاز آن، همواره کار سختی  فهنو

قلبی  فهجمله منابع نوقلبی باشند. از است قلبی یا غیر
ایزوالکتریک،  ةشدن فاصلبه کاهش یا ناپدید توانمی

د. کرشدن رپولاریزاسیون و لرزش دهلیز اشاره طولانی
ها و تنفس، تغییر موقعیت الکترودها، انقباض ماهیچه

 منابع نویز غیر قلبی به شمار تداخل خط تغذیه، جزء
ی که کمترین تلفات افهحذف نو روش. هر روندمی

 فهبخشی از حذف نوحال سطح رضایت اطلاعات و در عین
خوبی به کیفیت و در تواند بهرا به همراه داشته باشد، می

های روش. [2]نتیجه تشخیص و آنالیز سیگنال، کمک کند 
های بر روی سیگنال فهجهت حذف نو شماریبی

توان به ترکیب تجزیه الکترکاردیوگرام وجود دارند که می
( 3DWTجک گسسته )( و تبدیل مو2EMDمد تجربی )

، EEMD [4])4(گروهی  یتجرب مد یهتجز، تکنیک [3]
، فیلتر وفقی [6]، تبدیل موجک گسسته [5]فیلتر وفقی 

شده سازی ازدحام ذرات اصلاحمبتنی بر الگوریتم بهینه
، DWT و EEMD یبترک وسیلةبهاشاره کرد. در این مقاله 

 حذف شده است. ECGموجود در سیگنال  فهنو
، نوبت به استخراج ویژگی فهحذف نو ةمرحلپس از 

های سریع و دقیق، برای استخراج رسد. بهبود روشمی
های خصوص جهت بررسی دادهبه، ECGهای ویژگی
اهمیت بالایی برخوردار است.  طولانی، از ةشدضبط
در ابتدا بر  ECGهای پیشنهادی آنالیز سیگنال روش

 

1 Electrocardiogram 
2 Empirical Mode Decomposition 
3 Discrete Wavelet Transform 
4 Ensemble Empirical Mode Decomposition 

اما این  ؛ده بودندنا نهاده شزمان ب ةحوز هایروشاساس 
بنابراین  ؛این سیگنال، کافی نبودند ةها برای مطالعروش

. [8]نمایش فرکانسی سیگنال نیز ضرورت پیدا کرد 
ا همچون ه، انواع مختلفی از ویژگیگرانپژوهش
، [9]بالاتر  ةآماری مرتب هایشاخصهای مبتنی بر ویژگی

های ریخت ، ویژگی[11]، تبدیل فوریه [10]تبدیل موجک 
های حوزه ، ویژگی[13]، توابع هرمیت [12]شناسی 
را برای این  [15]اساسی  ةو آنالیز مؤلف [14]فرکانس 

 یآمار هاییژگی، ومقاله یندر ا اند.سیگنال استفاده کرده
( مثل مقدار 5WPDموجک ) ةبست ةیب تجزیمربوط به ضرا

 است.شده استخراج  ین،و مقدار تک یارانحراف مع بیشینه،
در راستای بهبود راندمان و کاهش محاسبات، 

د. بدین منظور کرهای اضافی را حذف ویژگی توانمی
، [16]های مختلفی مانند الگوریتم ژنتیک تاکنون الگوریتم

 سازیینهبه، ترکیب [17] یبیترت یممستق یجستجو
 ةمؤلف، آنالیز [18]تاب و کرم شب( 6PSO) ازدحام ذرات

پیشنهاد شده  [19]کننده خطی تفکیکو تکنیک  یاساس
 ازدحام ذرات سازیینهبهاز الگوریتم ین مقاله ااست. در 
 جهت انتخاب بهترین (،7MOBPSOهدفه )چند دودویی
 ها به کار رفته است.ویژگی

کردن بندیهای مختلفی برای طبقهروش
انتشار پس عصبی همچون شبکه ECG هایسیگنال

(8BPNN )[20] ،یفاز-یاستنتاج عصب یستمس 
( SVM)10، ماشین بردار پشتیبان [21]( ANFIS)9سازگار

[22] ،K گیری ، درخت تصمیم[23]همسایه  تریننزدیک
و جنگل تصادفی  [25]یچشی پ یعصب یهاشبکه، [24]

11(RF )[26]  .مقاله، از  یندر اپیشنهاد شده استSVM  
بندی ، جهت طبقهBPNN( و PSO-SVM) PSOمبتنی بر 

 کار رفته است.به
های در ادامه و در بخش دوم مقاله، الگوریتم

EMD ،EEMD ،DWT ،WPD ،MOBPSO ،PSO-SVM 
توضیح داده شده است. در بخش سوم، الگوریتم  BPNNو 

 

5 Wavelet Packet Decomposition 
6 Particle Swarm Optimization 
7 Multiple Objective Binary Particle Swarm Optimization 
8 Back Propagation Neural Network 
9Adaptive Neuro-Fuzzy Inference System  
10 Support Vector Machine 
11 Random Forest 
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سازی حاصل از آن و در بخش پیشنهادی و نتایج شبیه 
 گیری آورده شده است.چهارم، بحث و نتیجه

 روش کار -2

، اکتساب سیگنالل انجام کار شامل؛ طور کلی مراحبه
 بندیطبقهو انتخاب ویژگی  استخراج ویژگی،، فهحذف نو

ترتیب در ادامه شرح داده شده ( که به(1) است )شکل
 .است

 QRS کمپلکس، EEMDتکنیک  کمکدر ابتدا به
کمک و به DWTسپس توسط  ؛شودمی فهعاری از نو

خصوص در به، فهسازی نرم، به کاهش بیشتر نوآستانه
 شود. های دیگر سیگنال پرداخته میقسمت

  
اکتساب داده

پیش پردازش
  EEMD-DWT

استخراج ویژگی
  WPT

انتخاب ویژگی
MOBPSO

طبقه بندی

PSO-SVM BPNN

N

L

A

R

P

V

 
 بندی(: الگوریتم پیشنهادی جهت دسته1-)شکل

 های قلبیآریتمی 
(Figure-1): The proposed algorithm for the classification of 

cardiac arrhythmia 
 
 

 

استخراج ویژگی ، نوبت به مرحله فهپس از حذف نو
به کار گرفته  WPDاستخراج ویژگی،  ةرسد. در مرحلمی

آماری، برای هر  ةشده است. به این صورت که سه مشخص
شود. جهت کاهش ابعاد ماتریس سیگنال محاسبه می

ها و در راستای افزایش سرعت پردازش در مرحله ویژگی
های برتر استفاده برای انتخاب ویژگی MOBPSOبعد از 
 ردة ششبندی اطلاعات در است. مرحله آخر، طبقه شده

و  BPNNبندی، الگوریتم که جهت طبقه استمتفاوت 
PSO-SVM .به کار رفته است 

 

 دادهاکتساب  -1-2
 MIT-BIH [27]در این مقاله از پایگاه داده آریتمی 

عدد فایل داده، شامل  هفدهاستفاده شده است. تعداد 

های مربوط به افراد نرمال و افراد دارای بیماری سیگنال

فایل مربوط به  سهقلبی مورد بررسی قرار گرفته است که 

فایل به افراد دارای آریتمی قلبی  چهاردهافراد سالم و 

هرتز است.  360برداریفرکانس نمونهاختصاص دارد و 

ضربان ، (Nبه شش نوع ضربان نرمال ) ECGهای سیگنال

 ةدست ةضربان انسداد شاخ، (Lچپ ) ةدست ةانسداد شاخ

ضربان دهلیزی پیش از موقع ، (Pگام )ضربان ، (Rراست )

(A) ( و انقباضات بطنی پیش از موقعVط )بندی بقه

های اکتسابی ( مشخصات سیگنال1. در جدول )اندشده

ای که نقطههزارهای آورده شده است. هر سیگنال به قطعه

مورد نظر است، تفکیک و با کنار های تنها شامل کمپلکس

 ةها، سیگنال نهایی آمادهم گذاشتن این قطعه

طبقات  ی، مابقVنوع  یتمیجز آرهبشود. می پردازشپیش

 ینگرفتن انظر. با درهستند یگنالس سههر کدام شامل 

قطعه و با توجه به  شصت ردهنکته، تعداد قطعات هر 

 ،مختلف در نظر گرفته شده ردةنوع  ششکه آن

هر بنابراین  ؛دست آمده استقطعه به 360مجموع، در

 داده 15و  ایقطعه 30 ،223و  106 هایداده کدام از

 . شوندیانتخاب م ایقطعه 20هر کدام  یماندهباق
  

 فهحذف نو -2-2
ترین های قلبی، یکی از مهماز سیگنال فهحذف نو

مهندسی پزشکی است. در این  ةهای حوزموضوعات مقاله

از  فهحذف نو ،DWTو  EEMD مقاله با ترکیب دو روش

صورت گرفته است. در ادامه توضیحاتی از  ECGسیگنال 

 EEMD-DWTو روش  EMD ،EEMD ،DWTروش 

 آورده شده است.

 
 های اکتسابیسیگنال(: مشخصات 1-جدول)

(Table-1): Specifications of acquired signals 

 ردیف نوع سیگنال شماره داده قطعات تعداد ردیف نوع سیگنال شماره داده قطعات تعداد

20 102  
P 

10 20 100  
N 

1 

20 107 11 20 105 2 

20 217 12 20 215 3 

20 207  
A 

13 20 109  
L 

4 

20 209 14 20 111 5 

20 232 15 20 214 6 

30 106 V 16 20 118  
R 

7 

30 223 17 20 124 8 

 9 212 20 مجموع کلاس 6 داده 17 قطعه 360
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 تجزیه مد تجربی -1-2-2

، 1996در سال  بارنخستین (EMD) تجزیه مد تجربی

ای تماماً بی با توابع پایهمعرفی شد. تجزیه مد تجر

ذات و سازگار است. محاسبات از داده، هم شدهمنتج

EMDسیگنال، احتیاجی  ةشد، به مقادیر از قبل شناخته

به این صورت است  شدهیادکلیدی تکنیک  ةندارد. وظیف

طور تجربی، مدهای نوسانی در سیگنال را بر که ابتدا به

کند و های زمانی مشخصات آنها تعیین میاساس مقیاس

پردازد. ذاتی میسیگنال به توابع مد  ةسپس به تجزی

EMD  غیرایستا و غیرخطی مثل  هایسیگنالبرایECG ،

 (1IMFی )توابع مد ذاتتواند کاربرد دارد. یک تابع می

 [:2باشد، اگر دو شرط زیر را برآورده کند ]

در تمام دادگان، تعداد نقاط اکسترمم محلی و  -1

بیشینه صفرهای سیگنال، باهم برابر باشند یا 

 تعداد، یک باشد.اختلافشان در 

 وسیلةبهشده تعریف 2در هر نقطه، مقدار متوسط پوش -2

 بیشینه و کمینه محلی، صفر باشد.

سیگنال مورد  ةدر ادامه روش اصولی جهت تجزی

مشهور  3گرینظر به توابع مد ذاتی که به فرآیند غربال

 شود:ترتیب زیر شرح داده میاست، به

 ةوسیلمشخص و بههای محلی داده بیشینه ةهم -الف

شوند که پوش بالایی خطوطی به همدیگر وصل می

 گیرد.سیگنال شکل می

 ةوسیلهای محلی داده تعیین و به طور کمینههمین -ب

ینی سیگنال یخطوط به همدیگر متصل و پوش پا

 شود.ایجاد می

( پوش بالایی 𝑚1گری، ابتدا متوسط )در فرآیند غربال -ج

تعیین و سپس این میانگین، از ینی سیگنال، یو پا

شود. حاصل تفریق، ( کم می𝑥[𝑛]سیگنال اصلی )

 ( نام دارد.ℎ1[𝑛]اول ) ةمؤلف

(1)                                       ℎ1[𝑛] = 𝑥[𝑛] − 𝑚1 
 

عنوان بودن را داشته باشد، به IMFشرایط  ℎ1[𝑛]اگر 

 .شودتابع مد ذاتی انتخاب می نخستین

بودن را نداشت،  IMFشرایط  ℎ1[𝑛]که صورتیدر –د 

عنوان داده در نظر گرفته شده و بر گاه این مؤلفه بهآن

واقع شود. درگری دوم انجام میروی آن فرآیند غربال

 ℎ1[𝑛]تحت این شرایط، مراحل )الف( تا )ج( بر روی 

 .شوداستخراج می ℎ2[𝑛]دوم یعنی  ةانجام و مؤلف

 

1 Intrinsic Mode Functions 
2 Envelope 
3 Sifting 

 

(2)                                      ℎ2[𝑛] = ℎ1[𝑛] − 𝑚2 

𝑚2  مقدار متوسط حاصل ازℎ1[𝑛]  است. اگرℎ2[𝑛] 

توان از شرط بودن را برآورده نکرد، می IMFشرایط 

د. انحراف استاندارد از کر( استفاده 4SDانحراف استاندارد )

طبق  ℎ𝑖[𝑛]و  ℎ𝑖−1[𝑛]گری متوالی یعنی نتایج غربال

 :آیددست می( به3) ةمعادل

(3)                               SD = ∑
|ℎ𝑖−1[𝑛]−ℎ𝑖[𝑛]|

2

ℎ𝑖−1
2 [𝑛]

𝑁
𝑛=0 

 

هنگامی که مقدار انحراف استاندارد، به کمتر از 

گری متوقف شده رسید، فرآیند غربالمقدار از پیش تعیین

شود. انتخاب می IMFعنوان اولین به ℎ𝑖[𝑛]و 

 نشان 𝐶1[𝑛]را با عبارت  IMF طورمعمول نخستینبه

iو  i(، 3. در معادله )دهندمی − اندیس دو  ةدهند، نشان1

 گری متوالی است.فرآیند غربال

قبل، از  ةحاصل از مرحل IMF نخستین در این مرحله، -ن

( همانند 𝑟1[𝑛]مانده )سیگنال اصلی کم شده و با باقی

 :شودیک سیگنال جدید، رفتار می
 

(4)                                     𝑟1[𝑛] = 𝑥[𝑛] − 𝑐1[𝑛] 
 

جهت  𝑟1[𝑛]گری بر روی سیگنال بنابراین فرآیند غربال

یابد. در حالت ادامه می 𝑟2[𝑛]رسیدن به باقیمانده جدید 

 :( را برای آن نوشت5) ةتوان رابطکلی می
 

(5)                                  𝑟𝑗[𝑛] = 𝑥𝑗−1[𝑛] − 𝑐𝑗[𝑛] 
 

یک تابع ثابت یا یکنواخت شده باشد، فرآیند  𝑟𝑗[𝑛]اگر 

سیگنال به توابع مد ذاتی به اتمام خواهد رسید. در  ةتجزی

تجزیه  IMFسطح  Lکه به  𝑥[𝑛](، سیگنال 6معادله )

 ، آورده شده است.شده
 

(6)                              𝑥[𝑛] = ∑ 𝑐𝑖[𝑛] + 𝑟𝐿[𝑛]
𝐿−1
𝑖=0 

 

 یگروهی مد تجرب یهتجز -2-2-2

ای به نام اختلاط مد است که در پدیده EMDعیب روش 

آن چند نوسان مختلف در یک مد و یا نوسانات مشابه در 

 یمد تجرب یهتجزافتد. روش مدهای مختلف، اتفاق می

گوسی  فهدن نوکر( این مشکل را با اضافهEEMDی )گروه

سفید  هفواقع این نوکند. درسفید به تعداد بالا، حل می

، طیف وسیعی از منابع ECGشده به سیگنال اضافه

ای از گسترده ةکه در محدود را تصادفی فهمختلف نو

، هستند فههای مختلف سیگنال به نوسبتها و با نفرکانس

را  EEMD روش. الگوریتم کلی [28]دهد نشان می

 

4 Standard Deviation 
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د که ابتدا به سیگنال اصلی کربه این صورت بیان  توانمی 

صورت سفید به فهعدد صحیح مثبت(، نو Mبار ) Mتعداد 

 Mسپس بر روی هر کدام از  ؛شودتصادفی اضافه می

اجرا، مدها استخراج و  EMDسیگنال جدید، روش 

شوند که با اجرای سیگنال محاسبه می Mمیانگین مدهای 

در . [4]افتد اختلاط مد دیگر اتفاق نمی ةلأ، مسروشاین 

 یگنالس نمونه یک یبرا EEMD ی( توابع مد ذات2شکل )

ECG .نشان داده شده است 

 

 تبدیل موجک گسسته -3-2-2

(، سیگنال مورد DWTدر روش تبدیل موجک گسسته )

صورت ترکیب خطی از مجموع حاصل نظر، آنالیز و به

شود. تبدیل ضرب ضرائب موجک و موجک مادر، بیان می

جزئی موجک گسسته، سیگنال را به اطلاعات تقریبی و 

کند تا بدین وسیله بتواند آن را در باندهای تجزیه می

پذیری متفاوت آنالیز کند فرکانسی مختلف و با تفکیک

[2.] 

 

 EEMD-DWTبا روش  فهحذف نو -4-2-2

، پس از EEMDکمک به فههای سنتی حذف نودر روش

سازی آستانه وسیلةبه، IMFسیگنال، بر روی هر  ةتجزی

. از آنجا که فرکانس [28]شود می فهاقدام به حذف نو

نزدیک های فرکانس بالا به هم فهو نو QRSکمپلکس 

خوبی از توان آنها را بهسازی نمی، با روش آستانههستند

د. در این مقاله، حذف کر فههم تمیز و اقدام به حذف نو

 یاتدر ادامه جزئنشده است.  به شکل سنتی انجام فهنو

( 𝑠[𝑛]از سیگنال الکتروکاردیوگرام ) فهمراحل کاهش نو

 آورده شده است:، EEMD یکتکن وسیلةبه

ی افهدر سیگنال الکتروکاردیوگرام نو Rمکان پیک  -1

 شود.مشخص می

 آیند.دست میتوابع مد ذاتی به، EEMDتوسط روش  -2

( و حاصل 𝑑[𝑛]سوم ) IMFاول تا  IMFحاصل جمع  -3

دست ( به𝑟[𝑛]دوازدهم ) IMFچهارم تا  IMFجمع 

 آید.می

 [2]توکی  ةپنجراز  𝑟[𝑛]و  𝑑[𝑛]های زمانی سری -4

 𝑟2[𝑛]و  𝑑2[𝑛]های زمانی ترتیب سریعبور داده و به

حاصل  QRSطول پنجره، کمپلکس شوند. ایجاد می

مرکز پنجره و  دهدرا پوشش می نخست IMFاز سه 

 در نظر گرفته شده است. Rمنطبق با مکان پیک 

با یکدیگر  𝑟2[𝑛]و  𝑑2[𝑛] و 𝑟[𝑛]سه سری زمانی  -5

 شود.ساخته می 𝑠2[𝑛]شده جمع و سیگنال بازسازی

 
 EEMD توسط الگوریتم  ECG(: تجزیه سیگنال 2-)شکل

(Figure-2): ECG signal decomposition by EEMD algorithm 
 
 

سیگنال الکتروکاردیوگرام به  فهپس از کاهش نو

کردن کیفیت سیگنال، از ، جهت هرچه بهترEEMDروش 

DWT شودنیز استفاده می .𝑠2[𝑛] ،عنوان سیگنال به

انتخاب شده و بر روی آن عملیات تجزیه،  DWTورودی 

سازی و سپس بازسازی های آستانهبه روش فهحذف نو

ضرائب سازی بر روی گیرد. آستانهسیگنال صورت می

های بالای سیگنال جزئی تبدیل موجک که شامل فرکانس

گیرد. از طرفی چون الکتروکاردیوگرام است، انجام می

ECG  ة، استفاده از حد آستاناستیک سیگنال غیرایستا 

مؤثر، روش  فهبنابراین برای حذف نو شود؛ثابت توصیه نمی
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ب جزئی در هر سطح، به کار یشده با ضراوفق ةحد آستان

( 7) ةوفقی، طبق معادل ةبرده شده است. حد آستان

 [:29آید ]میدست به
 

(7)                        δ(𝑙) =
𝑚𝑒𝑑𝑖𝑎𝑛(|𝐶(𝑙)|)

0.6745
√2log⁡(𝑀(𝑙)) 

 

ترتیب حد آستانه، ضریب جزئی به 𝑀(𝑙)و   𝛿(𝑙)،𝐶(𝑙)که 

را نشان  𝑙سیگنال و طول بردار ضریب جزئی در سطح 

سازی های نرم و سخت، آستانهسازیآستانهدهند. بین می

سازی نرم آستانهدلیل عملکرد بهتر، انتخاب شده که نرم به

 ( قابل بیان است:8) ةصورت معادلوفقی، به
 

(8)              𝑋̂𝑑(𝑙) = 𝑇𝐻𝑅(𝑋̃𝑑(𝑙), δ(𝑙)),⁡⁡⁡⁡⁡⁡𝑙 = 1,2 
 

 DWTب جزئی یای از ضرابه معنی آرایه 𝑋̂𝑑که 

شده دریافتدر این مقاله، سیگنال شده است.  سازیآستانه

سطح، تجزیه و  2( تا 𝑠2[𝑛]) EEMDدر خروجی روش 

ب تبدیل موجک پس از حذف یشود. ضرامی فهحذف نو

 :شوند( کنار هم مرتب می9) ة، طبق رابطفهنو
 

(9)                             𝑋̂ = [𝑋̂𝑑(1)⁡⁡⁡𝑋̂𝑑(2)⁡⁡⁡⁡𝑋̂𝑎(2)] 
 

𝑋̂𝑑(1) و 𝑋̂𝑑(2)  و دوم و  نخستضرائب جزئی سطح

،𝑋̂𝑎(2)  .ضریب تقریبی سطح دوم تبدیل موجک است

سرانجام توسط تبدیل موجک معکوس، تخمینی از 

شود کید میأدست خواهد آمد. تاصلی به ECGسیگنال 

سازی نرم وفقی، تنها بر روی ضرائب جزئی که آستانه

های فهدلیل آن است که نوشود. این انتخاب بهاعمال می

ب جزئی تبدیل موجک خودنمایی یفرکانس بالا در ضرا

های مادر، سیملت نسبت به سایر موجک ةکنند. خانوادمی

دهد. همچنین این تری را نشان میجزئیات بیشتر و دقیق

. در [2]دارد  QRSخانواده، شباهت زیادی به کمپلکس 

عنوان موجک مادر در نظر به هفتاین مقاله، سیملت 

 ECG( یک نمونه سیگنال 3است. در شکل ) گرفته شده

در مقایسه  EEMD-DWTروش  وسیلةبهشده فهحذف نو

 نشان داده شده است.  EMD-DWTبا روش 

 

 استخراج ویژگی -3-2
های مختلفی جهت استخراج ویژگی از یک سیگنال روش

ب یهای آماری مربوط به ضراوجود دارد. در این جا، ویژگی

WPD ،انحراف معیار و تکین مورد  یعنی مقدار بیشینه

 یسماتر یلتشکو  WPDدر ادامه  واستفاده قرار گرفته 

 یژگی توضیح داده شده است.و

 

 موجک ةبست ةیتجز -1-3-2

(، ابزار مفیدی جهت تحلیل و WPDموجک ) ةبست ةتجزی

سیگنال الکتروکاردیوگرام است. استخراج اطلاعات از 

تعمیمی از تبدیل موجک است. در این روش واقع در

ها، سطح تجزیه در تبدیل موجک با استفاده از فیلتر بانک

افتد و باند فرکانس بالا به ین اتفاق مییهای پافرکانس

 یکتنها نه WPDاما در  ،شوندتر تجزیه نمیینیسطوح پا

ها( ین )تقریبیهای پافرکانسدر  یقیدق پذیرییکتفک

های بالا )جزئیات( نیز فرکانسوجود دارد، بلکه در 

شود. قدرت خوبی مشاهده می پذیریتفکیک

ین یهای بالا و پادر فرکانس ECGسیگنال  پذیریتفکیک

بندی بهتر سیگنال خواهد شد ، باعث طبقهWPD وسیلةبه

[30.] 

 
 EMD-DWT الگوریتم )ب(  EEMD-DWT با استفاده از )الف( الگوریتم  فهکاهش نو(: 3-)شکل

 (Figure-3): Noise reduction using the (a) EEMD-DWT algorithm (b) EMD-DWT algorithm  
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 تشکیل ماتریس ویژگی -2-3-2 
آماری صورت  WPDاستخراج ویژگی به روش  ةمرحل

 پذیریتفکیکبودن قدرت علت بالاتدا بهگرفته است. در اب
 چهارشده تا فهحذف نو ECG، سیگنال WPDفرکانسی 

ب سطح چهارم هر قطعه یسپس ضرا شود؛سطح تجزیه می

عدد است، جهت استخراج  شانزدهاز سیگنال که به تعداد 
های شود. برای هر سیگنال، ویژگیویژگی انتخاب می

ین از ر تکو مقدا یارانحراف مع بیشینه،مقدار آماری شامل 
. با توجه به سه ویژگی شودمحاسبه می WPDب یضرا

، تبدیل موجک چهارضریب سطح  شانزدهو  بالاآماری 
های هر قطعه، ای سیگنال، ویژگینقطه هزار ةبرای هر قطع

د خواهد بود. از سویی دیگر، ( بع16×3) 48شامل 
 360بندی دیده شد، تعداد که در قسمت قطعه گونههمان

 48دست آمد و چون هر قطعه، ها، بهکل سیگنالقطعه از 

 360×48ویژگی دارد، پس در مجموع، یک ماتریس 
 360و  هاویژگیگر تعداد بیان 48شود که عدد حاصل می

ای نقطه هزارهای تعداد مشاهدات یا نمونه ةدهندنشان
در نظر گرفته شش است. در این مقاله موجک مادر دابشیز 

 شده است.
شود های آماری، دیده میویژگی ةسبپس از محا

هر کدام از آنها، متفاوت و پراکندگی زیادی  ةکه انداز

دن کرنسبت به هم دارند. به همین منظور، برای متمرکز

(، بین صفر و 10) ةشده، مطابق رابطهای استخراجویژگی

 :اندیک، نرمالیزه شده

(10        )                  𝑁𝐹𝐸(𝑖) =
(𝐹𝐸(𝑖)−min⁡(𝐹𝐸))

(max ⁡(𝐹𝐸)−min⁡(𝐹𝐸))
 

 

𝐹𝐸  ،ویژگی استخراج شدهmin⁡(𝐹𝐸) ترین و کوچک

max ⁡(𝐹𝐸) شده، ترین مقدار ویژگی استخراجبزرگ𝑁𝐹𝐸 
ویژگی مورد نظر  ةگر شماربیان 𝑖شده و ویژگی نرمالیزه

 است.

 

 انتخاب ویژگی -4-2
شمار ها بهانتخاب ویژگی، یکی از مراحل استخراج ویژگی

های مختلفی وسیلة الگوریتمبه طورمعمولبهرود. می

ها را های مؤثر را انتخاب و مابقی ویژگیویژگی توانمی

ای گونهبایست بهشده، میهای انتخابد. ویژگیکرحذف 

بندی خوبی را به همراه داشته فیلتر شوند که نتایج طبقه

سرعت  ها، بالارفتنباشند. از جمله مزایای کاهش ویژگی

ها است. در ادامه، الگوریتم بندی سیگنالپردازش در طبقه

شرح داده  هدفهچند دودویی ازدحام ذرات سازیینهبه

 شده است.

 

 دودوییازدحام ذرات  سازیینهبه -1-4-2

 هدفهچند

سادگی و سبب ( بهPSO) ذرات ازدحامسازی بهینه

ابتکاری های الگوریتم پرکاربردترین یکی از کممحاسبات 

پرندگان  دسته رفتار اجتماعیاز گرفته الهام PSO. است

کند ( استفاده مینامزدذره )جواب  تعدادیاز  PSOاست. 

کنند تا بهترین جواب را که در فضای جستجو پرواز می

𝑡 ،𝑥𝑖 در تکرار 𝑖 هذر ةامین درای 𝑘موقعیت  .بیابند
𝑘(𝑡) ،

𝑡 ،𝑣𝑖 در تکرار 𝑖 هذر ةامین درای ⁡𝑘سرعت
𝑘(𝑡) ،𝑘 ُمین ا

𝑖 ،𝑝𝑏𝑒𝑠𝑡𝑖 هذربهترین جواب شخصی  ةدرای
𝑘  و𝑘 ُمین ا

، برای تعیین موقعیت 𝑔𝑏𝑒𝑠𝑡𝑘بهترین جواب مطلق،  ةدرای

𝑘 ُهذر ةمین درایا 𝑖  در تکرار بعدی به شکل رابطه زیر

 است:

(11     )        ⁡𝑣𝑖
𝑘(𝑡 + 1) = 𝑤𝑣𝑖

𝑘(𝑡) + 𝑐1 × 𝑟𝑎𝑛𝑑 × 

(𝑝𝑏𝑒𝑠𝑡𝑖
𝑘 − 𝑥𝑖

𝑘(𝑡)) + 𝑐2 × 𝑟𝑎𝑛𝑑

× (𝑔𝑏𝑒𝑠𝑡𝑘 − 𝑥𝑖
𝑘(𝑡)) 

 

(12      )              𝑥𝑖
𝑘(𝑡 + 1) = 𝑥𝑖

𝑘(𝑡) + 𝑣𝑖
𝑘(𝑡 + 1) 

 

 ⁡𝑟𝑎𝑛𝑑2و  ⁡𝑟𝑎𝑛𝑑1یب شتاب،اضر 𝑐2و  𝑐1 وزن، تابع 𝑤 که

(، 11) رابطههستند. در  1و  0تصادفی بین اعداد 

𝑤𝑣𝑖
𝑘(𝑡) ،𝑐1 × 𝑟𝑎𝑛𝑑 × (𝑝𝑏𝑒𝑠𝑡𝑖

𝑘 − 𝑥𝑖
𝑘(𝑡))  و𝑐2 ×

𝑟𝑎𝑛𝑑 × (𝑔𝑏𝑒𝑠𝑡𝑘 − 𝑥𝑖
𝑘(𝑡)) دهنده نشانترتیب به

خصی و همکاری ذرات شتفکر ، PSOقابلیت اکتشاف 

 .است

 (1: به شرح زیر است PSO مراحل کلی الگوریتم

( 2. شوندمی اولیه تمام ذرات با مقادیر تصادفی مقداردهی

. شودمیتکرار  خاتمهشرط  شدنبرآوردهتا  4و  3 حلامر

 تعریف (11) رابطه وسیلةبه( برای همه ذرات، سرعت 3

روز به( 12) رابطه طبق( بردارهای موقعیت 4. شودمی

 شود.می

 بعدمسایل زیادی مانند انتخاب ویژگی و کاهش 

 دودوییفضای جستجوی  ذاتیطور بهوجود دارد که 

 سایلبرای حل م (BPSO)1 باینری PSOگسسته دارند. 

با  یک ذره، موقعیت BPSOدر  معرفی شده است. دودویی

رسانی موقعیت به روزبه کند ومیاحتمال سرعت آن تغییر 

برای انجام این  .است ''1''و  ''0''معنای تعویض مقادیر 

𝑇، تبدیل، تابعکار (𝑣𝑖
𝑘(𝑡 + مقادیر  نگاشتبرای ، ((1

 S. خانواده توابع تبدیل لازم است سرعت به مقادیر احتمال

این منظور رای ( ب2مطابق جدول ) ،شکل V شکل و

 اند.تعریف شده

 

1 Binary Particle Swarm Optimization 
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 (1: به شرح زیر است BPSO مراحل کلی الگوریتم

( 2. شوندمی اولیه تمام ذرات با مقادیر تصادفی مقداردهی

. شودمیتکرار  خاتمهشرط  شدنبرآوردهتا  5تا  3 حلامر

تعریف  (11) رابطه وسیلةبه( برای همه ذرات، سرعت 3

بردارهای موقعیت های درایه( احتمال تغییر 4. شودمی

شکل، محاسبه  Vشکل یا  Sیکی از توابع تبدیل  وسیلةبه

( 13) رابطه طبقبردارهای موقعیت  های( درایه5. شودمی

( برای توابع 14) رابطه شکل و طبق Sبرای توابع تبدیل 

 :شودمیروز بهشکل  Vتبدیل 
 

(13 )     𝑥𝑖
𝑘(𝑡 + 1) = {

1⁡⁡⁡⁡⁡⁡𝑟𝑎𝑛𝑑 < 𝑇 (𝑣𝑖
𝑘(𝑡 + 1))

0⁡⁡⁡⁡⁡⁡𝑟𝑎𝑛𝑑 ≥ 𝑇 (𝑣𝑖
𝑘(𝑡 + 1))

 

 

(14)         𝑥𝑖
𝑘(𝑡 + 1) = {

(𝑥𝑖
𝑘(𝑡))

−1

⁡⁡⁡ , 𝑟𝑎𝑛𝑑 < 𝑇 (𝑣𝑖
𝑘(𝑡 + 1))

𝑥𝑖
𝑘(𝑡 + 1)⁡⁡⁡⁡⁡, 𝑟𝑎𝑛𝑑 ≥ 𝑇 (𝑣𝑖

𝑘(𝑡 + 1))
 

𝑥𝑖) که
𝑘(𝑡))

−1

𝑥𝑖 مکمل 
𝑘(𝑡) [ 31است.] 

 

 [31]شکل  Vشکل و  S(: توابع تبدیل 2-)جدول 
(Table-2): -S-shaped and V-shaped transfer functions 

 شکل S خانواده توابع تبدیل شکل Vخانواده توابع تبدیل 

𝑇(𝑥) = |𝑒𝑟𝑓 (
√𝜋

2
𝑥)|

= |
√2

𝜋
∫ 𝑒−𝑡

2
𝑑𝑡

√𝜋
2 𝑥

0

| 
𝑉1 𝑇(𝑥) =

1

1 + 𝑒−2𝑥
 𝑆1 

𝑇(𝑥) = |𝑡𝑎𝑛ℎ(𝑥)| 𝑉2 𝑇(𝑥) =
1

1 + 𝑒−𝑥
 𝑆2 

𝑇(𝑥) = |
𝑥

√1 + 𝑥2
| 𝑉3 𝑇(𝑥) =

1

1 + 𝑒
(−

𝑥
2
)
 𝑆3 

𝑇(𝑥) = |
2

𝜋
𝑎𝑟𝑐𝑡𝑎𝑛 (

𝜋

2
𝑥)| 𝑉4 𝑇(𝑥) =

1

1 + 𝑒
(−

𝑥
3
)
 𝑆4 

 

هدفه چند BPSOدر این مقاله برای انتخاب ویژگی 

(MOBPSO به کار گرفته شده و بدین منظور ) تابع هدفی

 شده است: تعریف( 15) ةصورت رابطبه
 

(15                                     )𝐹(𝑥) = 𝛼𝑁 + 𝛽𝐸𝑟𝑟 
 

، اعداد ثابتی هستند که با سعی 𝛽و  𝛼اسکالرهای 

، بردار 𝑥اند. بردار متغیر تصمیم، و خطا تعیین شده

ام آن بدین  𝑖شدن درایه است که صفر دودوییتایی 48

شدن آن بدین ام انتخاب نشده و یک⁡𝑖معناست که ویژگی 

تعداد  ،𝑁ام انتخاب شده است.  𝑖معناست که ویژگی 

های غیر صفر بردار درایه شده )تعدادهای انتخابویژگی

⁡𝑥 و )𝐸𝑟𝑟، سازی بندی است. در این بهینهطبقه خطای

بندی، انتخاب کمترین سازی خطای طبقهکمینهبر علاوه

تعداد ویژگی نیز در نظر گرفته شده است. بدیهی است با 

 یابد.ها، حجم محاسبات کاهش میکاهش تعداد ویژگی

 

 بندیطبقه -5-2
های بندی ویژگیزی، طبقهساشبیه ةآخرین مرحل

بندی، دو در مراحل قبلی است. جهت طبقه شدهاستخراج

به کار برده شده است.  PSO-SVMو  BPNNالگوریتم 

 ةآنچه که بیشتر در این مرحله حائز اهمیت است، مقایس

نتایج پارامترهای بر اساس  فههای حذف نوروش

عملکرد  ة. جهت ارزیابی و مقایساستآمده دستبه

شاخص آماری،  چهار، فهمختلف حذف نو هایروش

، (1Sensحساسیت )شامل  هاشاخصاستفاده شده است. 

(، دقت 3PPV) مثبت بینیپیشارزش  ،(2Specقطعیت )

(4Acc و معیار )F (5FM )در زیر روابط محاسباتی هستند .

 :آنها آورده شده است
 

(16     )                         𝑆𝑒𝑛𝑠 = ⁡
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100% 

 

(17      )                          𝑃𝑃𝑉 = ⁡
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100% 

 

(18     )                          𝑆𝑝𝑒𝑐 = ⁡
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100% 

 

(19   )                    𝐴𝑐𝑐 = ⁡
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100% 

 

(20         )                                𝐹𝑀 = 2
𝑃𝑃𝑉×𝑆𝑒𝑛𝑐

𝑃𝑃𝑉+𝑆𝑒𝑛𝑐
 

 

ترتیب به 𝐹𝑁و  𝑇𝑃  ،𝑇𝑁  ،𝐹𝑃(، 20( تا )16در روابط )

 9و غلط منفی 8، غلط مثبت7، صحیح منفی6صحیح مثبت

 .[32] هستند

 

 ماشین بردار پشتیبان  -1-5-2

گسترده در روشی قوی و  (SVMماشین بردار پشتیبان )

. در اصل استشده بندی نظارتحل مسائل طبقه ةزمین

را  آموزشی و مرز تصمیم ةبین داد ة، حاشیSVMبند طبقه

 ةلأعنوان یک مستواند بهکنند که میبیشینه می

بندی دوم در یک فضای ویژگی، فرمول ةسازی درجبهینه

هایی که به مرز تصمیم نزدیکترین نمونه ةشود. زیرمجموع

نوان بردارهای پشتیبان شناخته عفاصله را دارند، به
 

1 Sensitivity 
2 Specificity 
3 Positive Predictive Value 
4 Accuracy 
5 F-Measure 
6 True Positive 
7 True Negative 
8 False Positive 
9 False Negative 
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توان از طریق دو را می SVM. عملکرد [33] شوندمی 

که مصالحه میان  𝐶پارامتر کنترل کرد: پارامتر پنالتی 

 را های آموزشیگیری و تعداد نمونهپیچیدگی تابع تصمیم

 σکند و پارامتر کنترل می ،اندبندی شدهکه اشتباه طبقه

. [34]که مربوط به پارامتر به کار رفته در توابع کرنل است 

در  ییسزاهب یرثأمناسب هم ت کرنل انتخاب تابع ینهمچن

الگوریتم  وسیلةبهدر این مقاله  بهبود عملکرد آن دارد.

 σو  𝐶(، مقدار دو پارامتر PSOازدحام ذرات ) سازیبهینه

انتخاب شده است. همچنین از تابع کرنل پایه شعاعی 

 تابع کرنل انتخاب شده است. عنوانبه

 

  انتشارشبکه عصبی پس -2-5-2

 پذیرشرکت(، یک حافظة BPNNانتشار )شبکه عصبی پس

خوبی انجام بینی پس از آموزش را بهقوی دارد و پیش

بندی مورد استفاده جا جهت طبقهبنابراین در این ؛دهدمی

، الگوریتم BPNNجهت یادگیری قرار گرفته است. 

انتخاب شده است. ساختار در نظر  1گشتاور انتشارپس

صورت یک لایه ورودی، برای این الگوریتم، به شدهگرفته

دو لایه مخفی و یک لایه خروجی و توابع لاجستیک در 

 پس از انجام BPNNمخفی استفاده شده است. مدل  ةلای

که به بیشترین تکرار مورد نظر یک سری مراحل، زمانی

 ةکه مجموعواقع، هنگامییابد. دررسید، خاتمه می

ماتریس هدف وارد شبکه عصبی  همراهبه هاویژگی

انتشار شدند و سپس الگوریتم بر روی آنها یک سری پس

صورت ها بهمحاسبات و پردازش انجام داد، خروجی

 .[20]گیرند ه، قرار مینوع طبق ششخودکار، در 

 
 هایافته -3

قلبی  آریتمینوع  ششبندی هدف این مقاله، طبقه
-MIT ةشده از پایگاه دادگرفتهسیگنال  هفده اساسبر

BIH [27] نوع آریتمی ششها مربوط به است. این داده 
N ،L ،R ،P ،A  وV  .ها برای درصد داده هفتادهستند

در نظر گرفته  آزمونمانده برای درصد باقی سیآموزش و 
صورت تصادفی به آزمونهای آموزش و شده است. داده

بندی بسیار وابسته به این و کیفیت طبقه شودمیانتخاب 
ها به بندی دادهانتخاب است. برای رفع این مشکل، تقسیم

بار تکرار شده است تا  k، آزموندو دسته آموزش و 
وابستگی به انتخاب تصادفی از بین برود. در مقاله حاضر، 

 گزارش شده است.  پنجبرابر   k میانگین نتایج برای

 

1 Momentum 

عنوان ها بهبرای افزایش شانس انتخاب تمامی داده
ها به دو بندی داده، تقسیمآزمونداده آموزش و داده 

مقدار بار تکرار و در انتها نیز  kدسته آموزش و تست، 
 پنجبرابر  kجا میانگین نتایج گزارش شده است. در این

 انتخاب شده است. 

موجود در  فهنوپردازش، در ابتدا برای پیش
حذف  EEMD-DWTروش ترکیبی  وسیلةبهها سیگنال

موجک  ةبست ةمنظور استخراج ویژگی، تجزیسپس به ،شده
(WPD .به کار رفته است ،) با توجه به حجم بالای

ها از روش اطلاعات، برای انتخاب بهترین ویژگی
MOBPSO ه است. در انتها توسط دو روش شد، استفاده

SVM  مبتنی برPSO  وBPNN شده از های انتخابویژگی
 بندی شده است.های حاوی آریتمی قلبی، دستهسیگنال

های دقت، حساسیت، ( مقدار شاخص4در شکل )
 ششازای به  Fو معیار  مثبت بینیپیشش ارز ،قطعیت

نشان داده شده  BPNNبند نوع آریتمی مختلف برای طبقه
 بینیپیشارزش و  قطعیت ،مقدار دقت ینبالاتراست. 
، %81/99با مقدار ترتیب به P ردةمربوط به  مثبت
است. بالاترین مقدار  22/99%، 46/98%، 66/99%

با مقدار ترتیب به N ردهمربوط به  Fحساسیت و معیار 
کمترین مقدار دقت، حساسیت و  است. %73/98و  100%

، %52/98ترتیب با مقدار به V ردةمربوط به  Fمعیار 
 ردة، کمترین مقدار قطعیت مربوط به %52/95و  12/94%
N  بینیپیشو کمترین مقدار ارزش  %29/99با مقدار 

است. میانگین  %36/96با مقدار  A ردةمثبت مربوط به 
و بینی مثبت مقدار دقت، حساسیت، قطعیت، ارزش پیش

 BPNNبند کلاس مختلف برای طبقه ششمیان  Fمعیار 
و  %12/97، %38/99، %08/97، %12/99ترتیب به
های حساسیت، ( مقدار شاخص5در شکل )است.  10/97%

ازای و دقت به  F، معیار مثبت بینیپیشارزش قطعیت، 
 PSO-SVMبند نوع آریتمی مختلف برای طبقه شش

بالاترین مقدار دقت، حساسیت و نشان داده شده است. 
و بالاترین مقدار  %100با مقدار  P ردةمربوط به   Fمعیار 

، N ،Rهای ردهبینی مثبت مربوط به قطعیت و ارزش پیش
P ،V  وA  است. کمترین مقدار دقت  %100با مقدار

 است. %31/99با مقدار  Aو  N ،R ،Vهای ردهمربوط به 
بینی کمترین مقدار حساسیت، قطعیت، ارزش پیش

ترتیب با مقدار به L ردةمربوط به  Fمعیار مثبت و 
است. میانگین  % 30/91و  45/95%، 17/99%، 50/87%

بینی مثبت و مقدار دقت، حساسیت، قطعیت، ارزش پیش
-PSOبند مختلف برای طبقه ردة ششمیان  Fمعیار 
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SVM و  %24/99، %86/99، %14/95، %07/99ترتیب به
 است. 15/97%

نسبت  EEMDدادن برتری الگوریتم منظور نشانبه
 EMD-DWTبا روش  فهبار نیز حذف نو، یکEMDبه 

دادن کارایی بلوک صورت گرفته است. همچنین برای نشان
ها، بدون استفاده از بندی آریتمیانتخاب ویژگی، دسته

MOBPSO مقدار (، 2در جدول ). نیز انجام شده است
 بینیپیشارزش های دقت، حساسیت، قطعیت، شاخص
ترکیب مختلف، آورده شده  است  8برای   Fو معیار  مثبت

 که عبارتند از:
 WPD، استخراج ویژگی با EMD-DWT با فهحذف نو -1

 ؛PSO-SVMبندی با و طبقه

 WPD، استخراج ویژگی با EMD-DWT با فهحذف نو -2
 ؛BPNNبندی با و طبقه

، استخراج ویژگی با EEMD-DWT با فهحذف نو -3
WPD بندی با و طبقهPSO-SVM؛ 

، استخراج ویژگی با EEMD-DWT با فهحذف نو -4
WPD بندی با و طبقهBPNN؛ 

، WPD، استخراج ویژگی با EMD-DWT با فهحذف نو -5
-PSOبندی با و طبقه MOBPSOانتخاب ویژگی با 

SVM؛ 

، WPD، استخراج ویژگی با EMD-DWT با فهحذف نو -6

 ؛BPNNبندی با و طبقه MOBPSOانتخاب ویژگی با 

، استخراج ویژگی با EEMD-DWT با فهحذف نو -7

WPD انتخاب ویژگی با ،MOBPSO بندی با و طبقه

PSO-SVM؛ 

، استخراج ویژگی با EEMD-DWT با فهحذف نو -8

WPD انتخاب ویژگی با ،MOBPSO بندی با و طبقه

BPNN. 

بالاترین مقدار دقت و حساسیت مربوط به حالتی 

، از فهبرای حذف نو EEMD-DWTاست که از 

MOBPSO  برای انتخاب ویژگی و ازBPNN  برای

و  %12/99ترتیب مقدار استفاده شده و به بندیطبقه

دست آمده است. بالاترین مقدار قطعیت، ارزش به 08/97%

مربوط به حالتی است که از  Fمثبت و معیار بینی پیش

EEMD-DWT از فهبرای حذف نو ،MOBPSO  جهت

بند در نظر عنوان طبقهبه PSO-SVMانتخاب ویژگی و 

 %15/97و  %24/99، %86/99ترتیب مقدار گرفته شده و به

 Fمقدار دقت، حساسیت و معیار  ترینکمرا داشته است. 

 فهبرای حذف نو EMD-DWTمربوط به حالتی است که از 

ترتیب بندی به کار رفته و بهجهت طبقه PSO-SVMو 

ترین کماست.  %41/92و  %83/88، %87/97مقدار آنها 

مربوط به حالتی است که از و  %00/99مقدار قطعیت برابر 

EEMD-DWT و از  فهبرای حذف نوBPNN  برای

ترین مقدار قطعیت برابر استفاده شده است. کم بندیطبقه

جهت  EMD-DWTمربوط به حالتی است که و  91/94%

بندی در نظر گرفته شده جهت طبقه BPNNو  فهحذف نو

 است. 

 
 MOBPSOبا تکنیک انتخاب ویژگی  BPNNبند های آماری طبقه(: شاخص4-)شکل

(Figure-4): Statistical indices of BPNN classifier with MOBPSO feature selection technique 
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 MOBPSOبا تکنیک انتخاب ویژگی  PSO-SVMبند های آماری طبقه(: شاخص5-)شکل

(Figure-5): Statistical indices of PSO-SVM classifier with MOBPSO feature selection technique 
 

 MIT-BIH های آریتمیبر روی داده FMو Acc ،Sens ،Spec، PPVهای شاخص(: مقدار 2-)جدول 

(Table-2): Values for Acc, Sens, Spec, PPV and FM indices on MIT-BIH arrhythmia data 

FM-Test PPV-Test Spec-Test Sens-Test Acc-Test پردازشپیش ویژگی انتخاب ویژگی بندطبقه 

41/92 30/96 29/99 83/88 87/97 PSO-SVM - WPD EMD-DWT 

70/93 91/94 02/99 52/92 95/97 BPNN - WPD EMD-DWT 

41/94 06/99 82/99 17/90 21/98 PSO-SVM - WPD EEMD-DWT 

48/92 00/95 00/99 09/90 50/98 BPNN - WPD EEMD-DWT 

58/95 27/97 44/99 94/93 71/98 PSO-SVM MOPBSO WPD EMD-DWT 

71/96 60/97 52/99 83/95 90/98 BPNN MOPBSO WPD EMD-DWT 

15/97 24/99 86/99 14/95 07/99 PSO-SVM MOPBSO WPD EEMD-DWT 

10/97 12/97 38/99 08/97 12/99 BPNN MOPBSO WPD EEMD-DWT 
 

 MIT-BIH های آریتمیبا دیگر تحقیقات بر روی داده مقاله حاضر(: مقایسه مقدار دقت 3-)جدول
(Table-3): Comparison of the accuracy of this article with other studies on MIT-BIH arrhythmia data 

 روش پردازشپیش استخراج ویژگی انتخاب ویژگی بندطبقه تعداد کلاس دقت

12/96-51/95% 3 LS-SVM - [35] - همبستگی متقابل 

50/95% 4 FLVQ - DWT Spline [36] مکعبی 

21/95% 5 SVM - [22] - شناسیریخت 

79/95% 5 BA-RBF - HOS یزمان هاییژگیو و SWT [37] 

08/98% 5 RF IG CFASE [26] فیلتر 

78/97% 6 BPNN GA WPD - [20] 

43/98% 6 ANFIS - [21] فیلتر شناسیریخت 

12/99% 6 BPNN MOBPSO WPD EEMD-DWT مقاله حاضر 

 

بند (، بیشترین دقت حاصل از دو طبقه3در جدول )
 پژوهش پنجشده در یادپیشنهادی مقاله حاضر با دقت 

مورد بررسی در تمامی این  ةدیگر مقایسه شده است. داد
ها ردهتعداد  است. MIT-BIH [27]مقالات، داده 
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 در آن مرجع است که هایییتمیآرانواع  ةدهندنشان
ها طراحی شده است. بند برای تشخیص آنو طبقه بررسی

ها، طراحی بدیهی است که با افزایش انواع آریتمی
 دشوارتر است.  بندطبقه

 متقابل یبر همبستگ یمبتن هاییژگیو [35]در 
 کمینه یبانبردار پشت ینماشبرای استخراج ویژگی و 

انتخاب شده است. بندی ( برای طبقه1SVM-LS) مربعات
آریتمی  ردهسه ، %51/95-%12/96آنها توانستند با دقت 

 بندی کنند.را دسته
، از فهی برای حذف نومکعب Splineاز  [36]در 

DWT  یادگیرنده بردار سازکمیبرای استخراج ویژگی و از 
بندی انتخاب شده ( جهت طبقه2FLVQی )فاز عصبی

آریتمی  رده، چهار %50/95است که آنها توانستند با دقت 
و  شناسیریختهای ویژگی [22]بندی کنند. در را دسته
آریتمی با  ردةبه کار برده شده و پنج  SVMبند  طبقه
 بندی شده است.دسته %21/95دقت 

(، ترکیب 3SWTاز تبدیل موجک ایستا ) [37]در 
تابع  وهای زمانی با ویژگی (4HOS) آمارگان مراتب بالا

( 5RBF-BA) زنبورها یتملگورابر  یمبتنشعاعی  پایه
بندی ، استخراج ویژگی و طبقهفهبرای حذف نو ترتیببه

آریتمی  ردة پنجاند و مقدار دقت برای انتخاب شده
کردن، ترکیب از فیلتر [26]گزارش شده است. در  79/95%

(، بهره 6CFASEتحلیل فرکانس و آنتروپی شانون )
ترتیب برای حذف به ( و جنگل تصادفی7IG (اطلاعاتی

بندی ، استخراج ویژگی، انتخاب ویژگی و طبقهفهنو
 % 08/98آریتمی  ردة پنجاستفاده شده و مقدار دقت برای 

برای استخراج  WPDاز  [20]گزارش شده است. در 
( برای انتخاب ویژگی و 8GAویژگی، الگوریتم ژنتیک )

BPNN آریتمی در نظر گرفته  ردة ششبندی برای طبقه
 دست آمده است.به %78/97ده که مقدار دقت ش

شناسی برای استخراج های ریختاز ویژگی [21]در 
آریتمی در  ردة ششبندی برای طبقه ANFISویژگی و 

دست آمده به %43/98نظر گرفته شده که مقدار دقت 
 است.

حالت مختلف مقاله  هشتمقدار دقت برای هر 
 پنج وسیلةبهشده (، از مقدار دقت گزارش2حاضر )جدول 

( بیشتر بوده است. بالاترین مقدار 3دیگر )جدول  پژوهش
، EEMD-DWT ،WPDدقت مربوط به زمانی است که 

 

1 Least Square Support Vector Machine 
2 Fuzzy Neuro Learning Vector Quantization 
3 Stationary Wavelet Transform 
4 Higher Order Statistics 
5 Bees Algorithm-Radial Basis Function 
6 Combined Frequency Analysis and Shannon entropy  
7 Information Gain 
8  Genetic Algorithm 

MOBPSO  وBPNN استخراج فهترتیب برای حذف نوبه ،
بندی به کار رفته و مقدار ویژگی، انتخاب ویژگی و طبقه

 است. %12/99دقت 

 

 گیریبحث و نتیجه -4

های قلبی است بندی آریتمیحاضر، طبقه هدف از مقاله

شده از گرفته ECG یگنالعدد س هفدهکه بدین منظور از 

استفاده شده است. با توجه به  ،MIT-BIHداده  یگاهپا

-DWT (EEMDو  EEMDها، ترکیب بودن دادهایفهنو

DWTکار گرفته این سیگنال غیرایستا به فه( برای حذف نو

بار ، یکEEMDدادن برتری روش شده است. جهت نشان

بررسی شده است. در ادامه،  EMD-DWTنیز ترکیب 

موجک  ةبست ةیب تجزیمربوط به ضرا یآمار هاییژگیو

ین از و مقدار تک یارانحراف مع بیشینه،مقدار یعنی 

بالارفتن سرعت سیگنال استخراج شده است. جهت 

ها انتخاب و ، بهترین ویژگیMOBPSO وسیلةبه پردازش

 ردة ششهای داده PSO-SVMو  BPNNبند ردهبا 

بار نیز است یک گفتنیبندی شده است. مختلف دسته

ها انجام شده است تا کارایی برای تمام ویژگی بندیطبقه

MOBPSO  .ارزیابی شود 

نتایج نشان داده است که بالاترین مقدار دقت 

که در حالتی است. مقدار دقت Pنوع  ردهمربوط به آریتمی 

انجام شود، نسبت به  EEMD-DWTبا روش  فهحذف نو

بالاترین مقدار را داشته است.  EMD-DWTحالت 

ها با روش که بهترین ویژگیهمچنین مقدار دقت در حالتی

MOBPSO که تمام شوند، نسبت به زمانیانتخاب می

شوند، بالاترین مقدار را داشته بند میها وارد طبقهویژگی

نیز مقدار دقت بیشتری را در  BPNNبند رده است.

نشان داده است. مقایسه  PSO-SVMبند ردهمقایسه با 

 هایپژوهشبا دیگر  پژوهشآمده از این دستنتایج به

های مربوط به قسمت دهد که هر یک از روشنشان می

تواند می بندیرده، انتخاب ویژگی و یا پردازشپیش

قلبی را با دقت بالاتری از یکدیگر تفکیک  هایآریتمی

 د.کر
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را از  یمدرک کارشناس یواقف مهسا

 یدر رشته مهندسی عتیدانشگاه شر

ارشد و  یکارشناس ک،یالکترن-برق

-یپزشک یرا در رشته مهندس ادکتر

شاهد  از دانشگاه بیترتبه کیوالکترنیب

 دریافتتهران  قاتیواحد علوم تحق یو دانشگاه آزاد اسلام

برق در  یگروه مهندس اریدر حال حاضر استاد شانیکرد. ا

 یپژوهش یهانهیاست. زم رازیواحد ش یدانشگاه آزاد اسلام

و  یشبکه عصب ،گنالیمورد علاقه نامبرده پردازش س یاصل

  الگو است. یآمار یبازشناس

 :ایشان عبارت است از رایانامهنشانی 
vaghefi@iaushiraz.ac.ir 

  

 یمدرک کارشناس فاطمه جمشیدی

علوم پزشکی جندی را از دانشگاه 

ی در رشته مهندسشاپور اهواز، 

ارشد و  یکارشناس ،بالینی-پزشکی

-برق یرا در رشته مهندس ادکتر

 دریافت شیراز و تربیت مدرس از دانشگاه ترتیبکنترل به

برق  یگروه مهندس اریاستاد ،در حال حاضر شانیکرد. ا

مورد علاقه  یاصل یپژوهش یهانهی. زماست فسادانشگاه 

هوشمند، کنترل مقاوم، کنترل  هاییتمالگور نامبرده

 یفاز هایسامانه ی،جبر خط یک،قدرت، ربات هاییستمس

 است.

    :ایشان عبارت است از رایانامهنشانی 
Jamshidi@fasau.ac.ir 
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