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IFSB-ReliefF: A New Instance and Feature Selection
Algorithm Based on ReliefF

Zeinab Abbasi, Mohsen Rahmani” & Hossein Ghafarian
Computer Department, faculty of engineering, Arak University, Arak, Iran

Abstract
Increasing the use of Internet and some phenomena such as sensor networks has led to an unnecessary
increasing the volume of information. Though it has many benefits, it causes problems such as storage space
requirements and better processors, as well as data refinement to remove unnecessary data. Data reduction
methods provide ways to select useful data from a large amount of duplicate, incomplete and redundant
data. These methods are often applied in the pre-processing phase of machine learning algorithms. Three
types of data reduction methods can be applied to data: 1. Feature reduction.2. Instance reduction: 3.
Discretizing feature values.

In this paper, a new algorithm, based on ReliefF, is introduced to decrease both instances and features.
The proposed algorithm can run on nominal and numeric features and on data sets with missing values. In
addition, in this algorithm, the selection of instances from each class is proportional to the prior probability
of classes. The proposed algorithm can run parallel on a multi-core CPU, which decreases the runtime
significantly and has the ability to run on big data sets.

One type of instance reduction is instance selection. There are many issues in designing instance
selection algorithms such as representing the reduced set, how to make a subset of instances, choosing
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distance function, evaluating designed reduction algorithm, the size of reduced data set and determining the
critical and border instances. There are three ways of creating a subset of instances. 1) Incremental. 2)
Decremental. 3) Batch. In this paper, we use the batch way for selecting instances. Another important issue
is measuring the similarity of instances by a distance function. We use Jaccard index and Manhattan
distance for measuring. Also, the decision on how many and what kind of instances should be removed and
which must remain is another important issue. The goal of this paper is reducing the size of the stored set of
instances while maintaining the quality of dataset. So, we remove very similar and non-border instances in
terms of the specified reduction rate.

The other type of data reduction that is performed in our algorithm is feature selection. Feature
selection methods divide into three categories: wrapper methods, filter methods, and hybrid methods. Many
feature selection algorithms are introduced. According to many parameters, these algorithms are divided
into different categories; For example, based on the search type for the optimal subset of the features, they
can be categorized into three categories: Exponential Search, Sequential Search, and Random Search. Also,
an assessment of a feature or a subset of features is done to measure its usefulness and relevance by the
evaluation measures that are categorized into various metrics such as distance, accuracy, consistency,
information, etc.

ReliefF is a feature selection algorithm used for calculating a weight for each feature and ranking
features. But this paper is used ReliefF for ranking instances and features. This algorithm works as follows:
First, the nearest neighbors of each instances are found. Then, based on the evaluation function, for each
instance and feature, a weight is calculated, and eventually, the features and instances that are more
weighed are retained and the rest are eliminated. IFSB-ReliefF (Instance and Feature Selection Based on
ReliefF) algorithm is tested on two datasets and then C4.5 algorithm classifies the reduced data. Finally, the
obtained results from the classification of reduced data sets are compared with the results of some instance
and feature selection algorithms that are run separately.

Keywords: data reduction, instance selection, feature selection, ReliefF.
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1./*X=the set of training examples */

2./*L~=the number of random examples to draw */

3. /*B=the number of nearest neighbours to compute*/

4. For each feature k {w=0.0}

Algorithm ReliefF (input:X, L, B)
* ) X= ‘5;';;)'94,'1 osls degozma /*.1
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¥ B=Xgd dule Wb 4T slaalaen o 3005 olaws /*.3

wWi=0.0}: k S35 52 sl 4
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5. For each class c{pc:=the fraction of X belonging to class ¢}

6. For 1:=1 to L do

a) Randomly select an instance (X.,y:)
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b) Let hits be the set of B examples (xi,y;) nearest to x, such that yi=y,

c) For each class c#y,
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d) End for

e) For each feature k

pc

Wi =Wy, ——

aal> LG .d

k S5y slnee

(xi,yi)eHit c*Ey

f) End for

7. End for

1
= Z 8(xps xis) + Z A P (elassGO)iB Z (X o0 Xy

(xiyi)

OS2 57> lpea ) (W) lagjg polie acgomme A

8. Return the set of weights (W)

9. End Relief

ReliefF Ll .9

ReliefF i ;951 5 dass :(V- JS)
(Figure-1): Pseudo code of ReliefF
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2. /*B=the number of nearest neighbors to compute*/
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4. For t:=1 to L do (This loop can run in parallel)
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a) Find B nearest instances to x, from class y; (Hit set) by Jaccard index or Manhattan distance
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Find B nearest instances to xt from class ¢ and add to Miss set by Jaccard index or Manhattan distance
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¢) End for (line 4.b)
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d) Calculate the weight of cach instance x; and put it in array W:
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e) For each feature k of x, calculate the weight and put it in array WF:

fu= B Y S0 - 8(tus0 x1s)
Wi = Xeo Xjk) — 75 Z Xepo Xik
C*FYe (1 - p(CIass(xt)))LB (xj,yj)EMiss LB (xi,yi)eHit

(4e L) s> LG f
f) End for (line 4.¢)
@ L) aal> LG .5
5. End for (line 4)
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6. Calculate the average of all Wfy and get a weight for each feature Wf.
O i, WF g W (y59 41,17
7. Sort the weight array W and WT.
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8. Based on the sorted array W, select instances that have more weight from each class according to the proportion to be selected and put in
the output array.

o)l (o byl 50 5 00,5 SLl Out 4yl 51 iy (39 b sl S5y W il Gulod 1.9
9. In the output array, based on WF array, keep the features with more weight and remove the rest.
olerig oh)sSl Lk - 10
\ -. End Proposed Algorithm.
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(Figure-2): Pseudo code of IFSB-ReliefF
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(Table-3): The results of applying data reduction algorithms on MNIST data set.

1>l oyle; S5 olass Lol olass
Kappa RMSE il WER & oS &5 osls uals o3 56l
(asb) ouile 8L oile B8l
0.8503 0.1575 - 86.53 784 50000 0% Original data set
0.6023 0.1567 34975 86.73 392 50000 50 % ReliefF
0.8643 0.1499 61320 87.80 784 48843 231 % All K-NN
0.4802. 0.1463 94623 88.45 392 48843 51.15% All k-NN+ ReliefF
0.1657 8671 85.07 392 25000 75 % IFSB-ReliefF with
0.8341 Jaccard Index
0.1898 8649 80.49 235 15000 91 % IFSB-ReliefF with
0.7962 Jaccard index
0.8374 0.1634 8237 85.38 392 25000 75% IFSB-ReliefF with
Manhattan distance
0.8252 0.1708 8313 84.27 235 15000 91% IFSB-ReliefF with
Manhattan distance
German Credit 03154c gozro y 0010 (S sl 5oXI Jlos! g b :(F- Jguz)
(Table-4): The results of applying data reduction algorithms on German Credit data set
> e la, 559 olows ladigas Slows =5
~ . sl S Saaigel > -
Kappa RMSE ol St . < oals ymals v 6N
(asb) ouile Bl ouile Bl oeals
0.2687 0.4836 - 72.65 20 1000 0% Original data set
0.284 0.4221 1 74.70 10 1000 50% ReliefF
0.3737 0.298 2 90.29 20 698 30.2% All k-NN
0 0.3329 2.8 87.34 10 698 65.1% All k-NN+ ReliefF
0.2793 0.4574 44.7 71.76 10 500 75 % [FSB-RelicfF with
Jaccard Index
0.4344 0.4031 443 76.47 7 300 89.5% IFSB-ReliefF with
Jaccard index
IFSB-ReliefF with
0,
0.5921 0.3639 112.5 84.12 10 500 75% Manhattan distance
IFSB-ReliefF with
0,
0.7414 0.3067 112.4 89.21 7 300 89.5% Manhattan distance

German credit o3lo4c gozxo (gl y 5535 s y9g, 9 [FSB-RelieflF dlwgds ool cawddy gu s du lio :(B- Jgu>)

(Table-5): Comparison between results obtained by IFSB-ReliefF and other methods for German credit

Kappa ()= ol R b S5 olows diges lass osls als PO
0.2335 555.26 71.8 - IFS-CoCo [1]
- - 69.2 8 55 GAFSIS [30]
- - 67.2 6 210 GA:ISFS [30]
IFSB-ReliefF with
0.178 447 66.2 10 500 Jaccard Index
0.3369 443 71 7 300 [FSB-ReliefF with
Jaccard index
IFSB-ReliefF with
0.194 112.5 66.6 10 500 Manhattan distance
IFSB-ReliefF with
0.2295 112.4 68.67 7 300 Manhattan distance
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Sy oloy pissl Gl adl il 05,5 Jos (5
b lrosls sezg o Jds a5 WS e Byo Lzl gl
O Sold b (39 n0ke) 9 Sshae polie 5 soue
s G eolddcgemme (pl 950y el polde oyl
Lol el 05,5 B pan ool 2alS (gl (6568 yloy 0,515
e duold 51 g pams 0, Slas (gau0s, o azli o

Sl ails

Ol sl O (2ol 25 Ll sy oo (Al o3lvasgone
Al el Caws ool pals Gas 4 Jes,s g oo
L IFSB-ReliefF oo ,53l 39 g0 00y Jooz jo a5l
O 50 e 3l YL g CBo b auls 4 g alols
Al Cowd (ol iy den 3l 55 eole ralS 0 asy)
el g yieS des I RMSE glas #, (yiores .ol
Sl b i, g Col 4o 3l iy 58 Kappa

Census 03104 gozxo 0315 S iy ;o1 Jloe! o0 LG :(F- Jgur)
(Table-6): The results of applying data reduction algorithms on Census dataset.

ReliefF sluo 2 olojpd 5539 9 Aiges kil yhg)y S AFSB-ReliefF

sloss Slass
. LA .
Kappa RMSE (:U)l) | R s S sladiges oals &y oals Lials vy 6N
i sasle 3l saslo 3L
0.4604 0.1963 - 95.47 41 30000 0% Original data set
0.3707 0.2037 490 94.98 20 30000 52 % ReliefF
0.7202 0.0835 2396 99.23 41 28377 5.41% Al k-NN
0.4302 0.0954 2832 99.06 20 28377 53 % All k-NN+ ReliefF
0.239 0.2245 7098 94.13 21 15000 75 % IFSB-ReliefF with Jaccard
Index
0.2375 0.2131 7017 94.50 13 9000 90.48 % IFSB-ReliefF with Jaccard
index
09375 | 00946 | 11529 99.05 21 15000 75% IFSB-ReliefF with
Manhattan distance
0.9084 0.0788 11201 99.31 13 9000 90.48 % IFSB-ReliefF with
Manhattan distance

Balance-scale 03lodc gozxo 1 0310 als gy o8I Jloe!l go L (Y- Jgu)
(Table-7): The results of applying data reduction algorithms on Balance-scale data set

slows Slows
oL . - -
Kappa | RMSE sty ot <ds sl sladiges oals g5 osls (fals @t 55!
e sailo 3L sasle_3L
0.5495 0.3651 - 74.057 4 625 0% Original data set
03511 0.3978 0.9 64.62 2 625 50% ReliefF
0.7496 0.3373 1 87.5 4 565 9.6% Al k-NN
0.4701 0.4317 1.7 73.44 2 565 54.8% All k-NN+ ReliefF
0.2163 0.4269 5.15 56.60 2 313 74.96% IFSB-ReliefF with Jaccard
Index
0.2149 0.4128 5.45 54.69 1 187 92.52% IFSB-ReliefF with Jaccard
index
0.5972 0.345 1.6 78.302 2 313 74.96% IFSB-ReliefF with
Manhattan distance
06007 | 0.3485 22 78.125 1 187 92.52% IFSB-ReliefF with
Manhattan distance
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(Table-8): Comparison between results obtained by IFSB-ReliefF and other methods for Balance-scale

Kappa (ab) ! e 8 o 59 olaws Ldigad olass ools rals 1 4ol
0.7578 69.58 84.95 - - IFS-CoCo [1]

- - 72.70 3 68 GAFSIS [30]

- - 62.38 2 28 GA:ISFS [30]
0.1361 5.15 53.35 2 313 lFiféiingExith
0.2871 5.45 61.49 1 187 IFﬁch‘gigﬁxith

) cds Sl op YL All k-NN - 4 oSl 4> 51 )
g oy |y Lzals 75 o ieS Lol el 0,51 Cassa
srosloacgozs ;5 ools alS gl oS 09l oo o
@S 50 a5 A les (ulpegdle il wke S5
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g o btz )95l 4 b2 yo galis (eSilae (- J o)
= (Table-9): The average of results for various algorithms
i obe; . B
@ Kappa RMSE ods oals odls yuals v 56X
= (a1
=
\j 0.5322 0.3006 - 82.18 0% Original data set
3
E 0.4020 0.2951 8867 80.26 51% ReliefF
;‘ 0.6770 0.2172 15930 91.21 12% All k-NN
3

: 0.3451 0.2516 24365 87.07 56% All k-NN+ ReliefF
b 03922 | 03186 3946 76.89 75% [FSB-ReliefF with Jaccard
ﬁ_ Index
> 0.4208 0.3047 3921 76.54 91% [FSB-ReliefF with Jaccard
i index
«

. IFSB-ReliefF with
- 0,
% 0.7411 0.2417 4952 86.71 75% Manhattan distance
& . .
= 0.7689 0.2262 4889 87.73 91% IFSB-ReliefF with
) Manbhattan distance
~
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