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 چکیده 
ا  یپزشک  یهادستگاه  تیتقو فناور  ایاش  نترنتیبا  مصنوع  یو  محدود  ، یصیتشخ  یهوش  درنظرگرفتن   ها،امانه س  نیا  یهاتیضمن 

  ی هادستگاه  از  یکیسلامت دارد.    ةدر حوزرا    ایاش  نترنتیا  یهاسامانه  ةندیآ  یهانسل  یصیتشخ  کردیرو  یو ارتقا  یسازمدرن  لیپتانس

دست چپ، به   یوگرافیراد  ر یو سن استخوان از تصاو  هایناهنجار  خودکار  یابیارز.  است  یوگرافیراد  دستگاه  ک، ی نیپاراکل  در  پرکاربرد

 نترنتیا  یهادستگاه.  کندیرشد جوانان کمک م  تیدر مورد وضع  یریگ میدر تصم  یقانون  یمتخصصان اطفال و پزشک  ها، ستیولوژیراد

 دانش  چکانش  مدل  کیمقاله، با استفاده از    نیا  در.  ستندین  هاداده  ادیز  حجم  پردازش  به   قادر  منابع  تیمحدود  علتبه   یزشکدر پ  ایاش

روش از حجم   نیاست. اهشد  استفادهسن استخوان    یبندطبقه  یبرا  آموزدانش  ةشبک  به  معلم  یچشیپ  یعصب  یهاشبکه  ازشده  ه یتجز

موردن ارزکاهدیم  لبه  یهادستگاه  یبرا  ازیمحاسبات  مجموعه  یابی.  از  استفاده  با  ارائه  د  یهادادهروش  دست  انجام    تال یجیاطلس 

نتهشد مع  ةجیاست.  با  م  افت، یبازدقت،    یارهایروش  و  درصد    47/96  یشنهادیپ  مدل.  استهشد  یابیارزمطلق    یخطا  نیانگیصحت 

 .آوردیدست مسن استخوان به یبند طبقه یدقت آزمون را برا 
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Abstract 
Enhancing medical devices with Internet of Things (IOT) and diagnostic artificial intelligence 

technology, while considering the constraints of these systems, has the potential to modernize and 

enhance the diagnostic approach of future generations of Internet of Things systems in healthcare. The 

radiography device, commonly used in paraclinical settings, is widely used in various hospital 

departments. The automated assessment of abnormalities and bone age from radiographic images of the 

left hand assists radiologists, pediatricians, and forensic experts in determining the developmental stage 

of young individuals. The IoT devices in medicine are unable to process large amounts of data due to 

limited resources. This article uses a teacher-student network for bone age classification, using the 

decomposed knowledge distillation model of convolutional neural networks. This approach minimizes 

the computational resources needed for edge devices. The proposed method is comprised of two 

sequential steps.  In the preprocessing step, the initial phase involves the elimination of non-clinical data 

and artifacts. This is followed by the extraction of region of interest (ROI). In this phase of the 
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procedure, only the hand portion of the patient's X-ray remains for further evaluation. The subsequent 

phase involves the delineation of the boundaries of the region of interest. This is necessary because, in 

certain age groups, some bones are not ossified. Consequently, reliance on bones as landmarks is 

precluded.  In the second step, The extracted ROI from the preceding step is utilized to train the teacher 

model. The student model utilizes the teacher model's knowledge to learn how to predict patient age. 

Therefore, the present study puts forth transfer learning methodologies founded on the distillation of 

knowledge, with the aim of facilitating the transference of knowledge between teacher and student 

models. 

 The proposed method is based on the data set of the Digital Hand Atlas (DHA) database. The evaluation 

criteria used in this work are Accuracy, recall, permission and mean absolute error (MAE). The 

proposed model achieves 96/47% test accuracy for bone age classification. 

 
Keywords: Developmental Disorders, Knowledge Distillation, Bone Age, Deep Learning 

 

 مقدمه-1
م   یابیرزا پزشکان کمک  به  استخوان  تا  یسن    مرحلةکند 

اسکلت تخم  یبلوغ  را  ا  نیکودکان  با    ن یبزنند.  کار 

. در  [1]شودمیاز دست چپ انجام    کسیا  ةاشع  رادیوگرافی

سنت  ةاشع  ریتصو  یهااستخوان  1ل یپا-چیگرئولی  روش 

تصاو   کسیا رشد   ک یدر  موجود    ریبا  استاندارد  اطلس 

مقا ایم  سهیاستخوان  تصاو   ن یشوند.  از  ة  اشع  ریاطلس 

  لیتشک  ، رشد نرمال هستند  یکه دارا  گریکودکان د  کسیا

استخوان  .[2]استهشد سن  اساس    یپزشکان  بر  را  کودک 

تصونیا با  مراجعهاز  شده  گرفته   ریکه  تصوکننده    ریکدام 

بیشتر اطلس  در  تعیین  را  مطابقت    یناستاندارد  دارد، 

روشمی دیگر  در  وابالینی،    کنند.   2( TW)  هاوس  تیتانر 

یک  ،  [ 4,  3] بر  استخوان  سن  امتیازدهی    نظامارزیابی 

ناحی  بیست  برای  را  اسکلتی  بلوغ  سطح  که  است   ة متکی 

استخوان انتخاب در  بررس  یهاشده  بسته کند یم   یخاص   .

ظاهر  انتخاب  به  نواحی  در  اساس  استخوان  بر  و  شده 

استخوان   یعدد  ازیامت  کیبلوغ،    یهاشاخص   یهابه 

 ی سن استخوان  نیتفاوت ب  .شودیمنتخب اختصاص داده م

تقو سن  و  استآن  یمیکودک  ممکن    ة دهندنشان  ،ها 

باشد  شکلم مطالع[5]رشد  م  ة.  استخوان  به  یسن  تواند 

کند  یکند  ایسرعت    نییتع کمک  کودک  اسکلت    ؛ رشد 

م  نیهمچن را  استخوان  برایسن    ی برخ  ینیبشیپ   یتوان 

کودک    ک؛ برای مثال، یبرد   کاره موارد مربوط به کودکان ب

زمان بلوغ چه وقت   یتا چه  زمان شروع  رشد خواهد کرد، 

تخم و  بود  نها  نیخواهد  خواهد    چقدرکودک    ییقد 

در    تواندیم  نیهمچن  ش یآزما  نیا  ؛ [6]بود پزشکان  به 

مبتلا کودکان  کمک  ؤم  یهایماریب  به  درمان  رشد،  بر  ثر 

جمله  ؛کند ب1  :از  هورمون  ییهایماری.  سطح  بر   هایکه 

  یکارمانند کمبود هورمون رشد، کم)گذارند  یم  ریرشد تأث

.  2  . [7]ی(ویفوق کل  ة بلوغ زودرس و اختلالات غد  د،یروئیت
 

1 Greulich-Pyle 

2 Tanner Whitehouse 

ژنت  تلالاتاخ )کیرشد  مشکلات ی  ترنر،  سندرم  مانند 

آن  ی(ارتودنس  ای  یارتوپد در  درمان    ،که  نوع  و  زمان 

غ   سیبر  ،ی)جراح انجام  رهیو  کودک  رشد  اساس  بر   )

استخوانی    ،تازگیبه.  [8]شودیم سن  قابل    گاهیجاارزیابی 

پزشک  یتوجه علم  و  دانشگاه  آوردبه  یدر  است. هدست 

  یگوهاال  ادیو شباهت ز  یدگ یچیپ   لیدلبه  یدست  یهاروش

برخ  یاستخوان ت  نیسن  یدر  پزشک   یریرپذفسیمستعد 

 ی هاروش  ةتوسع  یبرا  را  زهیانگ  مشکل،  نیا  ؛معالج هستند

استخوانی خودکار سن  مصنوع   یمبتن  ارزیابی  هوش    ی بر 

سن    ی ابیدقت و سرعت ارز  شیافزا  ی. برااستهافزایش داد

 . اندافتهیتوسعه  انهیکمک رابه یادیز یهاروش ،استخوان

و   ارز  پژوهشتوسعه  با    یاب یدر  استخوان  خودکار سن 
از   مصنوع های  الگوریتماستفاده  ارتقا  ی،هوش  به    ی منجر 

خودکارروش  اگرچه  است؛ هشد  یتجار  ی هاحل راه   های 
است قابلبه  ،ممکن  سن    یابیارز  ییکارا  یتوجه   طور 

فناورحالینباا  ،دنده  شیافزا  رااستخوان     نوظهور   یهای، 
در    قیعم  یریادگی   ی هامدلمانند   را  خوبی  نتایج  که 

داده ارائه  استخوانی  سن  چالشتشخیص  با  از اند  هایی 
و   بالا  محاسباتی  پیچیدگی  زیاد،  پارامترهای  تعداد  جمله 

بر روی دستگاه اجرا  پردازش کم    قدرت  با های  محدودیت 
دستگاه یفناوردر   روی  بر  یادگیری  چون  افزودن  ،  3هایی 

دستگاه  یهوشمند اند؛  مواجه   ایاش  نترنتیا  و   لبه  یهابه 
شبکه  [9]در  مثال،  برای   بر  مبتنی  عصبی  مدلی  های 

داده پایگاه  تصاویر  روی  بر  لایه  نه  تعداد  با  ای  پیچشی 
دیجیتال   دست  شدDHA(4(اطلس  داده  آموزش  است، ه، 

در این آموزش برای یک تصویر متعلق به کودک ده ساله  
وضوح  پارامترمگابایت    04/84به  کینزد  256×    256  با 

ای ممیز شناور  با فرض استفاده از نوع داده  .استهشد جادیا
مدل   اندازة  است،  بایت  هشت  که  مگابایت    640اعشاری 

بود که تاحدودی بزرگ است؛   از    ن،یبنابراخواهد  استفاده 
پ   لیتسه  یبرا  یی هاروش کاهش    ی محاسبات   ی دگیچیو 

 

3 On Device Learning 

4 Digital Hand Atlas  
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ارائروینازا  ؛است  یضرور  قیعم  یریادگی  ی هامدل   ة ، 
ب  یراهکارها توسعمطرح   یها چالش  یرامناسب  در   ةشده 

بس  یضرور  نهیبه  یریادگی  ی هامدل از    یاریاست. 
پ گرپژوهش با  مانند    یهاروش  شنهادیان  مختلف 
به  یسازفشرده و  هرس  پارامتر، ی  گذاراشتراک مدل، 

  چکانش و  یافته  انتقال  ة فشرد  1پیچشی  یهاپالایه،  هیتجز
توسع   یسع  2( KD)  دانش  یریادگی  ی هامدل  ةدر 
کردهسبک  موزن  در  دانش ها،  روش  نیا  انیاند.    چکانش 
برا  یروش آموزش    یجامع  بر  آموزان دانشمدل  نظارت 

استخراج   3وزنسبک  دانش  از  استفاده  ازبا  مدل    شده  یک 
پیشرفته است. به اینکه تمامی  شبکة معلم  ی  هامدلدلیل 

از  ارائه  استفاده  با  برای ساز فشردهشده  تجزیه،  و  ی، هرس 
از  های تمامی نواحی استخراج یژگیبه وافزایش دقت   شده 

حجم   به  وابستگی  نیازمندند،  ی  باقهمچنان    ها دادهدست 
دادهمانده تعداد  در  عبارتی  به  تغییری  است؛  ورودی  های 

نشد سیاستهایجاد  فقط  و  برای  است  یا    کردنکمهایی  و 
 .  استهشد کار گرفته هبی پارامترها  سازفشرده

سازی و یا  شده در این مقاله هدف فشردهدر مدل ارائه
پارامتر بلکه هدف  هرس  نیست،  برای ارائها  پارادایم  ة یک 

ورودی  کردنکم کنار  تعداد  در  عمیق  عصبی  شبکة  های 
دقت   چکانش    قبولقابلارائة  یک  دلیل  همین  به  است. 

است. شبکة  هآموز استفاده شددانش مبتنی بر معلم و دانش
ورودی،   نواحی  تمام  با  که  است  پیشرفته  مدل  یک  معلم 

آموز که تنها  و بر عملکرد مدل دانش  استهشدداده  آموزش
نواحی   این  از  ناحیه  یک  نظارت  استهشدداده  آموزشبا   ،

دانش مدل  یک  درنتیجه  و  دارد؛  ساده  با    حجمکمآموز 
روی   بر  اجرا  منابع    هادستگاهقابلیت  محدودیت  با 

 . [11, 10]دهدبینی را انجام مییشپ ی، یادگیری و پردازش
در بخش    ابتداشرح است:    نیمقاله بد  نیاانجام    مراحل

 شوندیم  حذف  ریمناطق زائد موجود در تصو  پردازششیپ 
تصو استخراج    ریو  کامل   ی نوآور   نخستین.  شودیمدست 
اارائه  در  نواح  نیشده  استخراج  بخش  به  مربوط    ی مقاله 

تصو از  علاقه  طراح  ریمورد  با  و    تمیالگور  کی  یاست. 
دست    اطقتمام من  ر،یپردازش تصو  یهاکیاستفاده از تکن

و استخراج شدند.    یی شناسا  یدرستاعم از انگشتان و مچ به
ا مهم  ینواح  نیاستخراج  بهبود    ینقش   یریادگیدر 

  گریدارد. د  قیعم  یعصب  یهاآموزنده در شبکه  یهایژگیو
اارائه   ینوآور در  و    نیشده  آموزش  بخش  به  مربوط  مقاله 

که    ینیبشیپ  است  جد  کیمدل  دانش  چکانش    د یروش 
کاست.  هشد  شنهادیپ  توسط پیشین    ةشدیمعرف  اردر 
  به   دانش  چکانش  یةپا  مدل  کی  از [12]در    سندگانینو

 

1 Convelution 
2 Knowledge Distillation (KD) 
3 Lighweight Student Model 

  مقاله  نیا  در .  شد   استفاده  یاستخوان  سن  صیتشخ  منظور
  در   تلاش  ترشرفتهیپ   دانش  چکانش   مدل   ک ی  یریکارگبه  با 

روش   خلاف   بر.  دارد  خود  پیشین  روش  عملکرد  بهبود
رو  ،پیشین برا  یریادگی  کردیاز  دانش    یمشترک  چکانش 

لا در  نقشه  یةمعلم  در  معلم  دانش  با  همراه    ی هاپاسخ 
 است. هشداستفاده  ی انی م یهاهیلا  یژگیو

  ی هامدل  یژگیو  یهانقشه  یةتجز  یبرا  روش  نیا  در
دانش و  تجزمعلم  از  شد  4تاکر  یةآموز  که  هاستفاده  است 

آموزان دانش یبرا یراحتکم به ی دگ یچیپ  لیدلبه 5تنسورها
است.  قابل  از    گفتنی  درک  یک  هیچ  در  روش  این  است 
نشدروش استفاده  گذشته  بهههای  مهماست.  ترین اختصار 

 است از: های این مقاله عبارتنوآروی 
که    تشخیص سن استخوانی   د ی روش جد   ک ی   ة توسع  -1

پارادا  دانش   م ی از  به    کمینه با    چکانش  کاهش دقت 
  ده ی چ ی پ   ار ی بس   ق ی عم   ی عصب   ة شبک   ی ها مدل   ی جا 

 . کند ی استفاده م 

نقشه  -2 از  لا  یژگیو  یهااستفاده  در    یانیم  یهاهیاز 
به  یینها  یةلا   یبا خروج  بیترک منظور در مدل معلم 

آموز  که به مدل دانش  یدیعنوان دانش جد استفاده به
 شود.  یمنتقل م

تشریح   را  مرتبط  کارهای  دوم  بخش  مقاله،  ادامة  در 
ارائه  می را  پیشنهادی  روش  سوم  بخش  سپس  کند؛ 
نتایج گزارش شد دهد. در  می است و بخش  هبخش چهارم 

دهد. در انتها، در بخش  پنجم نیز مقایسة نتایج را نشان می
 است.هگیری مقاله آورده شدششم نتیجه

 

 مرتبط یکارها -2
پیچشی  بر   ی مبتن   ی ها روش  عصبی  طور  به   6شبکة 

تشخ  بر  استخوان   ی د ی کل   ی نواح   ص ی معمول    ی ها در 
برا  تک   ی ن ی ب ش ی پ   ی دست  استخوان   . کنند ی م   ه ی سن 

روش  این  مکان   ها بیشتر  اساس  مورد  مناطق    یابی بر 
می بند دسته (  ROI)   7علاقه  انجام  را  این    .دهند ی 
تقس   ی مبتن   ی ها روش  روش   ی بند م ی بر  الهام    TW  از 

شده  تصاو گرفته  که  اساس   ر ی اند  بر    های ROI  را 
تجز یی شناسا  این  ،  حالنیباا؛  کند ی م   وتحلیل یه شده 
را   یدیکل  یةسه ناح  در بالاترین حدتوانند  یم   تنهاها  روش

روشکنند.    دایپ  از  ارائه برخی    ]17-13[مانند    شدههای 
نویسی دستی  تشخیص نواحی کلیدی نیازمند حاشیهبرای  
 اند.  یاضاف

 

4 Tucker Decomposition 
5 Tensors 
6 Convolution Nural Network (CNN) 
7 Region Of Interest (ROI) 
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  ک ی کلاس   ن ی ماش   ی ر ی ادگ ی و    ق ی عم   ی ر ی ادگ ی   ، [ 18]   در 
.  است ه قابل اعتماد استفاده شد   ی ن ی ب ش ی پ مدل    ک ی   د ی تول   ی برا 
نو [ 19]   در  مدل    سنده ی ،  برا   U-Netابتدا  آوردن  دست به   ی را 

کل  برچسب   ی د ی مناطق  داد   ی دست   دهی با    است؛ ه آموزش 
تشخ   ک ی پس،  س  ترازکردن    ی برا   ی د ی کل   ة نقط   ص ی مدل 
در    ی ها ی وگراف ی راد  مشترک    ی فضا   ک ی دست  مختصات 

  ی ماه برا  3 /6(  MAE) 1مطلق   ی خطا   ن ی انگ ی م   که   شده استفاده 
  [ 20] های  در مدل دست آوردند.  زنان به   ی ماه برا   6/ 49مردان و  

شی    [ 21] و   تشخیص  مدل  از  استخراج    R-CNNنیز  برای 
ROI شد استفاده  هر    ت ی وضع   است. ه ها  ترتیب  به   ROIرشد 

  . است ه شد   ی بررس   VGG-19و    RNNهای  ی معمار   وسیلة به 
و  تشخ   ی ژگ ی استخراج  هر    ص ی و    ک ی   با   [ 22] در    ROIسن 

شد   VGG-13  ة شبک  نت ه انجام  و    ز ی ن   یی نها   ی ر ی گ جه ی است 
شد که    انجام   VGG ی ها مدل  ن ی ب   2روش ترکیبی   ک ی  وسیلة به 

کرد   گیری رأی از     ة شبک   ک ی ،  [ 23] در    . است ه استفاده 
  ة شبک   ک ی از    ی ب ی که ترک   ه شد ( ارائه  MMANet)   ی اس ی چندمق 

و  MMCA)   ی اس ی چندمق   د ی جد  فقرات    ک ی (  ستون  ماژول 
ResNet   ش ی بهبود نما   ی برا  ROI  نه ی زم مناطق پس   حذف و  ها  

  ی تجرب   ج ی . نتا است ه استفاده شد عملکرد    ود به بهب   ی اب ی دست   ی برا 
  مطلق   ی خطا   ن ی انگ ی م   این مدل   MMANetکه    دهد ی نشان م 

مجموعه   ماه   3/ 88 در  استخوان    ی چالش   ة داد را    RSNAسن 
 .  است ه د آور دست  به 

دست و    ر ی مختلف تصو   های قسمت   بندی یم با تقس اگرچه  
صورت  هر قسمت به   برای   ق ی عم   ی ر ی ادگ ی   ی ها استفاده از مدل 
  ، رفته است   بالا   ها مدل   دقت   و   ها از داده   ی ر ی ادگ ی جداگانه قدرت  

های تشخیصی،  شبکه شده و  استخراج   مناطق تعداد  ش این افزای 
پ  و  پارامترها  پ   ی دگ ی چ ی تعداد  شدت  به   را   ها ل مد   سازی یاده در 

آموز  است؛ به همین دلیل در این مقاله یک مدل دانش ه برد بالا  
و   روی    حجم کم ساده  بر  اجرا  قابلیت  با  ها دستگاه با  ی 

است که تنها با یک ناحیه  ه ی ارائه شد پردازش محدودیت منابع  
نواحی استخراج  شود و در کنار دانش  ی داده م شده آموزش  از 
  داده   آموزش ای  های داده که با تمام کانال )   مدل پیشرفتة معلم 

 دهد. بینی را انجام می یش پ ( یادگیری و  است ه شد 
 

 

 ی شنهادیمدل پ -3
استخوان  صیتشخ  یبرا  یشنهادیپ   مدل   ن یا  در  یسن 
 و  »آموزشو    پردازش«شی»پ   ةمرحل  دوشامل    مقاله

  ROIدلخواه    ی نواح   نخست   ة مرحل مدل است. در    « ی ن ی ب ش ی پ 
  چکانش   بر   ی مبتن  مدل   ک ی دوم  ة مرحل . در  شوند ی استخراج م 

  آموز، دانش   وزن سبک   ة شبک   به   معلم   ق ی عم   ة شبک   از   دانش 
بخش  است شده   ی معرف   مدل   ی ن ی ب ش ی پ   و   آموزش   ی برا  در   .
 . شوند ی م   ح ی مراحل تشر   ن ی هرکدام از ا   ی بعد 

 

1 Mean Absolute Error(MAE) 
2 Ensemble 

 ش پرداز ش یپ -1-3
دست رادیولوژی  زائد    ،تصاویر  نواحی  با  همراه  همواره 

ای برا  یتوجه  قابل  های چالش  نواحی  نهستند.   ی را 
در    کنند. ی م  جادیا  قیعم  یریادگی بر    ی نمبت  یهاروش

در ابتدا  ،  آموزنده  یهایژگیجهت کمک به استخراج مؤثر و
  ی اب یو لبه  یگذارآستانه  ر،یکردن تصویدودویبا استفاده از  

شد   یاصل  یةناح استخراج  اهدست  باعث  عملیات    نیاست. 
پس نواح  ینهزمحذف  تصو  یو  از   سپس   شود؛یم  ریاضافه 

در قسمت مچ دست   یسازتفاوت مراحل استخوان   لیدلبه
به البته  و  انگشتان  افزاو  شبک  شیمنظور    ی عصب  ةدقت 

شد  یو ر  بر  بندییمتقس  کی  پیچشی، انجام  است؛  هدست 
هندسة    به  وجهت  باخودکار    کامل   ROIسری  درنتیجه یک 

استخراج   اهشددست  از    یبندمیتقس  نیاست.  استفاده  با 
لبه و مرکز دست    یهامختصات  انگشتان  نوک  مچ دست، 

نواحشودمیانجام   شاماستخراج   ی.  ن  ل شده  واحی تمام 
علاوه مدل تنها به  هب  ، هاستفاده شد  TWکه در روش    است
مفاصل    گریو د  ستیمحدود ن ینواح ن یمفاصل در ا یبررس
 است.هتحت پوشش قرارداد زیرا ن

جداسازبه مختصات    ینواح  یمنظور  ابتدا  موردنظر، 
ذخ  یمرز  یهاکسلیپ   یلة وسبه  شود.یم  رهیدست 

دست مشخص و در موازات    وسط  هاکسلیپ   نیامختصات  
آن   افق  کیبا  تصو  شودی م   دهیکش  یخط  دو   ریکه  به  را 

 ( 2شکل )طور که در  و همان  کندیم  بندییم قسمت تقس
پا قسمت  است  ناح  نییمشخص  به  است   یةمربوط  مچ 

است.   قابل  خودکارکامل    طور  بهکه    (1  هی)ناح استخراج 
بخش نواح  یبرا  بعد  در  به    ازین  شش تا    دو  یاستخراج 

نواح  داکردنیپ  انگشت  یمختصات  به   یبرا  ؛ هاستمربوط 
الگور  نیا از  پ  3پوش محدب تمیمنظور    یداکردن در جهت 

 استهشد استفاده هامختصات انگشت
اینخروج شکل    تمیالگور  ی    داده   نشان  (1)در 

تلاقهشد محل  درواقع  نوک    یاست.  از  حاصل  خطوط 
  . ندآییدست م به  ودکارخکامل  طور  به  که  هستند  هاانگشت
انجام    یبرش نواح  ر،یتصو  یرور  ب  بندییمانجام تقسبعد از  

  هاییکسل مختصات پ   ةبا محاسب  ینواح  نی. برش اشودیم
انگشت  ،یمرز  به  مربوط  نقاطمختصات    و  هاعرض 

ا شودیم   انجامها  سرانگشت  به  ب  نی.  که    دو   نیصورت 
و    ةظنقط دست  مرکز  با  وسط    ایسرانگشت  با  سرانگشت 
خط    نیا  ی بر مبنا  یرو تصو  ده یکش  میک خط مستقیمچ  

نواحشود؛  یچرخانده م برش  تابع  -یم   یفراخوان  یسپس 
 .شود

 
 

 

3 Convex hull 
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 شدهمدل چکانش دانش ارائه یکل  یمعمار(: 1-شکل)

(Figure-1): The general architecture of the presented knowledge Distillation model 

 

 مدل چکانش دانش  -3-2
ناحیة  شش  از  استفاده  با  پیش  از  معلم،  عمیق  مدل 

تصاویر  استخراج  از  پیششده  بخش  پردازش  رادیولوژی در 
داده شد دانشهآموزش  آن مدل  کنار  در  آموز سعی  است. 

پاسخ به دو شکل  که  معلم  دانش  از  تقلید  با  و دارد  محور 
شود و همچنین آموز چکانده میمبتنی بر ویژگی به دانش

از   ناحیه  یک  تنها  بررسی  از  استفاده  با  که  خود  دانش 
استخراج  بهنواحی  آوردشده  را هدست  استخوانی  است، سن 
کار  آموز بهخروجی مدل شبکة عصبی دانشتشخیص دهد.  
وسیلة یک لایة منطق رگرسیون است که بهرفته به صورت  

Softmax  به شود. در  ها میطبقه خروجی برچسب    تبدیل 
به تنها  نهایی  خروجی  که  نتیجه  است  عددهایی  صورت 

می  طبقهبرچسب   نشان  را  روش   درکل  دهد.جاری  در 
صورت به  LossTotalتابع محاسبة خطای کلی    ،یشنهادیپ 
  :شودیم فیتعر ریز

 

(1) LossTotal = 𝛼(Loss𝐾𝐷) ± (1 −
𝛼)(Loss𝐼𝐹)  

 

  محور اشاره دارد؛ به دانش پاسخ Loss𝐾𝐷 رابطهین  ا  در
موجود  Loss𝐼𝐹ی خطا  نیهمچن دانش    ة نقش  نیب به 

و    یان یم  ی هاهیلا  یهایژگیو معلم  مدل  دو  هر  در 
ترتیب در  این دو تابع به  ة محاسباشاره دارد که  آموز  دانش
 . دنشویمتشریح  3-2-2و  3-2-1های بخش

ا مدل  نیدر  دانش مقاله،  با   چکانش   یریادگیهمراه 
و  مشترک   معلم  شبکة   کی  یطراح  یبرا  آموزدانشدو 

. مطابق شکل  استهکار گرفته شدوزن بهسبک  یبندطبقه 
از رویکرد  که    وجود دارندآموز  دانش  و  مدل معلم  دو،  (1)

یادگیری مشترک برای چکانش دانش معلم در لایة پاسخ  
نقشه در  معلم  دانش  با  لایههمراه  ویژگی  میانی  های  های 

تب   است.هشده  استفاد مدل  شکل  به  وجها   ،KD    با همراه 
برا  یریادگی وزن  سبک  یبندطبقه   کی  یطراح  یمشترک 
   کار گرفته شد. به

 
 محورچکانش پاسخ  -1-2-3

مدل شبکة  چهارچوب  دو  بر  مبتنی  دانش  چکانش  های 
نام با  عمیق  دانشعصبی  شبکة  و  معلم  شبکة  آموز های 

برچسب ایجاد  از طریق  معلم  های هموار در هستند. مدل 
دهد و  انتقال می  آموزدانشلایة آخر، دانش خود را به مدل  

یادگیری   می  آموزدانشزمینة  فراهم    هدف  سازد.  را 
  نیب  فاصلةرساندن  کمینه به  ، دانش  چکانش  یسازنه یبه

 ةفاصل  نیمعلم و همچن  بینی یشآموزان و پ دانش  یخروج
واقع  یخروج  نیب برچسب  که    یو  طریق است  از 

   یر است:پذامکانسازی تابع خطای زیر ینه کم
 

(2) LossKD = 𝛽(LossKL)  ± (1
− 𝛽)(LossCE) 
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ضریب   استفاده  ةدهندنشان  𝛽که  برای وزن  شده 
برچسب  کردنمتعادل بر  مبتنی  سخت  خطای  و  نرم  های 
اشاره دارد که    Kullback-Leiblerبه روش     Loss𝐾𝐿است.  
های معلم  های( مدلیخروجنرم )های  برچسب  نیب  ةفاصل

نیز به تابع خطای    L𝐶𝐸کند.  گیری میآموز را اندازهو دانش
برچسب بین  واقعی  آنتروپی  نرم  )  Yهای  و  سخت( 
 آموز اشاره دارد.)خروجی( مدل دانش

 
 

 
 ها( ROIنظر )  موردمراحل جداسازی مناطق   (:2-شکل)

(Figure-2): Separation steps of regions (ROIs) 
 

 :شودمی یریگاندازه ریبه صورت ز Loss𝐾𝐿  تابع

(3) 

 

LossKL

=
1

N
∑ ℒ𝐾𝐿 (𝑃(𝑖)(𝐾𝐷𝑖 , 𝑇), P(𝑖)(𝐾𝑆𝑖 , 𝑇))

𝑁

𝑖=1

 

(4) 
ℒ𝐾𝐿(𝑃(𝐾𝐷𝑖 , 𝑇), P(𝐾𝑆𝑖 , 𝑇))

= ∑ −P(𝑖)(𝐾𝐷𝑖 , 𝑇) log P(𝑖)(𝐾𝑆𝑖 , 𝑇)

𝑖

 

 : شودمی ی ریگاندازه ریبه صورت زنیز  L𝐶𝐸تابع  

(5) LossCE =
1

𝑁
∑ ℒ𝐶𝐸(P(𝑖)(𝐾𝑆𝑖 , 𝑇), Y)

𝑁

𝑖=1

 

(6 ) 
ℒ𝐶𝐸(Y, P(𝐾𝑆𝑖 , 𝑇))

= ∑ −Y𝑖 log P(𝑖)(𝐾𝑆𝑖 , 𝑇)

𝑖

 

توابع   این  P(𝑖)(𝐾𝑖در  , 𝑇)  شبکه خروجی  های  احتمال 
𝑖طبقةآموز و معلم برای دانش  دهد: ام را نشان می.

(7) P(𝐾𝑖, 𝑇) =
exp (𝐾𝑖/𝑇)

∑ exp (𝐾𝑗/𝑇)𝑗
 

ا معلم   𝐾  نجایدر  مدل  برای  ورودی  ماتریس    نمونة 

(𝐾𝐷𝑖و مدل دانش ) ( آموز𝐾𝑆𝑖.است )  T    ی عنوان دمابهنیز  

که  یم  فیتعر  چکانش درج  پارامتر  کیشود  با   ةمرتبط 

 ست. هاخروجی مدلشدن نرم
 

 محور ویژگیچکانش    -2-2-3

در  ویژگی  یری ادگی  در   قیعم  ی عصب  ی هاشبکه  سطوح  ها 
خود  لایهمختلف   درونی  افزاهای  عملکرد  انتزاع    ش یبا 

  یی بازنما  یریادگیعنوان  به   موضوع  نی. ااندخوبی ارائه کرده
م بنابرایشناخته  خروج  ،ینشود؛  هم    یةلا  یهم  و  آخر 

  د نتوانیم  ی(ژگیو   یهانقشه)  ی انی م  یهاهیلا  یخروج
برابه دانش  دانش  نظارت  یعنوان  مدل  آموزش  آموز بر 

شو بهناستفاده  مبتند.  دانش  خاص،  استخراج بر    یطور 
بر    ی از دانش مبتن  یخوب  تعمیم  ی انیم  یهاهیاز لا  ی ژگیو

است شبکه   یبرا  علاوه  به  ؛پاسخ   عمقکم  یهاآموزش 
شبکهبه تعداد  وسیلة  از  معلم  مدل  عمیق  و    Xهای  لایه 

از تعداد  مدل دانش از هر دو  لایه تشکیل شده  Zآموز  اند. 
تعداد   دانشجو  و  معلم  ماتریس    Gمدل  و  انتخاب  لایه 

آن ویژگی  مینگاشت  استخراج  این  ها  دانش  فاصلة  شود. 
مییهلا بررسی  یکدیگر  با  تابع  ها  و  این ینهبهشود  سازی 

در   سعی  حد    به روش  فاصله    رساندنکمترین  این 
 . [11, 10]دارد

شبکه دانشبرای  و  معلم  عمیق  عصبی  که  های  آموز 
اند، خروجی هر لایه به  لایه تشکیل شده  Zو    Xترتیب از  به

کند. اگر خروجی هر لایه تابعی  لایة بعدی انتقال پیدا می
𝑌از   = 𝐹(𝑊𝐾 ± 𝑏)  آن پایانی  باشد،  لایة  خروجی  گاه 

 ( است:8ها برابر با معادلة )برای هر کدام از مدل
 

(8) 𝑌〈𝑋〉 =  〈𝑋〉𝐹( 〈𝑋〉𝑊 〈𝑋−1〉𝐹( 〈𝑋−1〉𝑊(… ( 1𝐹( 1𝑊𝐾

±  1𝑏)) … ) ±  〈𝑋−1〉𝑏) ±  〈𝑋〉𝑏) 
 
ام    xترتیب به بایاس و تنسور وزن لایة  بهxW و    Xb که

به  تنسورها  ساختار  دارند.  با  اشاره  همراه  بالا  ابعاد  دلیل 
تنسورها  بین  اختلاف  محاسبة  در  دشواری  و  پیچیدگی 
هستند. به همین دلیل مدل پیشنهادی در تلاش است که 
با استفاده از تجزیة تاکر این پیچیدگی را خرد کند و یک  

های کردن مختصات زوایه. پیدا4  

موجود در شکل     
دن نقاط کر . مشخص 5

 تصویر اصلی شده در محاسبه 

اصلی دست  ة . استخراج ناحی2  

  

. ورودی اصلی 1  

6 

1 

2 3 
4 

5 

. تعیین مختصات مچ دست 3  
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از تنسورها را برای محاسبات سریعنمونة ساده تر ایجاد  تر 
لایه به  مربوط  تنسورهای  تجزیة  برای  و  کند.  معلم  های 

وزن  دانش تنسور  ابتدا  پیشنهادشده  مدل  در    Wآموز، 
تجزیه 9معادلة ) شوند.ها تجزیه میلایه به فرم  شدة یک  ( 

 با استفاده از تجزیة تاکر اشاره دارد: xW تنسور وزن 

 

(9) 

 〈𝑥〉𝑊 ≅  〈𝑥〉𝒬 ×1  〈𝑥〉𝑀(1) ×2  〈𝑥〉𝑀(2) …

×𝑁  〈𝑥〉𝑀(𝑁) 
= 

                                      
⟦ 〈𝑥〉𝒬,  〈𝑥〉𝑀(1),  〈𝑥〉𝑀(2), … ,  〈𝑥〉𝑀(𝑁)⟧, 1 ≤ 𝑋 

𝒬〈𝑥〉 که   ∈ 𝑅𝐼1×𝐼2×…×𝐼𝑁  هستة نشان تنسور  دهنده 

لایه   مرتبة    𝑀(𝑖)ام،    𝑥وزن  در  عامل  ماتریس  و    𝑖به  ام 

×1 (𝑖 = 1,2, … , 𝑁)  حاصل و  به  تنسور هسته  بین  ضرب 

عاملماتریس از  اشاره   های  نمونه  هر  همچنین  دارند؛ 

 ( بیان کرد:  10توان به فرم معادلة )( را می9معادلة )
 

(10) 
 
 

( 〈𝑥〉𝑀(𝑋1,𝑖1)
(1)

,  〈𝑥〉𝑀(𝑋2,𝑖2)
(2)

…  〈𝑥〉𝑀(𝑋𝑁,𝑖𝑁)
(𝑁)

) 

(11) 
𝑌〈𝑋〉 =  〈𝑋〉𝐹(⟦ 〈𝑋〉𝒬,  〈𝑋〉𝑀(1),  〈𝑋〉𝑀(2), … ,  〈𝑋〉𝑀(𝑁)⟧ 

× 〈𝑋−1〉𝐹(⟦ 〈𝑋−1〉𝒬,  〈𝑋−1〉𝑀(1),  〈𝑋−1〉𝑀(2), … ,  〈𝑋−1〉𝑀(𝑁)⟧ 

× (… ( 1𝐹(⟦ 〈1〉𝒬,  〈1〉𝑀(1),  〈1〉𝑀(2), … ,  〈1〉𝑀(𝑁)⟧𝐾

±  〈1〉𝑏)) … ) ±  〈𝑋−1〉𝑏) ±  〈𝑋〉𝑏) 

اگر   ادامه  لایة  𝒥〈𝑔〉 در  ویژگی  نگاشت  تنسور  ام    𝑔به 
معلم اشاره کند، فرمت تاکر   در مدل 𝐹〈𝑔〉 شده از هر تابع  حاصل 
 معلم به فرم زیر است:   شده برای تنسور هر لایه از مدل حاصل 
 
(12) 

 〈𝑔〉𝒥
≅  〈𝑔〉𝒞 ×1  〈𝑔〉𝑉(1) ×2  〈𝑔〉𝑉(2) ×1 … ×1  〈𝑔〉𝑉(𝑁)

= ⟦ 〈𝑔〉𝒞, 〈𝑔〉𝑉(1),  〈𝑔〉𝑉(2), … ,  〈𝑔〉𝑉(𝑁)⟧ 

 
𝒞〈𝑔〉 که   ∈ 𝑅𝐼1×𝐼2×…×𝐼𝑁 شده از لایة  به تنسور هستة تجزیه

𝑔    ام مدل معلم اشاره دارد؛ همچنین𝑉(𝑖)    به ماتریس عامل
(  12)   از معادله   هر مورد ام مدل معلم اشاره دارد.    𝑖در مرتبة  

 شود.  ی داده م   ش ی نما   ( 11ة ) به صورت معادل 

 (13 ) 

 〈𝑔〉𝒥𝑘1,…,𝑘𝑁
≅ ∑  

𝐼1

𝑗=1

∑ …

𝐼2

𝑗2=1

∑  

𝐼𝑁

𝑗𝑁=1

 〈𝑔〉𝒞𝑘1,…,𝑘𝑁

        ( 〈𝑔〉𝑉(𝑘1,𝑗1)
(1)

,  〈𝑔〉𝑉(𝑘2,𝑗2)
(2)

…  〈𝑔〉𝑉(𝑘𝑁,𝑗𝑁)
(𝑁)

)

 

 

دانش عمیق  تعداد  مدل  از  تشکیل  𝑍آموز  لایه 
پیدا  هشد انتقال  بعدی  لایة  به  لایه  هر  خروجی  که  است 
خروجی  می اگر  لا کند.  دانشهر  از  یة  تابعی  𝐻آموز  =

𝐹(𝑊𝐾 ± 𝑏)  آن )باشد،  معادلة  عمیق  14گاه  مدل  به   )
 آموز اشاره دارد:شدة دانشتجزیه 
 
(14) 

𝐻〈𝑍〉

=  〈𝑍〉𝐹(⟦ 〈𝑍〉ℒ,  〈𝑍〉𝐴(1),  〈𝑍〉𝐴(2), … ,  〈𝑍〉𝐴(𝑁)⟧ 
× (… ( 1𝐹(⟦ 〈1〉ℒ,  〈1〉𝐴(1),  〈1〉𝐴(2), … ,  〈1〉𝐴(𝑁)⟧𝐾

±  〈1〉𝑏)) … ) ±  〈𝑍−1〉𝑏) ±  〈𝑍〉𝑏) 
 

حاصل تاکر  مدل فرمت  از  لایه  هر  تنسور  برای    شده 

 است: (15) آموز به فرم معادلةدانش

(15) 
 〈𝑔〉𝒦
≅  〈𝑔〉𝒟 ×1  〈𝑔〉𝑆(1) ×2  〈𝑔〉𝑆(2) ×1 …
×1  〈𝑔〉𝑆(𝑁)

= ⟦ 〈𝑔〉𝒟, 〈𝑔〉𝑆(1),  〈𝑔〉𝑆(2), … ,  〈𝑔〉𝑆(𝑁)⟧ 
 

شده  ام حاصل  𝑔تنسور نگاشت ویژگی لایة    𝒦〈𝑔〉 که  

و    𝒟〈𝑔〉 آموز است؛ همچنین  دانش  در مدل 𝐹〈𝑔〉 از هر تابع  

𝑆(𝑗)    نگاشت تجزیه  از  حاصل  هستة  تنسور  به  ترتیب  به 

مرتبة   در  عامل  ماتریس  و  هر   ام  𝑗ویژگی  دارند.  اشاره 

 نمونه از این معادله به فرم زیر قابل بازنویسی است: 

 
(16) 

 〈𝑔〉𝒦𝑘1,…,𝑘𝑁
≅ ∑  

𝐼1

𝑟=1

∑ …

𝐼2

𝑟2=1

∑  

𝐼𝑁

𝑟𝑁=1

 〈𝑔〉𝒟𝑘1,…,𝑘𝑁
(

      

     

  
 

        〈𝑔〉𝑆(𝑘1,𝑟1)
(1)

,  〈𝑔〉𝑆(𝑘2,𝑟2)
(2)

…  〈𝑔〉𝑆(𝑘𝑁,𝑟𝑁)
(𝑁)

)
     

 
 

از تنسور  پس  تجزیه  هایاستخراج  شده  هستة 
و  های دانشی مدلان ی م  یهاهیاز لای  ژگیو  یهانقشه  آموز 

انتقال   بر ویژگی  معلم، قدم آخر در چکانش دانش مبتنی 
در قالب ماژول چکانش است.    آموزدانشدانش از معلم به  

تابع   دلیل  همین  اقلیدوسی    LossIFبه  نرم  بر    L2مبتنی 
شد ضریب  هتعریف  از  استفاده  با  که  عملکرد    𝛼است  بر 
  خطای این روش ، ی به طور کلآموز نظارت دارد. مدل دانش

 ( فرموله کرد:17معادلة )توان به صورت یرا م

 

 ج ینتا -4
و  دادهبخش    نیا ارزیابی  پارامترهای    های یخروجها، 

دانش  یشنهادیپ   ی هامدل و  تجزمعلم  را   وتحلیلیه آموز 
 کند.  یم

 〈𝑥〉W𝑟1,…,𝑟𝑁
≅ ∑  

𝐼1

𝑖1=1

∑ …

𝐼2

𝑖2=1

∑  

𝐼𝑁

𝑖𝑁=1

 〈𝑥〉𝓆𝑟1,…,𝑟𝑁
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 داده مجموعه  -4-1
ا نمونه  نیدر  تمام  از  مجموعه   یهامقاله  در   ةدادموجود 
  استفاده   [24]  تالیجیو در دسترس اطلس دست د  یعموم
برای    دادهمجموعه  نای.  استهشد عمومی  معیار  یک 

روش کهسنجش  است  استخوانی  سن  ارزیابی  از   های 
دست چپ کودکان    کسی ا  ةاشعرادیوگرافی    ریتصو  1400

آفر   ییکایآمر  ، ییاروپا   ،ییایآس تا   صفر  نیسندر    ییقایو 
تشک  هجده مجموعه   است.هشد  لیسال  این  را  مزیت  داده 

همة  می و  رشد  سنین  تمام  پوشش  بخش  دو  در  توان 
بیان کرد. دادهتقسیم  نژادها  و بندی  آموزش  در مراحل  ها 

آموزش   یها براهدرصد داد هفتاد آزمون به این شکل است: 
و   براپانزدهمدل  درصد  پانزدهو    یاعتبارسنج  یدرصد 

آزمون    ماندهیباق  مدل    است.هشد  استفادهبرای  عملکرد 
طر  یبندطبقه  )معادلة    قیاز  )معادلة  18دقت  صحت   ،)
)معادلة  19 بازیافت  معیار  20(،   ،)F1    و  21)معادلة  )

  MAE  . شودیم  نییتع  (22میانگین خطای مطلق )معادلة  
خطاهابه مجموع  تقس  یعنوان  نمونه   میمطلق  حجم  بر 

پ   ن ی)تفاوت ب ( محاسبه یو مقدار واقع  شدهبینییشمقدار 
  ن یسن استخوان تخم  𝑦𝑖برچسب و    𝑥𝑖که در آن   شودیم

 است. هزده شد

(18) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 ± 𝑇𝑁

𝑇𝑃 ± 𝐹𝑃 ± 𝐹𝑁 ± 𝑇𝑁
 

(19) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 ± 𝐹𝑃
 

(20) 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 ± 𝐹𝑁
 

(21) 𝐹1 =
2(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 ± 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 

(22) MAE =
1

𝑛
∑ |𝑦𝑖 − 𝑥𝑖|

𝑛

𝑖=1
 

 

 آموز و معلم دانش هایمدل یاب یارز -4-2
در این مقاله تعداد شش ناحیة مختلف از هر تصویر موجود 

پایگاه داده استخراج  در  اطلس  با  استهشدای  نواحی  این   .
مچ    اند شدهی  گذارنام  ROIاسم   ناحیة  شامل  و    ROI1و 

است. در گام نخست مدل پیشرفتة   ROI2-ROI6انگشتان  
آموزش   تا شش  یک  نواحی  تمام  از  استفاده  با  داده  معلم 

با یک  شود. در گام دوم شش مدل مختلف دانشیم آموز 
  خود ناحیه از این نواحی استخراج شده، تحت نظارت معلم  

می  موزشآ عملکرد  داده  مقایسة  برای  درحقیقت  شوند. 
دانشمدل مختلف  نواحی های  این  از  استفاده  با  آموز 

دانش مدل  شش  تعداد  مستقل    صورتبهآموز  مختلف 
مدل   هر  شد.  داده  با  به  آموزدانشآموزش  مستقل  طور 

دریافت دانش  از  یک  استفاده  و  معلم  عمیق  مدل  از  شده 
)  ROIناحیة   جدول  دید.  آموزش  نتایج  1متفاوت   )

دانش  آمدهدستهب مدل  شش  را  از  معلم  مدل  و  آموز 
با شش  نمایش می را  عملکرد مدل معلم  این جدول  دهد. 
بازیافت، معیار  مدل دانش از نظر دقت، صحت،  و    F1آموز 

آموز  مدل دانشکه    کند میانگین خطای مطلق مقایسه می
و    8/87  دقت   بهدر هر یک از شش ناحیه به طور متوسط  

خطای   شدهم  0/  062میانگین  کنار  هگرا  در  است. 
پیشرفته و آموزدانش  وزنسبک های مختلف و  مدل ، مدل 

 آموزش عمیق معلم قرار دارد که با استفاده از تمام نواحی  
گرا  هم  036/0و میانگین خطای  97/0  دقت  بهاست و  هیدد

میهشد نشان  نتایج  این  مقایسة  مدل  است.  که  دهند 
کند  ی مدل معلم خود عمل میخوببهآموز کمابیش  دانش

دانش  از  استفاده  و  ناحیه  یک  تنها  بررسی  با  توانسته  و 
معلم خود تشخیصی نزدیک به آن داشته باشد؛ درنهایت از  

شش که به بیشترین دقت  مدل  آموز  های دانشمیان مدل 
 یافته بود انتخاب شد.  دست

 
 آموز و مدل معلمدانش مقایسة عملکرد شش مدل (:1-جدول)

(Table-1): Performance comparison of six student models 
and teacher models 

 F1- اریمع افتی باز صحت  دقت هیناح مدل
 نیانگیم

 مطلق  یخطا

آموز  دانش

1 

ROI 

#1 
87 /0 53 /0 56 /0 83 /0 08 /0 

آموز  دانش

2 

ROI 

#2 
83 /0 55 /0 50 /0 90 /0 03 /0 

آموز  دانش

3 

ROI 

#3 
93 /0 64 /0 65 /0 92 /0 09 /0 

آموز  دانش

4 

ROI 

#4 
84 /0 54 /0 55 /0 80 /0 02 /0 

آموز  دانش

5 

ROI 

#5 
86 /0 55 /0 56 /0 86 /0 04 /0 

آموز  دانش

6 

ROI 

#6 
92 /0 65 /0 62 /0 82 /0 08 /0 

 0/ 06 0/ 85 0/ 60 0/ 60 0/ 87 ن یانگیم 

 ROI معلم 

#1-#6 
97 /0 76 /0 77 /0 98 /0 03 /0 

 

دانش  منظوربه مدل  پیچیدگی  نظر  ارزیابی  از  آموز 
و   مصرفی  حافظة  محاسباتی،  پیچیدگی  پارامترها،  تعداد 

معلم،  سازفشردهنرخ   مدل  با  مقایسه  در  و    ی دگیچیپ ی 
در  شبکه  ةانداز آموزشها    یهامدل  یبرا  آزمونو    مرحلة 

جدول    6-آموزدانش در  معلم  با هشد  سهیمقا   (2) و    است. 
دانش  به  وجهت مدل  آموزش   مرحلة  در  در  جدول،  آموز 

پارامتر تولید شدم  44/2حدود تعداد   است که این  هیلیون 
به   معلم  مدل  برای  تقرعدد  بزرگ  طور  عدد   35/9یبی 

مدل  م برای  مرحله  این  محاسبات  تعداد  است.  یلیون 
گیگافلاپ و میزان حافظة گرافیکی   45/0آموز حدود  دانش
مدل   9/0یاز  ن  مورد آزمون  مرحلة  در  است.  گیگابایت 
طور  ی  حال  درآموز  دانش به  یگابایت  گ  12/0یبی  تقرکه 

می استفاده  گرافیکی  در  حافظة  یگافلاپ  گ  45/0کند 
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  25/8  یسازنرخ فشرده  ی ادار   نیهمچنو    شودیم  لیتکم
سبک  را  آن  که  ماست  بر  علاوه  های ژگیو  نیا  کند.یوزن 

برا  ةارائ را  آن  بالا،  دستگاه  یدقت  در  لبه    یهااستقرار 
 کند. ی مناسب م

 
و معلم از نظر   6-آموزدانشهای مدل ةسیمقا(: 2-جدول)

 آزمون و  آموزششبکه در مراحل  ةو انداز یدگیچیپ

(Table-2): Comparison of student-6 and teacher models in 
terms of complexity and network size in two phases of 

training and testing 

 

ها  ی مدلبندطبقهیختگی برای ارزیابی  ردرهمماتریس  
می )استفاده  شکل  در  )  و  ( 3شوند.  ماتریس  4شکل   )

مدلدرهم و  ریختگی  معلم    نشان   آموزدانشهای 
ماتریساستهشدداده این  در  صحة  مجموع ها  .   1حیمثبت 

(TP  به اشاره  هانمونه(  کهیی  ی  بندطبقه ی  درستبه  دارد 
  یهامدل  یاثربخش  یابیدر ارز  یدیعامل کل  کی  اند وشده
و  بندطبقه  هستند  اصلی  قطر  داده  نشان    سی ماتر  یبا 

تعداد  . تعداد سطرها و ستونشودیم به  این ماتریس  های 
اشاره  طبقه مدل  سطرها  های  لذا  ستوندارد؛  اینو   های 
 ی سنی مختلف است. هاگروهشامل  19×19 سیماتر

 

 

 

 

 

 

 

 

 

 

 

 

 

 معلم  مدل یختگیردرهم سیماتر (:3-شکل)
(Figure-3): The confusion matrix of the teacher's model 

 

توان نتیجه  های این دو ماتریس با هم می با مقایسة درایه   
دانش  مدل  عملکرد  که  عملکرد  گرفت  به  نزدیک  بسیار  آموز 
موضوع   این  است.  معلم  که    حائز   یار بس مدل  است  اهمیت 

دانش  در  مدل  موجود  طبقة  نوزده  از  یک  هر  برای  آموز 
تعداد  مجموعه  بیشتر  ی  بند دسته ی  درست به را    ها نمونه داده 

 

1 True Positive 

بندی  دسته   اشتباه  به های که  همچنین تمام نمونه   ؛ است ه کرد 
به طور  شده  خود  اصلی  دستة  به  برای نزدیک   کامل اند   اند؛ 

  اشتباه به ها  برای دستة شانزده سال، تعداد کمی از نمونه   مثال 
 اند.  ی شده بند دسته هفده یا پانزده سال  

 

 آموز دانش مدل یختگیردرهم سیماتر (:4-شکل)

(Figure-4): The confusion matrix of the student's model 
 

( را  3جدول  معلم  مدل  عملکرد  اساس(  معیارهای    بر 
بازیافت، حساسیت و میانگین خطای مطلق   دقت، صحت، 

  گروه   نوزده  یبراآموز  دانش  عملکرد مدلکنند.  گزارش می
  ( 4)مختلف به طور مستقل در جدول    یارهایدر مع  سنی
جدول    .استهشد  یابیارز م(4)طبق    یارهایمع  نیانگی، 
،  72/94دقت    با   بیبه ترت  تیفعال  طبقه  نوزده  یبرا  یابیارز
=  صح   89/96  حساسیت  و   73/64=    بازیافت،  72/64ت 
م  ریقادم  نای  .استهآمد  دستبه مدل  ن دهینشان  که  د 

اعلاوه  دهد؛ یم  صی را تشخ  سن  یخوببه  آموزدانش   ن،یبر 
ناحیة  ارائه   آموزدانشمدل   یک  با  پیچیدگی    ROIشده  و 

را   از معلم کمابیش همان عملکرد مدل معلم  بسیار کمتر 
 کند.  تکرار می

به ادامه  مدل  در  مقایسة  گرافیکی  نمایش  منظور 
ها در شکل  ای عملکرد آنبا معلم نمودار میله  6-آموزدانش

است. در این نمودار عملکرد دو مدل  ه( نمایش داده شد5)
بر مبنای چهار معیار ارزیابی دقت، صحت، بازیافت و امتیاز  

F1  شد بهتر هگزارش  نمایش  منظور  به  ضمن  در  است؛ 
گزارش  اختلاف صد  تا  صفر  بین  نمودار  این  اعداد  ها 

قابل  هشد نمودار  کلی  نمای  در  که  گونه  همان  است. 
  6-آموزاست اختلاف معناداری بین عملکرد دانشه  مشاهد

بین    F1و معلم وجود ندارد؛ تنها اختلاف قابل ذکر امتیاز  
و   دقت  بین  وزنی  میانگین  آن  که  است  مدل  دو  این 

های  حساسیت است، اما از سوی دیگر معیاری که در مدل
در این نمودار  بندی اهمیت بیشتری دارد دقت است که  طبقه 

   شود اختلاف زیادی بین دو مدل وجود ندارد. مشاهده می 
 

 پارامترها تعداد   مدل  مرحله 
محاسبات  

 (گافلاپی)گ
 ةحافظ

 گرافیکی 

نرخ 

سفشرده

 ازی 

 آموزش 
 ×M 44 /2 ⁓ 45 /0 ⁓  G  09 /0  88 /3 6-آموزدانش

 ×M 35 /9 ⁓ 54 /2 ⁓  G  44 /1  1 معلم 

 آزمون
 ×M 08 /0 ⁓ 012 /0 ⁓  G  02 /0  25 /8 6-آموزدانش

 ×M66 /0⁓  14 /0 ⁓   G 11 /0   1  معلم 

ی( 
قع

وا
ن )

 س

0 10 4 3 4 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 3 20 6 8 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 6 2 22 4 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

3 3 6 3 20 3 2 1 2 0 0 0 0 0 0 0 0 0 0 0 

4 2 2 7 4 21 1 1 2 0 0 0 0 0 0 0 0 0 0 0 

5 1 4 5 4 3 45 2 3 1 2 1 0 0 0 0 0 0 0 0 

6 2 0 1 0 0 0 50 2 3 3 1 0 0 0 0 0 0 0 0 

7 0 2 0 4 3 4 2 40 4 8 2 0 0 0 0 0 0 0 0 

8 0 0 0 0 3 0 3 5 54 5 5 0 0 0 0 0 0 0 0 

9 0 0 0 0 0 3 2 3 8 44 4 2 2 0 0 0 0 0 0 

10 0 0 0 0 0 4 0 3 2 4 78 0 6 5 3 0 0 0 0 

11 0 0 0 0 0 0 0 0 3 6 5 75 5 7 3 4 0 0 0 

12 0 0 0 0 0 0 0 3 0 3 5 7 82 5 7 5 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 4 6 5 80 9 6 5 0 0 

14 0 0 0 0 0 0 0 0 0 0 2 4 4 6 76 5 0 3 0 

15 0 0 0 0 0 0 0 0 0 0 0 1 3 8 7 55 6 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 3 6 6 3 57 5 0 

17 0 0 0 0 0 0 0 0 0 0 0 0 4 5 4 5 4 53 5 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 3 7 9 57 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

 سن )پیش بینی شده( 

ن
س

 (
قع

وا
( ی 

 

0 14 4 6 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 2 29 3 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 3 5 28 0 1 2 1 0 0 0 0 0 0 0 0 0 0 0 0 

3 2 2 2 30 0 1 1 2 0 0 0 0 0 0 0 0 0 0 0 

4 2 2 3 2 29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 1 4 2 5 4 48 2 3 1 0 1 0 0 0 0 0 0 0 0 

6 1 0 0 0 2 0 54 1 2 1 1 0 0 0 0 0 0 0 0 

7 0 2 0 4 3 2 2 52 1 3 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 2 0 0 2 65 5 2 0 0 0 0 0 0 0 0 

9 0 0 0 0 0 3 0 3 4 48 4 4 2 0 0 0 0 0 0 

10 0 0 0 0 0 4 0 3 0 3 78 2 7 4 3 0 0 0 0 

11 0 0 0 0 0 0 0 0 2 3 6 80 7 3 3 4 0 0 0 

12 0 0 0 0 0 0 0 3 0 3 0 2 85 3 3 4 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 5 5 5 92 4 3 1 0 0 

14 0 0 0 0 0 0 0 0 0 0 2 1 4 3 80 3 4 3 0 

15 0 0 0 0 0 0 0 0 0 0 0 1 4 7 4 60 3 1 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 3 0 4 1 67 4 1 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 8 4 60 4 

18 0 0 0 0 0 0 0 0 0 0 0 0 4 1 2 5 3 0 65 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

( شده  ی نیب شی )پ سن  
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معیارهای دقت،  بر اساس(: عملکرد مدل معلم 3-جدول ) 

 صحت، بازیافت، حساسیت و میانگین خطای مطلق 
(Table-3): The performance of the teacher model based on 

the criteria of accuracy, Precision, recall, sensitivity and 
Mean Absolute Error 

ن
س

 

 حساسیت  بازیافت صحت  دقت
  یخطا نیانگیم

 مطلق 

0 26/0  ±  98/0 19/0  ±  60/0 12/0  ±  56/0 15/0  ±  99/0 007/0 

1 14/0  ± 97/0 25/0  ± 78/0 56/0  ±  60/0 82/0  ±  99/0 02/0 

2 13/0  ±  97/0 61/0  ±  70/0 46/0  ±  68/0 53/0  ±  98/0 016/0 

3 13/0  ±  97/0 47/0  ±  75/0 01/0  ±  69/0 99/0  ± 99/0 017/0 

4 57/0  ± 97/0 35/0  ±  76/0 33/0  ±  65/0 07/0  ±  99/0 012/0 

5 54/0  ± 96/0 83/0  ±  67/0 16/0  ±  78/0 44/0  ±  97/0 011/0 

6 14/0  ± 98/0 58/0  ±  87/0 79/0  ±  90/0 10/0  ±  99/0 009/0 

7 84/0  ± 96/0 54/0  ± 75/0 31/0  ±  75/0 96/0  ±  98/0 004/0 

8 62/0  ±  97/0 91/0  ±  83/0 52/0  ± 86/0 00/0  ±  98/0 011/0 

9 35/0  ±  96/0 28/0  ±  75/0 16/0  ±  72/0 77/0  ±  98/0 013/0 

10 51/0  ±  96/0 75/0  ±  78/0 60/0  ±  82/0 80/0  ±  97/0 012/0 

11 40/0  ±  96/0 75/0  ±  78/0 26/0  ±  84/0 86/0  ±  97/0 01/0 

12 07/0  ±  96/0 38/0  ±  82/0 65/0  ±  77/0 08/0  ±  98/0 012/0 

13 23/0  ±  95/0 56/0  ±  80/0 68/0  ±  80/0 39/0  ±  97/0 009/0 

14 12/0  ±  95/0 07/0  ±  80/0 74/0  ±  74/0 25/0  ± 98/0 013/0 

15 18/0  ±  95/0 05/0  ±  75/0 45/0  ±  68/0 80/0  ±  98/0 084/0 

16 42/0  ± 97/0 53/0  ±  83/0 08/0  ±  81/0 43/0  ±  98/0 019/0 

17 41/0  ± 97/0 77/0  ±  73/0 22/0  ±  88/0 65/0  ±  97/0 008/0 

18 04/0  ±  97/0 93/0  ±  81/0 91/0  ±  92/0 18/0  ±  98/0 006/0 
 

معیارهای  بر اساس 6-آموز (: عملکرد مدل دانش4-جدول ) 

 دقت، صحت، بازیافت، حساسیت و میانگین خطای مطلق 
(Table-4): The performance of Student-6 model based on the 
criteria of accuracy, Precision, recall, sensitivity and Mean 

Absolute Error 

ن
س

 

 حساسیت  بازیافت صحت  دقت
  یخطا نیانگیم

 مطلق 

0 58/0  ± 96/0 90/0  ±  43/0 35/0  ±  37/0 92/0  ± 98/0 013/0 

1 20/0  ±  95/0 94/0  ± 50/0 82/0  ± 50/0 77/0  ±  97/0 09/0 

2 30/0  ±  96/0 49/0  ±  61/0 01/0  ±  46/0 48/0  ± 98/0 008/0 

3 47/0  ± 95/0 48/0  ± 50/0 04/0  ±  41/0 43/0  ±  97/0 0101/0 

4 23/0  ±  96/0 33/0  ±  52/0 16/0  ±  56/0 44/0  ±  97/0 0112/0 

5 84/0  ± 95/0 90/0  ±  63/0 64/0  ±  73/0 30/0  ±  97/0 008/0 

6 19/0  ±  97/0 36/0  ±  80/0 73/0  ±  80/0 50/0  ±  98/0 01/0 

7 22/0  ± 94/0 11/0  ±  57/0 64/0  ±  63/0 51/0  ±  96/0 007/0 

8 17/0  ±  95/0 78/0  ±  72/0 45/0  ± 72/0 81/0  ±  97/0 014/0 

9 22/0  ± 94/0 38/0  ±  64/0 54/0  ± 58/0 79/0  ±  97/0 012/0 

10 43/0  ±  94/0 24/0  ± 74/0 29/0  ±  72/0 64/0  ±  96/0 021/0 

11 31/0  ±  94/0 40/0  ±  69/0 74/0  ±  78/0 37/0  ±  96/0 01/0 

12 92/0  ± 93/0 09/0  ±  70/0 18/0  ±  71/0 81/0  ±  96/0 013/0 

13 43/0  ±  92/0 13/0  ±  69/0 68/0  ±  63/0 53/0  ±  96/0 018/0 

14 18/0  ±  93/0 94/0  ± 76/0 18/0  ±  66/0 35/0  ±  97/0 01/0 

15 90/0  ±  94/0 95/0  ±  68/0 36/0  ±  63/0 93/0  ±  97/0 079/0 

16 97/0  ±  95/0 57/0  ±  71/0 62/0  ±  72/0 87/0  ±  97/0 011/0 

17 43/0  ±  95/0 05/0  ±  66/0 78/0  ±  75/0 55/0  ± 97/0 013/0 

18 11/0  ±  97/0 23/0  ±  71/0 08/0  ±  91/0 62/0  ±  97/0 01/0 

 

  ی شنهاد ی عملکرد مدل چکانش دانش پ   ل ی تحل   -4-3

 چکانش دانش   ی ها ک ی تکن   ر ی با سا   سه ی در مقا 

ا تحل  نیدر  ب  لیبخش  دانش    نیعملکرد  چکانش  مدل 
روشده  ارائه  سه  سا  گرید  کردیو  اساس  بر    یهامدل  ریکه 

دانش  م   چکانش  مقایسه .  شود ی انجام  با    رابطه   در ها  این 

اند،  شده   ی طراح   ی ژگ ی و و   ی ادآور ی دقت، دقت،    ی ها ی ر ی گ اندازه 
 : شوند ی انتخاب م   ر ی ز   KD  ی ها روش   ها، سه ی مقا   ن ی ا   ی برا 
1  .O-KD   :  نخستین  نیا چکانش  مطالعه در مورد    مدل 

که  دانش دانش  است  وآموز  شبکة  اساس    ی هایژگیبر 
توسط    جادیا پایانی  شده  داده  آموزش    معلم  ةشبکلایة 
 . نام دارد محورروش دانش پاسخدر اصطلاح  شود ویم
2  .FitNet  ا دانش   ةمطالع  نخستینروش    ن ی:    چکانش 

دانش شبکة  مدل  این  در  است.  ویژگی  بر  آموز مبتنی 
معلم شبکی  ان یم  یها هیلا   ی ژگیو  ی هانقشه براساس     ة 

 . شودآموزش داده می

3  .T-KD  چند معلم بر آموزش و عملکرد    ،مدل   نی: در ا
دانش دارند.  مدل  نظارت  لاآموز  و    یانیم  هاییهدانش 

دانش  یانیپا   یةدانش لا به  و  ادغام  با هم  آموز  هر معلم 
علاوهشودمیمنتقل   ا.  تصادف   ن، یبر  طور  به  معلم    ی هر 

لا  یگروه به  یآموزدانش  یهاهیاز  جداگانه   را  صورت 
 . دهدمیآموزش 

 

 
و مدل   6-ای عملکرد مدل دانش آموزنمودار میله (:5-شکل)

 F1معلم با چهار معیار ارزیابی دقت، صحت، بازیافت و امتیاز 

(Figure-5): Comparing performance of Student-6 and teacher 
model by Accuracy, Precision, Recall, and F1-measure 

 

  ةدادمجموعه  یبر رو  ( 5)شده در جدول  ارائه  یهاروش
ها با  آن  یاند. خروجشده  سازییادهپ اطلس دست دیجیتال  

ین  ا  است. برهشد  سهیما مقا  یشنهادیپ   چکانش دانشمدل  
دانشمدل    آموزدانش،  اساس بهتر  چکانش  از  مدل    نیما 

مع  FitNetو    O-KD  ،T-KD  ییدانشجو چهار  نظر    ار یاز 
م  اریبس  یابیارز عمل  باکندیبهتر  جدول،  به    توجه  . 
=    یشنهادیپ   روش  یبرا  یابیارز  یارهایمع   ،٪97دقت 

 است  ٪98=    حساسیت  و   ٪76=    بازیافت  ،٪76=    صحت
پ   برتری  ة دهندنشان  که   یبندطبقه   یبرا  یشنهادیمدل 

 است.  گرید ی هامدل بهنسبت 
اثبات   تصادفی  یبرتربرای  روش  و  نتایج  نبودن 

د  شدهارائه  روش  به سه  طر  گرینسبت  یک   tآزمون    قیاز 
شد انجام  آزمون  و    هارزیابی  این  جدول  نتایج    (6)در 

  ی است که برا   ی آمار استنباط   ک ی   tاست. آزمون  ه شد داده نشان 
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  ة دو گروه و نحو  ن ی انگ ی م  ن ی ب  داری ی تفاوت معن  ا ی آ  نکه ی ا   ن یی تع 
 . شود ی استفاده م   ر ی خ   ا ی ها وجود دارد  ارتباط آن 

 
در   یشنهادیعملکرد مدل چکانش دانش پ یلتحل(: 5-جدول ) 

 چکانش دانش  هاییکتکن  یربا سا یسهمقا

(Table-5): performance analysis of the proposed knowledge 
Distillation model compared to other knowledge Distillation models 

 ت یحساس افتی باز صحت  دقت مدل

O-KD 78/0 ± 74 /0 90/0 ± 59 /0 47/0 ± 58 /0 17/0 ± 78 /0 

FitNet 99/0 ± 78 /0 85/0 ± 58 /0 08/0 ± 57 /0 90/0 ± 77 /0 

T-KD 08/0 ± 89 /0 70/0 ± 61 /0 43/0 ± 60 /0 84/0 ± 89 /0 

مدل 

 ی شنهاد یپ
08/0  ±  97/0 82/0  ±  76/0 06/0  ±  76/0 0002/0  ±  98/0 

 
 

  ریبا سا یشنهادیروش پ ةسیمقا -5
 سن استخوان یابیمطالعات ارز

روش  چندین  سن    تاکنون  خودکار  ارزیابی  مختلف 
ارائه شد  روش ه استخوانی  این  تمام  که  مبنا ها  است  دو  بر  ی 

سنتی   بخش    TWو    GPروش  این  ا عمده هستند.  از  ی 
ها بر روی تصاویر خصوصی و یا محدود به ردة سنی و  روش 

آزمایش   خاص  به   اند شده نژاد  به  که  دسترسی  عدم  دلیل 
نیستند. از بین    تکرار یسه و  مقا   قابل ها این نتایج  اطلاعات آن 

ارائه روش  شده تعداد کمی روش وجود دارد که بر روی  های 
آزمایش    DHAی  ا داده مجموعه  و  این  اند شده طراحی  در   .

بر روی  های اجرا بخش یک مقایسه بین روش  و    DHAشده 
ارائه  شد روش  انجام  مقاله  این  در  در    طور همان   ، ه شده  که 

ی دو معیار دقت و  بر مبنا این مقایسه   ، ه شد   داده  نشان جدول 
 .  است ه گرفت   صورت میانگین خطای مطلق  

 
روش پیشنهادی با    T  ی آمار (: مقایسة نتایج آزمون  6-جدول ) 

 های چکانش دانش دیگر روش 

(Table-6): Comparing the results of the T-test of the 
proposed method and other knowledge extraction methods 

 𝐓𝐒𝐭𝐚𝐭𝐢𝐬𝐭𝐢𝐜 𝐓𝐂𝐫𝐢𝐭𝐢𝐜𝐚𝐥 p-Value مدل اریمع

 دقت
O-KD 8237/5 - 4522/5 00542/0 

FitNet 0087/0 - 1354/1 0173/0 

T-KD 123/2 - 1338/1 04577/0 

 حساسیت 
O-KD 7521/4 - 0755/2 00862/0 

FitNet 2001/5 - 6563/2 0123/0 

T-KD 3533/0 - 0012/1 0376/0 

معیار  

-F1 

O-KD 8443/7 - 7593/2 0089/0 

FitNet 3054/1 - 0963/1 0063/0 

T-KD 0078/1 - 4637/1 0312/0 

 ویژگی 
O-KD 4573/6 - 664/2 0075/0 

FitNet 6733/3 - 8522/0 0663/0 

T-KD 8883/0 - 7842/1 0354/0 

 صحت 

O-KD 412/8 - 5855/3 0085/0 

FitNet 3687/6 - 9433/2 0011/0 

T-KD 0459/1 - 657/1 037/0 
 

ذکر روش  ) های  جدول  در  از  7شده  استفاده  با   )
اند، از یادگیری ماشین  سازی شده یاده پ های مختلف  یتم الگور 

تا   ت ب .  CNNی  ها شبکه گرفته    آمده دست به نتایج    به   وجه ا 
واضح است که    کامل شده به طور  ی ذکر ها مدل وسیلة همة  به 

دیگر  شده در این مقاله عملکرد بهتری در مقایسه با  روش ارائه 
م   ی استراتژ   که   ی طور   به ها دارد.  روش    نوزده تمام    تواند ی ما 

استخوان طبقة   با   ی سن  خطای    ٪ 96/ 47دقت    را  میانگین  و 
بس   ی بند طبقه   0/ 087مطلق   که  سا   ار ی کند  از    ر ی بالاتر 

 ست. کردها ی رو 
 

های  (: مقایسة نتایج مدل پیشنهادی با سایر روش 7-جدول ) 

 ة اطلس دست دیجیتال داد مجموعه شده بر روی  ارائه 
(Table-7): Comparing the results of the proposed model and 

other methods presented on the digital hand atlas dataset 

 دقت ROI روش 

 نیانگیم

  یخطا

 مطلق 

[25 ] CNN  83/ 4 بله - 

[26] Regression 4/ 7 - ریخ 

[27 ] CNN 4/ 14 - ریخ 

[28 ] SVM 6/ 05 - خیر 

[29 ] Fuzzy Classifiers 79 ریخ - 

[30 ] Histogram 

technique 
 1/ 70 - ریخ

[20 ] CNN+ SVR 67 خیر - 

[31 ] CNN 5/ 90 - خیر 

[9] CNN  83 بله - 

Capsule Network [32]   90/ 85 خیر 

DNN [33 ]  3/ 58 88/ 11 خیر 

Hidden Markov [34]   91/ 10 خیر 

[12 ] KD  0/ 022 95/ 16 بله 

 0/ 012 96/ 47 بله ی شنهادیپ روش
 

ارائه  مقالة  در  در  مدل    [ 32] شده  یک  از  نویسندگان 
لایه  شبکه  دو  از  که  کردند  استفاده  کپسولی  عصبی  های 
کند، اما این روش آن گونه که  های داخلی استفاده می نورون 

اشاره  نیز  جدول  الگوریتم  در  هیچ  از  منظور    ROIشده  به 
نکرده  استفاده  مهم  نقاط  نمی استخراج  لذا  روش  است؛  تواند 

در   همچنین  باشد؛  استخوانی  سن  تشخیص  برای  مطمعنی 
ارائه  در  مقالة  مدل    [ 34] شده  بر  مبتنی  روشی  نویسندگان 

اند، اما مشکل این روش عدم توجه  مخفی مارکوف ارائه داده 
به تنوع در مدل یادگیری است که سبب کاهش جامعیت آن  

 است. ه  در مشاهده با دادة دیده نشد 
 

 گیری نتیجه -6
در این مقاله یک معماری جدید مبتنی بر چکانش دانش  

از شبکة تجزیه  پاسخ و ویژگی  بر  به دو شکل مبتنی  شده 

دانش شبکة  به  استخوان  معلم  سن  ارزیابی  برای  آموز 

کامل خودکار بر   روش به طوراین   طراحی و آزمایش شد.
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مچ    1400شامل   DHA یهادادهمجموعه روی   تصویر 

نژادهای   از  ساله  هجده  تا  صفر  سالم  کودکان  از  دست 

سیاه اسپانیایی،  در  آسیایی،  شد.  اجرا  قفقازی  و  پوست 

ی بر روی تصاویر انجام  بندقطعهپردازش یک  یشپ قسمت  

تمامی  یم شامل  تصاویر  از  مختلف  ناحیة  شش  و  شود 

ROIروش یها TW   جدا تصاویر  طول  یماز  در  شود. 

طور   به  چرخش  و  اندازه  تغییر  با  تصاویر  مدل،  آموزش 

تقویت   تصاویر  یممصنوعی  تعداد  تا  و  یش  افزاشوند  یافته 

یک  سن،  تشخیص  بخش  در  شود.  حاصل  بالاتری  دقت 

بر روند یادگیری یک   CNN ساختار پیشرفتةشبکة معلم با 

نظارت    CNNشده از معماری سادة  ساخته  آموزدانشمدل  

که  یم معلم    آموزدانشکند  مدل  رفتار  از  تقلید  به  را 

مدل  یمهدایت   دانش    آموزدانشکند.  از  استفاده  با 

حاوی  منتقل که  معلم  از  هادادهشدة  ویژگی  هانقشهیی  ی 

آن یهلا آخرین لایة خروجی  و همچنین  معلم  میانی  های 

داده   آموزش  بهرهیماست،  با  بینش شود.  این  از  گیری 

دانش مدل  میمفید،  شباهت  آموز  با  را  معلم  شیوة  تواند 

دانش  و  کند  تقلید  را  زیاد  دقیق جا به آموز  معلم  کند؛  ی  تر 

را  ی درحال  معماری  می پیچیده   مراتب به که  نگه  در  تر  دارد. 

آزمون  مدل،  ارزیابی  و  نتایج  جمله  ها قسمت  از  مختلفی  ی 

شود. عملکرد  ی م یده انجام  د آموزش ی شبکة ازپیش  ها آزمون 

طراحی  نظام  سایر  بهتر  با  مقایسه  در  وسیلة  به   ها روش شده 

آزمون  تمامی  پیشنهادی  ی م یید  تأ   ها نتایج  روش  دقت  شود. 

خطای    92/ 47 میانگین  به  و  دست    0/ 87درصد  درصد 

از  ی م  داریم  قصد  پیشنهادی،  روش  تقویت  برای  یابد. 

افزودن دانش  روش  یادگیری برای  انتقال  های جدیدی مانند 

با تنظیم دقیق استفاده    تر کوچک در یک مدل بزرگ به مدل  

 .کنیم   استفاده قابل های لبه  کنیم تا آن را در دستگاه 

روش  این  کاربرد  به  توجه  باید  با  قانونی،  پزشکی  در  ها 

را در نظر گرفت؛ به علاوه در    ]35[ها  حفظ محرمانگی داده 

آید و  ها، عواقب قانونی به وجود می صورت تهاجم به این نظام 

 . ]36[ممکن است نظام مورد سو استفاده قرار گیرد 
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