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 چکیده 
ها نیز افزایش  های اینترنت اشیا برای کاربردهای مختلف، تهدیدات و حملات مربوط به این نوع شبکهبه موازات رشد استفاده از شبکه

کرده بهسامانهاست.  پیدا  نفوذ  تشخیص  و  های  تشخیص  اینمنظور  در  حملات  شبکه شناسایی  قرار  گونه  استفاده  مورد  و  طراحی  ها 

هایی که از شبکه قرار است صورت بگیرد، کرده و این موضوع را به  ها و نفوذها و یا سوءاستفادهگیرند و اقدام به شناسایی خرابکاریمی

می مربوطة شبکه  بیشتر  اطلاع مسئول  در  نفوذ، روشهای  سامانهرسانند.  الگوریتمتشخیص  و  از جمله  ها  مختلفی  ی  هاتمیالگورهای 

یادگیری عمیق استفاده می و  ماشین  یادگیری  بر  به  مبتنی  به طور معمول نسبت  اما  معایبی هستند،  و  مزایا  کدام دارای  که هر  شود 

سالروش در  دارند.  کمتری  صحت  نرخ  ترکیبی  ناهنجاریهای  بر  مبتنی  تشخیص  در  اخیر  طبقه  های  ترکیب  ایدة  استفاده از  بندها 

های  است. ما در این پژوهش، برای افزایش سرعت الگوریتم در شناسایی و دستیابی به نرخ درستی و صحت بالاتر از ترکیب روشهشد

ایم؛ تشخیص نفوذ پیشنهادی خود استفاده کرده  سامانة( برای طراحی  CNNهای عصبی پیچشی)( و شبکه(PCAتحلیل مؤلفة اصلی یا  

دادهبه  PCAاز   حجم  و  ابعاد  کاهش  جدید  منظور  دادة  و  کند  کمک  ما  اصلی  الگوریتم  کارایی  افزایش  به  تا  بردیم  بهره  ورودی  های 

بندی مبتنی بر شبکة عصبی عمیق  گیرد؛ همچنین ما از دو سطح از دسته قرار می  CNNبند  تولیدشده با این الگوریتم در اختیار طبقه

و   داده  چندطبقهپیچشی دودویی  و  ابتدا حملات  که  این صورت  به  بردیم.  بهره  شناسایی حملات  بهبرای  نرمال  بند  وسیلة طبقههای 

از هم جداسازی می  بهعمیق دودویی  نوع حملات صورت  چندطبقهبند عمیق  وسیلة طبقهشوند؛ سپس  تفکیک  و  گرفته به شناسایی 

و دسته آزمایشبندی حملات صورت میپرداخته شده  نتایج  بر اساس  انجامگیرد.  واقعی حملات، شاهد رشد  شده روی دادههای  های 

 ایم.های مطرح دیگر بودهنرخ صحت و درستی روش پیشنهادی نسبت به بسیاری از روش

 

 اصلی. های ، تحلیل مؤلفهچندطبقه بند بند دودویی، طبقهتشخیص نفوذ، شبکة عصبی پیچشی، طبقه سامانةواژگان کلیدی: 

 

Two-level intrusion detection system for Internet of 

Things network based on deep learning  
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Abstract 
Along with the growth in the use of Internet of Things networks for various applications, threats and 

attacks related to these types of networks have also increased. Intrusion detection systems are designed 

and used to detect and identify attacks in this type of networks, and to identify intrusions or abuses that 

are going to take place from the network, and to inform the relevant authorities about this issue. In most 

intrusion detection systems, various methods and algorithms are used, including deep neural networks 
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(DNNs), support vector machines (SVM), or multilayer perceptron (MLP), and other traditional 

machine learning models. Each method has advantages and disadvantages, but it usually has a lower 

accuracy rate than combined methods. In recent years, the idea of combining classifications has been 

used for anomaly-based diagnosis. In this research, to reach better accuracy, we used the combination of 

principal component analysis (PCA) and convolutional neural network (CNN) algorithms to design our 

intrusion detection system. In the initial step of the proposed method, after preprocessing including 

conversions and normalizations, valuable features for classification are extracted. In this study, the 

NSL-KDD dataset, which has been mentioned in many scientific articles as a valid reference dataset in 

the field of intrusion detection, has been used. In fact, due to the high number of data dimensions and 

the high dispersion of feature values, we used a dimension reduction method. The dimensionality 

reduction method used in this research is principal component analysis (PCA). In the PCA method, the 

dimensions of the data are reduced in such a way that the reduced dimension data also includes the vital 

information of the dataset. We used PCA in order to reduce the size and volume of the input data to help 

increase the efficiency of our main algorithm and the new data generated with this algorithm is provided 

to the CNN classifier. A convolutional neural network is a special type of neural network with multiple 

layers that processes data that has a grid arrangement and then extracts important features from them. 

Here, accurate pattern learning and deep insight from the given data are our two main reasons for using 

CNN. In the proposed approach, we have two level classification including binary CNN and multi-class 

CNN, for detecting attacks and exact type of them, respectively. That is, firstly attacks and normal data 

are identified by binary classification and then by multi-class classification, the types of attacks are 

identified and separated. In fact, the type of attacks which includes one of DoS, U2R, R2L and Probe 

cases is determined using second convolutional neural network. Based on the obtained results, we have 

witnessed the growth of the accuracy rate of the proposed method compared to many other popular 

methods. In the evaluation of accuracy parameter values for different phases of training and testing, 

competitive results are observed for binary classification phase. Here we consider the number of 15 

rounds. As it is clear from the graph related to training, the accuracy values in the final courses have 

reached 0.94. The accuracy of the test has also approached the value of 0.9 in the last round. Also, the 

results obtained in multi-class CNN are such that the accuracy value is 0.99 in the classification of the 

training data samples and 0.97 in the classification of the test data samples. Moreover, the cost graphs 

for training and testing courses of multi-class CNN are shown. The cost of training and testing in the 

final round is 0.06 and 0.09, respectively. 

 

Keywords: Intrusion detection system, Convolutional neural network (CNN), Binary classifier, Multi-

class classifier, Principal component analysis (PCA). 
 

 

 مقدمه-1
  ، یو مخابرات  ی ارتباط  عیامروزه با رشد روزافزون ابزار و صنا

فناور  اتتأثیرشاهد   توجه  بخش  ی قابل  در    یهااطلاعات 
ا  یکی.  میمختلف هست ابخش  نیاز  )  نترنتیها  (  IOTاشیا 

ااست شبکه   نترنتی.  از  است  عبارت  اش  یااشیا    ی ایاز 

شده  نترنتیا  وسیلةبهکه    یکیزیف متصل  هم    IOTاند.  به 
کو  نخستین توسط  سال    نیبار  در  مورد    1999اشتون 

ا قرارگرفت.  م   ایاش  نترنتیاستفاده  اجازه  ما  که    دهدیبه 
بفهمند و    توانند یکه م  یهوشمند   ا یروزمره را به اش  یایاش

  ی ایاش اینترنت. م یکن لیواکنش نشان دهند، تبد  طیبه مح
اشیا  هاون یلیکرده در نسل حاضر که مظهور و   را  دستگاه 

متصل   هم  برا  یهدف    ،کرده به  با  ستهکرها  یجذاب   .
ی  هایحال فناورنیباا ر،یاخ  یهادر سال IOT ةوجود توسع

  یاریبس  دی ند که بااییهنوز در مراحل ابتدا  IOT  مبتنی بر
فن مشکلات  مهم   ی ک ی د.  شوبرطرف    IOTدر    یاز    ن ی تر از 

  ها، رساخت ی ز   ت ی است که شامل امن   ت ی امن   IOTها در  چالش 
  سامانه  ی عموم   ت ی افزار و امن نرم  ت ی امن  ، ی ارتباط  ة شبک  ت ی امن 

تهد است  م   ی دات ی .  نهادها   تواند ی که  تأثیر    ا ی اش   نترنت ی ا   ی بر 

متعددند  کانال   ؛ گذارد  هدف  با  حملات    ی ارتباط   ی ها مانند 
تهد  ساخت    ت ی روم مح   ، ی ک ی ز ی ف   دات ی مختلف،  خدمات،  از 

  . ]4[گر ی موارد د   ی ار ی و بس   ت ی هو 
کارآمدتر  یکی در    صیتشخ  ی هاروش  نیاز  نفوذ 

  .است  ن یماش  یریادگیبر    ی مبتن  ی هاروش  ،ایاش  نترنتیا
تنظ  نیماش  یریادگی ش  میبه  اکتشاف  و    هاوهیو 

بر    پردازدیم   ییها تم یالگور آن اکه  راساس  و    هاانهیها 
توسامانه و  یتعل  یی اناها  هدف  کنند یم  دایپ   یریادگیم   .

را  ن یا  نیماش  یریادگی که  سامانه  ها انهی است  بتوانند و  ها 
 ةفیدر انجام وظ  یبهتر  ییها کاراداده  ش یو با افزا  جیتدربه

پ  ط  دایموردنظر  در    یی هاپژوهش  فیکنند.  حوزة  که 
لحاظ   ،شودیمانجام    نیماش  یریادگی به  است.  گسترده 

  یاتازه  یریادگی   یهاکه روش  نداگران بر آنپژوهش  ینظر
ی را برا  یریادگی  تیفیو ک  یریپذ و امکان  اورند یبه وجود ب

سو  خود  یهاروش در  و  کنند  از   یاعده  گرید  یمطالعه 
را    ینیماش  یریادگی   یهاروش  کنندیم   یگران سعپژوهش

تازه مسائل  کنند.    یابر  کمک    نیماش  یریادگیاعمال 
صرفه  یفراوان هز  ییجوبه  بهبود    ی اتیعمل  یهانهیدر  و 

 . ]13[کندیها م داده لیو تحل هیسرعت عمل تجز
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از  حاصل  جینتا  حوز  ها پژوهششده   یریادگی  ةدر 

عمیق  نیماش یادگیری  سال  و    ة دهندنشان  ریاخ  یهادر 

مقاروش  نیا  ی بالا  ییکارا   ؛ ستهاروش  ر یبا سا  سهی ها در 

با    ایاش  نترنتینفوذ در ا  صیروش تشخ  کی  ةارائ  جهیدرنت

از   و    پژوهشیموضوع    کی  قیعم  یریادگیاستفاده  جذاب 

. در ادامه  است  ایاش  نترنتیا  تیامن  ةنیدر زم  د روش کارآم

و    ، معرفی روش پیشنهادیلهئمسپیشینة موضوع، بیان  به  

و  پژوهش    تیاهم روش  این  ارزیابی  به  اقدام  درنهایت  و 

 پرداخت.   میخواهگیری نهایی همچنین نتیجه 

 

 پیشینه -2
شده  های سنتی ارائه در این بخش به بررسی برخی از روش

پردازیم. در  می  IOTها برای تشخیص نفوذ در  در پژوهش

مکانیسم   معماری،  روی  بر  تمرکز  با  مقالات  بررسی  ادامة 

رفع حملات  و  نفوذ  )درمانتشخیص  انجام  شده  شده( 

نخستین  می رضا    IOTدر    NIDS  سامانةگیرد؛  توسط 

منبع   در  همکاران  و  عنوان    ]18[شهید   SVELTEتحت 

 1بلادرنگ   سامانةیک    سامانهسازی شد. این  طراحی و پیاده

اساس   بر  که  بود  نفوذ  تشخیص  و   hybrid signatureدر 

های تشخیص آنومالی طراحی شد. تمرکز کار در این  روش

از   مسیریابی  حملات  روی  بر  و    spoofingقبیل  پژوهش 

sinkhole    این می   سامانه است.  ادغام  را  ماژول  کند:  سه 

6Mapper   فراهم وظیفة  دارد،  که  برعهده  را  اطلاعات  کردن 

داده یک   تحلیل  اساس  بر  نفوذ  تشخیص  های  مؤلفة 

کوچک نگاشت  آتش  دیوار  یک  و  نودهای    2شده  برای  که 

offload    های ناخواسته قبل از ورود  ترافیک   پالایة با استفاده از

شد  داده  توسعه  عامل    SVELTEاست.  ه منابع  سیستم  در 

Contiki   این  پیاده شد.  حملات    سامانهسازی  شد  موفق 

sinkhole    نرخ با  با    3TPR  % 90را  کوچک  شبکة  یک  در 

تشخیص    5در شبکه بدون اتلاف   TPR  % 100و تقریباً    4اتلاف 

این   اصلی  مشکل  باوجوداین،  تشخیص    سامانهدهد؛  در 

 بود.   Dosحملات  

به   ]2[کاسینتن و همکاران در منبع   پژوهش  در یک 

پرداختند. با وجود    IOTدر  DOSمطالعه و بررسی حملات 

IDS Probe   توزیع ارائه های  معماری  یک  شده،  شده 

حقیقت   در  است.  متمرکز  که    IDS Probeمعماری  ها 

اسنیف    6قاعده اند، شبکه را در حالت بیهای خارجیماژول

ها را از طریق یک ارتباط سیمی به  کنند و سپس دادهمی
 

1 Real time 
2 Mini firewall 
3 True positive rate 
4 Lossy 
5 Lossless 
6 Promiscuous mode 

می  NIDSسمت   زمانیاصلی  با  فرستند.  ترافیک  که 

امضای یک حمله مطابقت داده شد یک هشدار به سمت  

حفاظت   می  Dosمدیریت  شبکه،  ارسال  مدیر  شود. 

را   حمله  یک حفاظت  اضافی  با  اطلاعات  سری 

اشتباه آوری جمع  هشدار  نرخ  و  کرده  آنالیز  را    7شده 

می  راه کاهش  این  در  دهد.  موجود  محدودیت  حل 

SVELTE   از بین می نفوذ  را  این  تشخیص  زیرا  برد؛ 

حملات   درنتیجه  نیست؛  وابسته  معماری  در    Dosبه 

 گذارد. روی آن تأثیری نمی   IOTشبکة  

  IOT  یهاسامانهبرای    IDSیک    ]19[جان در منبع  

اساس   پیچیده   فناوریبر  رویداد  که  CEP)  8پردازش   )

در   نوظهور  و  کارآمد  فناوری  پردازش   پالایهیک  و 

حل  رویدادهای بلادرنگ است، پیشنهاد داد. این یک راه

پیامایده برای  بود.  آل  کم  تأخیر  با  و  زیاد  با حجم  های 

این   نیازهای  می  فناوریدرنتیجه  برای  نیز   IOTتواند 

آن  درواقع  گیرد.  قرار  استفاده  عملکرد  مورد  یک  ها 

با    سامانهارائه کردند. این    خارج از خط را به جای    برخط

سپس  ، شروع به کار IOTهای آوری داده از دستگاهجمع 

داده از  را  میرویدادها  استخراج  درنهایت،  ها  و  کند 

  9رویدادهای امنیتی را با استفاده از انبار پردازش رویداد 

(EPR  موتور و   )CEP  می رویکرد  تشخیص  این  دهد. 

مصرف   موجب  کم    CPUپیشنهادی  حافظة  و  زیاد 

این  می   CPU  %62داده،    800Kبرای    سامانهشود. 

کند. همچنین زمان حافظه اشغال می 730MBمصرف و 

آن   کلی    422پردازش  حالت  در  که  است  ثانیه  میلی 

 عملکرد بهتری دارد.   IDSسنتی  سامانةنسبت به یک 

 IOTهای تشخیص نفوذ در  در ادامه به بررسی روش

می ماشین  یادگیری  بر  و  مبتنی  نوبخت  پردازیم. 

مبتنی بر میزبان تحت   IDSیک    ]5[همکاران در منبع  

دستگاه  IOT-IDMعنوان   در  برای  هوشمند  های 

کردند.  محیط ارائه  هوشمند  خانة  یک    IOT-IDMهای 

بین   جریان  در  ترافیک  حملات،  تشخیص  منظور  به 

از معماری شبکة    سامانه کند. این  می  پایشها را  دستگاه

محور نرم می  (SDN)  10افزار  از  بهره  همچنین  و  برد 

میزبانروش از  برای حفاظت  یادگیری ماشین  و  های  ها 

می استفاده  حملات  از    IOT-IDMکند.  کاهش  درکل 

می تشکیل  مجزا  ماژول  عبارتپنج  که  از:  شود  اند 

دستگاه استخراج گرحس،  11ها مدیریت  ویژگی،  ،  کنندة 

 

7 False alarm rate   
8 Complex Event Processing 
9 Event Processing Repository 
10 Software defined networking 
11 Device Manager 
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کاهش واحد  و  تشخیص  رویکرد  1واحد  این  در   .

(  SVM)  2های ماشین بردار پشتیبان پیشنهادی از روش 

رگرسیون   استفاده    3ترابری و  نفوذ  تشخیص  برای 

بههشد نتایج  رگرسیون  دستاست.  روش  برای  آمده 

دقت    ترابری مقدار  صحت    25/94شامل  و   %05/85 % 

مقدار دقت و صحت  SVMاست. همچنین به ازای روش 

 است.ه% گزارش شد 94/95% و  53/98ترتیب به

منبع   در  شیخانی  و  بلادرنگ    IDSیک    ]6[بستانی 
قادر به    IDSترکیبی و مبتنی بر آنومالی ارائه کردند؛ این  

حملات   حمل  Sinkholeتشخیص  شبکه  4نقلوو  های  در 
6LowPAN    این است:    IDSاست.  اصلی  گام  دو  دارای 

مسیریاب سطح  در  مشخصات  تشخیص تشخیص  و  ها 

مسیریاب نخست  گام  در  ریشه.  سطح  در  ها  آنومالی 
های شبکه مانند ترافیک و نودهای میزبان را آنالیز  ویژگی

گام  می برای  ریشه  نود  سمت  به  نخست  گام  نتایج  کنند. 
به و  ارسال  پردازنده،  دوم  و  حافظه  مصرف  کاهش  منظور 

آن از مسیریاباطلاعات  شود. در گام دوم،  ها حذف میها 
می انجام  حمله  بهتشخیص  اساس  طوری گیرد  بر  که 

انجام  داده آنومالی  تشخیص  ریشه  نود  به  واردشده  های 
جنگل  می بهینة  مسیر  الگوریتم  از  مرحله  این  در  گیرد. 

خوشه  مدل  ساخت  برای  نظارت  استبدون  فاده بندی 

نگاشت  می معماری  از  همچنین  برای   5کاهش   -شود. 
توزیعپیاده و  موازی  خوشه سازی  گرفته  شدة  بهره  ها 

شبیهمی از  پس  نویسندگان  این  شود.  نتایج    IDSسازی 
آزمایش   در  کردند:  گزارش  اصلی  آزمایش  سه  در  را  خود 

آن  تمرکز  در  نخست  بود،  ارزیابی  معیارهای  روی  ها 
شبکه  مقیاس  روی  بر  دوم  در  آزمایش  و  اندازه  نظر  از  ها 

برای  خود  روش  توسعة  روی  بر  سوم  آزمایش  در  نهایت 
 تشخیص دیگر حملات تمرکز کردند.  

روش  دیگر  یادگیری  از  بر  مبتنی  نفوذ  تشخیص  های 
که یک روش    ]7[توان به روش تینگ در منبع  ماشین می

سیم  های بیبندی حملات در شبکهتشخیص نفوذ و طبقه 
خودرمزنگار  یک  از  نیز  روش  این  در  کرد.  اشاره  است، 
استفاده   پنهان  لایة  سه  و  دو  شامل  معماری  با  عمیق 

های  مختلفی در لایه  6سازاست. نویسنده از توابع فعالهشد
کرد استفاده  منظور  هپنهان  به  او  ارزیابی    مایشآزاست.  و 

آزمایشگاه   یک  از  استفاده  با  را  دادگان  یک  خود،  روش 
تولید کرد. طبق نتایج گزارش   7SOHOشده در  سازی شبیه 

 

1 Mitigation 
2 Support Vector Machine 
3 Logistic Regression 
4 Forwarding 
5 Map-Reduce 
6 Activation functions 
7 Small Office Home Office 

بندی چهارکلاسه % در طبقه   66/98که به دقت    هادعا شد
 است. هرسید
مه  یمبتن  گرید  IDSکی محاسبات  از    8بر  استفاده  با 
پراباوات برخط  یمتوال  یریادگیفرا  نیماش و    یتوسط 

منبع    همکاران شد.    ]1[در    ی شنهادیپ   سازوکار ارائه 
قابللیاز قب IOT از  ییهاجنبه  مق  تی:    ی ریپذاسیانعطاف، 

ناهمگن قر  ی و  توجه  مورد  اهداد  اررا  دو    نیاست.  از  روش 
اصل نخست    :استهشد  لیتشک  یبخش   ص یتشخبخش 

نودها در  که  مه  یحمله  الگور  سندگانینو  است   تم یاز 
 OS-ELM مه استفاده کردند.    ینفوذ نودها  صیتشخ  یبرا

  شود،یم  میتقس  یمجاز  ی هابه خوشه  IOT ة شبک  نجایدر ا
گروهی طوربه به  متعلق  خوشه  هر  دستگاه  یکه  و  از  ها 

ها را در دو  پکت   OS-ELM.نود مه است  کیتحت نظارت  
ح  ةدست و    یةلا  کی   ELM.کند یم  یبندطبقه   ملهنرمال 

. بخش  است  عیسر  یریادگی   گام   ک یبا    یعصب  ةپنهان شبک
ابر   یسازخلاصهدوم   سرور  که  در  ا  است    دهیا  نیدر 
تشخ  صیتشخ حملات  نود    ص ینفوذ،  سمت  از  شده  داده 

م  ارسال  سرور  نود  سمت  به  تحلشوندیمه  از  پس    ل ی. 
پ   سندگانینو  ،حملات را  اقدام  دادند:    شنهادیدو 

بعد  ینیبشیپ (1 از    یحملات  استفاده   کرد یرو  کیبا 
مه    ییایجغراف  تیموقع  صیتشخ(2  ایحمله    صیتشخ نود 

  .DDOSو حملات یاچندمرحله 
منبع   در  پارک  و  بر    NIDSیک    ]8[راتور  مبتنی 

و    C-Meansالگوریتم   یک  ELMفازی  از  استفاده  با   ،
شده،  توزیع  IDSدهندة مه جدید ارائه کردند. این  تشخیص 

وجود   با  را  تشخیص  در  پایین  تأخیر  و  جغرافیایی  توزیع 
کنترل محدودیت مه  محاسبات  با  شبکه،  و  منابع  های 

وجود  می با  الگوریتمکند.  در  خوب  یادگیری  دقت  های 
الگوریتم این  اما  نظارت،  با  تشخیص  ماشین  به  قادر  ها 

الگوریتم نیستند.  جدید  و  ناشناخته  بدون  حملات  های 
دارای  ناشناخته،  حملات  تشخیص  وجود  با  نیز  نظارت 

پایین یادگیری دقت  روش  یک  لذا  هستند؛  تری 
الگوریتم  9نظارتی نیمه  از  استفاده  بدون  با  و  نظارت  با  های 

داده برای  برچسب نظارت  بدون  و  برچسب  با  ورودی  های 
 است.  هارائه شد 

منبع   در  همکاران  و  برای   ]9[دیرو  مه  محاسبات  از 
در   نفوذ  آن  IOTتشخیص  حقیقت  در  کردند.  ها  استفاده 

لایة مه را به یک پردازش اطلاعات هوشمند مجهز کردند؛  
شده  توانایی تشخیص حملات به صورت توزیع  فناوری این  

مقیاس  نظر  از  و  دارد  محلی،  را  حملات  تشخیص  پذیری، 
داده اشتراک یادگیری  و  منابع  نزدیکی  در  گذاری  ها 

پارامترهای همسایگان، کارایی بالایی دارد. نویسندگان یک  
 

8 Fog Computing 
9 Semi-Supervised 
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حملات    تشخیص  برای  عمیق  یادگیری  بر  مبتنی  رویکرد 
 شده و ناشناخته ارائه کردند. شناخته 
بر    یژگیبه انتخاب و  ]20[و همکاران در منبع    یناصر

الگور برا  یبارور  تمیاساس    صیتشخ  یهاسامانه  یمزرعه 
بهبود ا  افتهینفوذ  در    ة نسخ  کیمقاله،    نیپرداختند. 

الگور  دودویی  نا  یکشاورز  یهانی زم  یبارور  تم یاز    م به 

BFFA  طبقه به  IDS  یبنددر  شد  FSها  در  هارائه  است. 
پ  تابع    یشنهادیروش  برا  Vاز    یی جاه جاب  یشکل 

شود که در یاستفاده م  ینریبا  یدر فضا  FFA  یندهاایفر
موقع  Vتابع    جهینت حل  ةوست یپ  تیشکل،    در   را  هاراه 

  کردیرو  ک ی.  دهد یم  رییتغ   ینریبه حالت با  FFA  تمیالگور
 کیعنوان  به  BFFA  و  ها کنندهیبنده طبق  یبرا  یبیترک

IDS  یبر رو  یشنهادیپ   روش.  استارائه شده  یو قو  عیسر 
مجموعه و    NSL-KDD  ی عنیمعتبر،    IDS  ةداددو 

UNSW-NB15  مع  شود یم  ش ی آزما در  دقت،    یارهایو 

امت  یادآوری دقت،    هیهمسا  نیترکینزد  -Kبا    F1  ازیو 
KNN،  پشت  نیماش مقا یتصم  SVM  ی بانیبردار   سهیم 

،   Tree   ،Random Forest  یهاکنندهیبندطبقه.  شودیم
Adaboost     وNaive Bayes   نشان داد   یساز هیشب  جینتا

پ  روش  طبقه   یشنهادیکه  از    در  هاکنندهیبندبهتر 
  ن، یبراعلاوه  ؛ کندی عمل م  یادآوریدقت، دقت و    ی ارهایمع

 دارد.  FS اتیدر عمل یبهتر  یزمان اجرا یشنهادیروش پ 
منبع    املاپوران در  همکاران    ی ریادگیبه    ]21[و 

برا شبک  صیتشخ   یمستمر  ناهنجار  یمبتن  ةنفوذ   یبر 
برا از    یپرداختند.  برابر    ی محاسبات  یهاسامانهدفاع  در 

نفوذ شبکه   صیتشخ یهاسامانهرشد، روبه یبریحملات سا
ناهنجار  یمبتن تکامل    د یبا   یبر  شبکهابندیمداوم    ی ها. 
رو  یزمان (NN)یعصب بر  آموزش   یمتوال  یهاداده  یکه 

م فراموش  شوند،یداده  هستند.   (CF)ربافاجعه  ی مستعد 
منجر به   NNاشکال    نیدر پرداختن به ا  ریاخ  یهاشرفتیپ 
نام    ییگوال شدCL)  رمستم  یریادگی به  که  ه(  با  است 

متوال   ی ها ت ی محدود   ی معرف  آموزش  طول  در    ن ی ا   ی مناسب 
NN  ،هاCF   دهد ی را کاهش م  .CL    در بهبود عملکردNN    در
ا   ار ی بس   وتر ی کامپ   یی نا ی ب   ف ی وظا  در  است.  ،  مقاله   ن ی مؤثر 

برا   CLبودن  مناسب  شده  مطرح   ی ها به چالش   ی دگ ی رس   ی را 
طراح  دو    ن ی ا   ی برا   ؛ است ه د کر   ی اب ی ارز   IDS  ی در  منظور، 

 Elastic.  است ه شد   استفاده   مقاله   ن ی ا   در   CLمحبوب    تم ی ر الگو 

Weight Consolidation (EWC)    وGradient Episodic 

Memory (GEM)   مجموعه   ی رو و    CICIDS  ی عن ی   ه داد دو 
KDD Cup'99  ، است ه شد   ی اب ی ارز . 

  ی مبتن  یبه معمار  ]22[منبع    درو همکاران    ایریکسیت
رأ و  یبندطبقه  ی هادادهمجموعه  دیتول  یبرا  یبر  شده 

عملکرد   اساس    صیتشخ  یهاسامانهبهبود  بر  نفوذ 

پرداختند.  نظارت  یریادگی نفوذ    صیتشخ  سامانةشده 
مهم تهد  یریجلوگ  یبرا  یابزار   ی برا  یاحتمال  داتیاز 

بر    یمبتن  یمعمار  کی مقاله    نیهاست. او داده  هاسامانه
برا  یرأ و  یبندطبقه   یهادادهمجموعه   دیتول  یرا  شده 

شده  نظارت  یریادگیبر    یمبتن  یها  IDSبهبود عملکرد  
چندیم  شنهادیپ  منظم،  طور  به  در    IDS  نیکند. 

گزارش   ی هامکان به    ی هامختلف،  را    سامانة  کیخود 
م  یمرکز از  آنکه    کنندیارسال  استفاده  با  را  ها 
 ی رأ  سامانةو    ینیماش   یریادگی مختلف    ی هامدل
طبقه  بیترک  تیاکثر سپس  کند یم  یبندو    کی. 

طبقه  دی جد  ةدادمجموعه  که  ی م  د یتول  دهشیبندو  کند 
بهتردستبه   یبرا به  نیآوردن  برامدل  ادغام    یروزشده 

م  ریدرگ  یهاشرکت  IDSدر   داده  شود.  یآموزش 
چندنیچند  ی شنهادیپ   یمعمار با    تمیالگور  نیبار 

م براندیبیآموزش  اجراکوتاه  ی.  زمان    ، یکل  یکردن 
صورت   به  را  خود  موجود  منابع  یشنهادیپ   یمعمار

مجموعهکند یم   استفاده   شدهع یتوز الگور  یا.   یهاتمیاز 
ارز  یشنهادی پ   یمعمار  در   نیماش  یریادگی   یابیمورد 

  ،خود  یةپا  ةمقال  یویبا سنار  سهی. در مقااستهقرار گرفت
فراهم    %11دقت را تا    ش یامکان افزا  یشنهادیپ   یمعمار

 .استهکرد
های عصبی از شبکه  [23]غروی و همکاران در منبع  

یافتن  اند.  عمیق برای بهبود بازنمایی متن استفاده کرده
نی  لایک بازنمایی معنایی غنی با ابعاد کم برای متون طو

چالش  از  فعالیت یکی  در  اساسی  مختلف های  های 
این بازنمایی باید    ؛رودپردازش زبان طبیعی به شمار می 

و همچنین، گیرد  عات معنایی و نحوی متن را دربرلااط
ظر ارتباط و تشابه متون را در ابعاد  نمد  ةبر حسب وظیف

ش بر آن است تا با  لاکم الگوسازی کند. در این مقاله ت 
نظری بهره از  ب  ةگیری  شبکهلاغ ساختار  و  عصبی  ی  های 

 شده مرتفع شود. های مطرحشالعمیق چ

ب  ةنظری ارالا ساختار  با  ساختار    ئةغی  یک 
مراتبی به توصیف اهمیّت عبارات موجود در متن  سلسله 

بین   روابط  بهها میآن و  تأثیر  اینجا  در  کارگیری پردازد. 
وظیف دو  بر  درختی  ساختار  اط  ةاین  و  لا بازیابی  عات 

شده بررسی  احساسات  وظیفتحلیل  در  بازیابی    ةاست. 
بین  لااط معنایی  وابستگی  الگوسازی  جهت  عات، 

شبکه با  سند  بازنمایی  یادگیری  عصبی  مستندات،  های 
بازگشتی عمیق بازگشتی عمیق تشکیل دوقلو انجام شد؛  

تسهیل به متنی  مستندات  بازیابی  و  ذخیره  که  طوری 

از دو زیرشبک  ؛شود این   و  استهشدتشکیل    هاین شبکه 
های بازگشتی، مبتنی بر ساختار درختی حاصل از  شبکه
 .ی هستندلاغ ساختار ب ةمتن با نظری ةتجزی
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منبع در  همکاران  و  الگوریتم  [24]عباسی  های از 
خوشهبهینه برای  بیشینهسازی  با  ترکیبی  سازی  بندی 

کرده استفاده  دادهخوشهاند.  ترکیبی  از  بندی  یکی  ها 
داده در  اصلی  وظیفمراحل  که  است  کاوش   ةکاوی 
داده در  پنهان  عهده الگوهای  بر  را  برچسب  بدون  های 

روش ضعف  و  مسئله  پیچیدگی  خاطر  به  های  دارد. 
امروزه  خوشه  پایه،  به  بیشتربندی  سمت مطالعات 
خوشه روش شدهای  هدایت  ترکیبی  است.  هبندی 

از مهم اولیه یکی  ترین عواملی است  پراکندگی در نتایج 
می باشد که  اثرگذار  نهایی  نتایج  کیفیت  در    ؛ تواند 

اولیه نیز عامل دیگری است که  همچنین، کیفیت نتایج 
ترکیب   از  حاصل  نتایج  کیفیت  دو  در  هر  است.  مؤثر 

در   خوشه   هایپژوهشعامل  مورد اخیر  ترکیبی  بندی 
قرار گرفته  برای توجه  اینجا یک چارچوب جدید  در  اند. 

خوشه کارایی  شدبهبود  پیشنهاد  ترکیبی  که    هبندی 
زیرمجموعه  از  استفاده  بر  خوشه مبتنی  از  اولیهای    های 

ارائه   است. می روش  نشان  که  شده    از  استفاده  دهد 
  تواند می  اولیه  های بندیخوشه  نتایج  از  ایزیرمجموعه 

  را   معیاری  همچنین  باشد  نتایج   کل  از  استفاده  از  بهتر
  هم  به  نسبت  اولیه  نتایج   چگونه  که   دهدمی  پیشنهاد
  به  که  دهدمی  ارائه  معیاری  پژوهش  این.  شوند  ارزیابی
 از  زیرمجموعه  کدام  داد   تشخیص  توانمی  آن  وسیلة
  بندیخوشه  عملکرد  بهبود  به  منجر  تواندمی  اولیه  نتایج

 .شود ترکیبی

 

 بیان مسئله -3
  زات یتجه  از  وستهیپ همبه  یاسامانه،  IoT ای  ایاش  نترنتیا

  ا ی  واناتیح  ا،یاش  تال،یجی د  و  یکیمکان  یهانیماش  ،یاانهیرا
  ت ی( هوUID)  فردمنحصربه   یهاشناسه  با  که  است  یافراد

  بدون  شبکه  کی  یرو  هاداده  انتقال  تیقابل  از  و  اندافتهی
  انه یرا-با-انسان  ایانسان  -با-انسان  تعامل  به  ازین

  باشد   ی انسان  تواند یم  ایاش  نترنتیا  در  ی ش  کی  .برخوردارند
  ا ی  است؛هشد  نصب  بدنش   در   قلب  ش یپا  دستگاه   کی  که
  با   که   یی خودرو  ای   ک،یولوژیب ترانسپوندر کی  با   یدام
  کم  فشار  از  را  راننده  آن،   در  شدههیتعب  یرهاگسح

  ساختانسان  ای  یعیطب  یش   هر  ای   کندیم   آگاه  هاک یلاست
  ی رو  را  ها داده IP نشانی  کی  اختصاص  با   تواندیم   که  گرید
   .]12[دهد انتقال شبکه کی

سیم برای ارسال های بیکه از شبکه   IOTهای  دستگاه

می استفاده  اطلاعات  دریافت  معرض و  در  همواره  کنند، 
به   معمول  حملات  برخلاف  دارند.  قرار  مختلف  حملات 

بخششبکه  در  که  محلی  دامنههای  و  خاصی  ها  های 
می در  محدود  حملات  گسترده  IOTشوند،  را  طیف  تری 

های متعددی از  دربرگرفته و منجر به بروز مشکل در بخش
برنامهتارنماقبیل   شبکهها،  سرورهای  ها،  و  اجتماعی  های 

IOT  تأثیرگذاری  می و  رشد  به  توجه  با  در    IOTشوند. 
اقتصاد، حوزه  انرژی،  توزیع  آموزش،  مانند  مختلف  های 

ونقل، سرگرمی و ... باید این مسئله مراقبت پزشکی، حمل
چالش   این  با  مواجهه  در  گیرد.  قرار  ویژه  توجه  مورد 

دستگاه  که  است  تجهیزات  ضروری  و  نظر    IOTها  از 
ویژه آسیب  توجه  مورد  در  پذیری  امروزه  گیرند.  قرار  ای 

داده  تجارت،  سرمایه دنیای  از  یکی  مهم  ها  بسیار  های 
ذی  م برای  تلقی  ازاین ی نفعان  نفوذ  شوند؛  تشخیص  رو، 

به  می   IOTدر   را  اطلاعات  از  حفاظت  تضمین  تواند 
  همراه داشته باشد. 

در  انجام  هایپژوهشطبق   پانزده  ،  2022سال  شده 
وجود داشت که با توجه   در دنیا   دستگاه هوشمند  اردیلیم

پ  به    نیا  فناوری  شرفتیبه  بالاتری مقدار  بسیار    ارقام 
رس ادیخواهد  در  تعداد  نی.  چالش   یراستا  مسائل  از  و  ها 
اIoTمربوط به   از  ارتباطات   یسازکپارچه یتا    تیامن  جادی ، 

که   دارند  ا  یاریبس  ادغاموجود  هم  نیاز  با    ، مسائل 
چالش  هایدگیچیپ  ا  ییها و  همین    است.هکرد  جادیرا  بر 

های امنیتی جدیدی  برانگیز نقصاساس ما با ماهیت چالش
پروتکل مواجهیم.  اشیا  اینترنت  برابر  در  در  های مسیریابی 

چالش با  همیشه  اشیا  مواجه اینترنت  امنیتی  های 
به است.  هبود کاربران  برای  زیادی  مزایای  اشیا  اینترنت 

آورد از چالشبااین  است؛هارمغان  برخی  آن حال،  ها همراه 
حریم  حفظ  به  مربوط  خطرات  و  سایبری  امنیت  است. 

مهم نگرانی  خصوصی  متخصصان   گرانپژوهشترین  و 
به   است که  اشاره شدآنامنیتی  دو موضوع هها  این  است. 

سازمانچالش از  بسیاری  برای  توجهی  قابل  های های 
سازمان همچنین  و  وجود  تجاری  به  عمومی  های 

رایج  استهآورد حملات  سایبریو  .  امنیت    ،شایع 
فناوریآسیب  نشان  پذیری  را  اشیا  اینترنت  .  دهدمیهای 

به این دلیل است که ارتباط متقابل    فقطپذیری  این آسیب 
از طریق  شبکه امکان دسترسی  اشیا  اینترنت  یا  ها در  فرد 

کند که نیاز  ناشناس و غیرقابل اعتماد را فراهم می  دستگاه
هایی  چالش  تمام های جدید امنیتی دارد. از بین  حل  به راه

از  است، هیچهکه شناخته شد  ها تأثیر قابل توجهی  آن یک 
در سازگاری اینترنت اشیا، مانند امنیت و حریم خصوصی  
ندارند. با نقض مداوم امنیت که حریم خصوصی کاربران را  

انداخته است برای  اکنون تمایل مصرف  ،به خطر  کنندگان 
 . ]3[استهبیشتر شد  هاسامانهافزایش امنیت 

چالش میانواع  را  اشیا  اینترنت  امنیتی  به های  توان 
امنیت   خصوصی،  پروتکلحریم  و  ارتباطات  های  سایبری، 

چالش  سختمسیریابی،  داده  های  امنیت  و  افزاری 
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چالشتقسیم  این  بر  غلبه  برای  کرد.  امنیتی،  بندی  های 
؛  ]14[تشخیص و مقابله با نفوذ هستیم  یهاسامانهنیازمند  

تشخیص نفوذ    سامانةبنابراین مسئلة پژوهش ما ایجاد یک  
هوشمند برای اینترنت اشیا است که بتواند حملات امنیتی  
و نفوذهای شبکه را از ترافیک نرمال تشخیص دهد. علاوه  
تشخیص   نیز  را  حمله  نوع  بتوانیم  باید  حمله  تشخیص  بر 
دهیم تا راهکار مناسب هر حمله یا چالش امنیتی را برای 

بگیریم.   درنظر  آن  با  که   سامانةمقابله  نفوذی  تشخیص 
شود باید علاوه  سازی میبرای اینترنت اشیا طراحی و پیاده

انرژی   اینکه دقت لازم را داشته باشد، توان پردازشی و  بر 
دستگاه شبکهمحدود  نوع  این  در  موجود  درنظر های  را  ها 

های محدود، نرخ  بگیرد؛ بنابراین باید بتواند با تعداد ویژگی 
 تشخیص مناسب و قابل قبولی داشته باشد. 

 

 روش پیشنهادی -4

به   بخش  این  ارائه در  روش  کلی  این  معرفی  در  شده 
قالب   در  جعبه پژوهش  پردازیم.  می  روندنماو    اینمودار 

)شکل ترتیب  2و    1های  به  جعبه (    روندنما و    اینمودار 
نمودار  طور که  کنند. همانروش پیشنهادی را توصیف می

)  ایجعبه  شد1شکل  داده  نشان  نخست  ه(  مرحلة  است، 
حملات پیش نوع  مرحله،  این  در  است؛  دادگان  پردازش 

داده مجموعهنمونه  دستههای  مقادیر  داده  و  بندی 
رستهویژگی می  1ای های  تبدیل  عددی  مقادیر  شوند؛  به 

نرمال دادگان  مرحله  این  در  میهمچنین  در  سازی  شوند. 
ابعاد    ]PCA ]16مرحلة بعد با استفاده از روش کاهش بعد 

یادگیری   برای  استفاده  آمادة  و  یافته  کاهش  دادگان 
می  طبقه ماشین  یک  از  استفاده  با  ادامه  در  بند  شوند. 

(CNN)  ]17[   که از نوع شبکة یادگیری عمیق    2دودویی
می  داده  تشخیص  یک  است،  ورودی  نمونة  آیا  که  شود 

خیر  یا  است  صورتی   Yحمله  در  حمله  سپس  که 
  3طبقه چند   (CNN)بند  تشخیص داده شود، از یک طبقه 

شود؛ درنهایت نوع  برای تشخیص نوع حمله استفاده می 
موارد   از  یکی  شامل  که  و    4DoS  ،5U2R  ،6R2Lحمله 

Probe   بنابراین، در روش پیشنهادی  ؛  شود است تعیین می
دسته مرحلة  یا  سطح  نخست  دو  سطح  داریم؛  بندی 

عدمدسته  یا  حمله  تشخیص  برای  ترافیک  بندی  در  حمله 
انجام حملة  نوع  که  دوم  سطح  و  صورت ورودی  در  شده 

می مشخص  را  نخست  سطح  در  حمله  در  تشخیص  کند. 
از  بخش پیشنهادی به طور  های بعد هر یک  مراحل روش 

 شوند. کامل شرح داده می
 

1 Categorical 
2 Binary Classifier 
3 Multi-class Classifier 
4 Denial-of-Service 
5 User to Root 
6 Root to Local 

( را    روندنمای(  2شکل  پیشنهادی  روش  مراحل 
طورکه در این شکل پیداست، پس  دهد. هماننشان می

داده   ورود   منظور به  هاداده  پردازششیپ   ابتدااز 
  هاداده  یسازنرمال  و   یورود  یهانمونه  یبنددسته 

تحلیل   رد،یگیم  صورت روش  از  استفاده  با  آن  از  پس 
اساسی،  مؤلفه با    هاداده  ابعاد  کاهش  اتیعملهای 

دادة جدیدی  مجموعه   و   انجام  PCA  تمیاستفاده از الگور
اهمیت حذف  های کمشود که در آن ویژگیتشکیل می

 شوند.  می
یا  این ویژگی  تأثیر چندانی در شناسایی حملات  ها 

ها سبب افزایش سرعت کار آنها ندارند و حذف  آن نوع  
شد؛   ادرخواهد  ابعاد    تم یالگور  نیواقع  کاهش  موجب 

برخ حذف  و  و    تیاهمکم  یها یژگیو  یدادگان  شده 
  و  زدنپردا  هاداده  نیما به ا  یاصل  تمیالگور  ودشیباعث م 

الگور  امر  نیهم کار  حملات    ییرا در شناسا  تمیسرعت 
و همچنین اثر مثبتی بر روی صحت    خواهد داد   شیافزا

الگوریتم دارد؛ زیرا وجود ویژگی های بیشتر و دقت کار 
تواند موجب خطای الگوریتم در شناسایی  در دادگان می 

های نرمال  عنوان ورودیها بهحملات شده و برخی داده 
  Trainبه صورت  ها داده  از   ی بخش  آن  از   پس  . شناسایی شوند 

  قرار   CNN  تم ی الگور   ار ی اخت   در   Testهم به صورت    ی بخش   و 
برای ساخت    آزمایش مرحلة بعدی انجام آموزش و    . رد ی گ ی م 

دسته  دودویی  مدل  ترافیک    CNNبند  شناسایی  منظور  به 
است.   نرمال  ترافیک  از    CNN  تم ی الگور   ی خروج   که حمله 

  تا   های ورودی است، از داده شده  یی شناسا   حملات یی  دودو 
.  رد ی گ قرار    چندطبقه   CNN  تم ی الگور   ار ی در اخت   ی خروج   ن ی ا 

برای شناسایی    CNNمرحلة بعدی ساخت مدل چندکلاسة  
هایی که از  نوع حمله است. برای ساخت این مدل، تنها داده 

ترافیک حمله در مرحلة قبلی شناسایی شده  به نوع  کار  اند، 
که در    بندی حملات به دلیل وجود چهار نوع دسته روند.  می 

وجود دارد.    طبقه بند چند نیاز به دسته ،  ند ا ( مشخص 1شکل ) 
پیش  به  مربوط  مراحل  بعد  بخش  شرح  در  دادگان  پردازش 

می  پرداخته  داده  دادگان  بعد  کاهش  بیان  به  ادامه  در  شود. 
طبقه می  نیز  پایانی  بخش  دو  در  و  بند شود.  دودویی  های 

 شوند. بیان می   چندطبقه 
 

 پردازش دادگان پیش -4-1
 ( شکل  مطابق  مرحله  این  روش  3در  ابتدایی  گام  که   )

استفاده  ارائه  مورد  دادگان  است،  پژوهش  این  در  شده 
می پیش  دادگان  پردازش  از  پژوهش  این  در  -NSLشوند. 

KDD  ]15[    در معتبر  مرجع  دادگان  یک  عنوان  به  که 
آن   به  علمی  مقالات  از  بسیاری  در  نفوذ،  تشخیص  زمینة 

پردازش دادگان شامل  است. پیش ه ، استفاده شد ه اشاره شد 
ها بر اساس نوع کلاس، تبدیل  بندی نمونه سه مرحلة دسته 
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نرمال مقادیر رسته  و  به  ای به عددی  ادامه  سازی است. در 
 پردازیم.  بررسی هر یک از این مراحل می 

 

 ها بندی نمونهدسته -4-1-1
توان از نظر نوع حمله های موجود در دادگان را مینمونه 

دسته این  کرد.  تقسیم  کلی  دستة  چند  مطابق  به  را  ها 

انجام شد  است، به صورت حملات  ه آنچه در مقالات معتبر 

DoS  ،U2R  ،R2L    وProbe   کنیم. بندی می دسته   
 

 

 روش پیشنهادیای نمودار جعبه(: 1-)شکل
(Figure-1): Block diagram of the proposed method 

 
 

 
 روش پیشنهادی روندنمای(: 2-)شکل

(Figure-2): Flowchart of the proposed method 
 

 

 
 ها پردازش دادهپیش(: 3-)شکل

(Figure-3): Data preprocessing 
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( جدول  در  1مطابق  نیز  مشابه  حملات  از  مجموعه  هر   )
 شوند. واحدی قرار گرفته و برچسب زده میطبقه 

 

 ای به عددی تبدیل مقادیر رسته-4-1-2
ویژگی از  دسته  آن  مرحله  این  مقادیر  در  دارای  که  هایی 

کنیم؛ بدین منظور ای هستند را به عددی تبدیل میرسته 
که در    LabelEncoderاز یک روش کدگذاری تحت عنوان  

نویسی پایتون موجود است، زبان برنامه  SKLearnکتابخانة  
این   شد.  ویژگی  روشاستفاده  غیرعددی  های  مقادیر 

تبدیل    [n_classes , 0]دادگان را به مقادیر عددی در بازه  
بهمی که  کند،  آن    هایطبقهتعداد    n_classesطوری 

 ویژگی است. 
 NSL-KDDبندی حملات دادگان (: دسته1-)جدول  

(Table-1): Classification of NSL-KDD data attacks 

 حمله  حمله طبقه 

DoS netun, back, land, pod, 
smurf, teardrop 

U2R Buffer-overflow, 
loadmodule, perl, rootkit 

R2L 
ftp-write, Guess-passwd, 
imap, multihop, phf, spy, 
warezclient, warezmaster 

Probe ipsweep, nmap, portsweep, 
satan 

 

 سازی دادگاننرمال-4-1-3
سازی است،  پردازش دادگان که نرمالدر آخرین گام پیش

می نرمـال  را  دادگان  مقادیر  تمامی  منظور  بدین  کنیم. 
[ بازه  در  نرمال می1و    0دادگان  نرمال[  این  سازی  شوند. 

 است. ه( نشان داده شد1در رابطة )
رابطه   این  و  نمونه  n, … , x 1x = (x(در  امین    iz  iداده 

 شده هستند.  لمقدار نرما

 
(1)    𝑧𝑖 =

𝑥𝑖−𝑚𝑖𝑛(𝑥)

max(𝑥) − min⁡(𝑥)
 

 

 کاهش بعد دادگان   -4-2
که در این پژوهش مورد استفاده قرار   NSL-KDDدادگان  

بعد هستند؛ به عبارت دیگر هر نمونه  41است دارای گرفته
ویژگی است. بالابودن تعداد    41داده در این دادگان دارای  

های یادگیری ماشین را با  ابعاد در دادگان، بیشتر الگوریتم
های یادگیری ماشین  کند. از جمله روشمشکل مواجه می

های  روشاند  به تعداد ابعاد دادگان حساس  طورکاملبهکه  
اند.  های عصبی مصنوعی و یادگیری عمیقمبتنی بر شبکه

روش  از  این دسته  دادگان  در  ابعاد  افزایش  یادگیری،  های 
ها( موجب کاهش کارایی و در مقابل افزایش  )تعداد ویژگی

 شود. ها منجر به افزایش کارایی میتعداد نمونه

در این پژوهش با توجه به بالابودن تعداد ابعاد دادگان  
ها، از یک روش  بالای مقادیر ویژگی   1و همچنین پراکندگی 

بُعد بهره گرفته شد  بُعد مورد  ه کاهش  است. روش کاهش 
مؤلفه  تحلیل  پژوهش  این  در  ) استفاده  اصلی  (  PCAهای 

یابد  ای کاهش می گونه ابعاد دادگان به   PCAاست. در روش  
اطلاعات   شامل  همچنان  بُعدیافته  کاهش  دادگان  که 
دادگان   ادامه مراحل کاهش بعد  باشند. در  حیاتی و لازم 

 دهیم.  را شرح می   PCAبه روش    IOTتشخیص نفوذ در  
نرمال بعد،  کاهش  روش  این  در  نخست  سازی گام 

پیش مرحلة  در  آنجاکه  از  است.  روش دادگان  پردازش 
سازی شد؛ لذا به سراغ گام دوم  پیشنهادی دادگان نرمال

را  می دادگان  کواریانس  ماتریس  گام  این  در  رویم. 
می است  محاسبه  این  مرحله  این  انجام  از  هدف  کنیم. 

ها چقدر با مقدار میانگین متفاوت  که متوجه شویم داده
آن  بین  ارتباطی  چه  و  ماتریس  است  دارد.  وجود  ها 

 Pاست که    P × Pکواریانس یک ماتریس متقارن با ابعاد  
دهندة تعداد ابعاد دادگان است؛ این ماتریس مقدار  نشان

می نشان  را  متغیرها  جفت  تمام  بین  دهد.  کواریانس 
نشان    (2)  ةشمار  ةدر رابط  ما   دادگان  انسیکوار  سیماتر

شد )   است.هداده  رابطه  این  ( x 2, x 1x , … ,42در 
دادگان هستند. ماتریس  نشان بردار ویژگی    Covدهندة 

و    41دارای   تعداد    41سطر  این  که  است  ستون 
 است.   NSL-KDDدهندة تعداد ابعاد دادگان  نشان
 

 

ماتریس   میدر  نشان  مثبت  مقدار  دهد  کواریانس، 
هستند؛ به عبارت دیگر، با    2که دو متغیر به هم وابسته

همان   به  نیز  دیگری  متغیر،  یک  کاهش  یا  و  افزایش 
می تغییر  مقدار  صورت  که  صورتی  در  همچنین  کند؛ 

کواریانس بین دو متغیر منفی باشد، بدین معنی است که  
به هم دارند؛ یعنی با افزایش    3دو متغیر وابستگی معکوس 

می کاهش  صورت  همان  به  دیگری  متغیر،  و  یک  یابد 
 بالعکس. 

ماتریس   ویژة  بردار  و  ویژه  مقادیر  بعد  مرحلة  در 
کنیم. سپس ماتریس مقادیر ویژه  کواریانس را محاسبه می

اند( را مطابق  ها قطری آن مقادیر ویژه)ماتریسی که درایه
( می 3رابطة  دست  به  رابطه  (  این  در  ماتریس    Vآوریم. 

 ماتریس کواریانس است.   Covبردارهای ویژه و 

 
 

1 sparseness 
2 correlated 
3 Inverse correlated 

(2        ) 𝐶𝑜𝑣 = |
𝐶𝑜𝑣(𝑥1𝑥1) 𝐶𝑜𝑣(𝑥1𝑥2)… 𝐶𝑜𝑣(𝑥1𝑥42)

𝐶𝑜𝑣(𝑥2𝑥1) 𝐶𝑜𝑣(𝑥2𝑥2)… 𝐶𝑜𝑣(𝑥2𝑥42)
… … …

| 

(3) 𝐷 = 𝑉−1CovV 
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در ادامه بردارهای ویژه بر اساس مقادیر ویژه متناظر با  
می آن  مرتب  کاهشی  صورت  به  نیز  ها  پایان  در  شوند. 

های اصلی و  عنوان مؤلفه ای از بردارهای ویژه به زیرمجموعه 
 شوند.  شده انتخاب می بر اساس همان ترتیب مرتب 

 

 بندی دودویی طبقه -4-3
ارائه  پیشنهادی  روش  با  در  ابتدا  پژوهش  این  در  شده 

از یک طبقه نرمالاستفاده  یا  بودن  بند دودویی، حمله و 
می داده  تشخیص  ورودی  به نمونة  بخش  این  در  شود. 

طبقه  این  دودویی  بررسی  این  میبند  در  پردازیم. 
شبکهطبقه  از  شد  1CNN  بند  ادامه هاستفاده  در  است. 

 دهیم.  را شرح می معماری این شبکه
( شبکة  4در شکل  معماری   )CNN    در رفته  کار  به 

شدطبقه  داده  نشان  دودویی  نیز  هبند  اینجا  در  است. 
  x 3, x 2, x 1(x ,4(نمونة ورودی با چهار ویژگی به صورت  

طور که در شکل مشخص  در لایة ورودی قرار دارد؛ همان
لایه  ساختار  در  لایة  است،  سه  شبکة  این  پنهان  های 

لایة  2کانولوشن دو   ،MaxPooling  لایة یک   ،Flatten    و
نورون وجود دارد؛   32شامل    Denseدر نهایت یک لایة  

  به   اقدام   و   افت یدر  را  قبل  یهاهیلا  ی خروج  هیلا  نیا

  شده ییشناسا  حملات  یسازساده  و  کیتفک  دن،کرمرتب
  یستون  بردار  کی  و  کرده  یکانولوشنال  یهاهیلا  وسیلةبه
های کانولوشن اندازة لایه  .دهد یم  لیتشک  هاداده  نیا  از

ترتیب     الیکانولوشنی  هاهیلااست.    32و    64،  128به 
  که   دارند   را  بالا  سطح  ی هاو کشف داده  ییشناسا  ةفیوظ
  بالا   سطح  یهاداده  عنوان به   حملات  ما  روش  در

  ی بررس  به  اقدام  هاهیلا  نیا  واقع  در  و  شوندیم   ییشناسا
  و   کرده   یورود  ی هاداده  ابعاد   تمام  لیتحل  و  هیتجز  و

  کی  و  ییشناسا  را  یورود   یهاداده   در  موجود  حملات

در لایة خروجی    . دهد یم   لیتشک  ها آن  از   تیوضع  جدول
طبقه  دهندة  این مدل نیز یک نورون وجود دارد که نشان

 حمله است.  طبقه نرمال و یا 
 

 چندطبقه بند طبقه -4-4
طبقه معماری  قبل  بخش  شد؛  در  داده  شرح  دودویی  بند 

بند برای تشخیص اینکه طور که اشاره شد، این طبقههمان
به نرمال،  یا یک ورودی  کار  نمونة ورودی یک حمله است 

شود. در صورتی که حمله تشخیص داده شود در  گرفته می
یا  1مرحلة بعد با توجه به جدول ) حمله طبقه  ( باید نوع 

روش   این  در  حمله  نوع  تشخیص  شود.  داده  تشخیص 
می  چندطبقهبند  طبقه   وسیلةبهپیشنهادی   در  انجام  شود. 

 

1 Conventional Neural Network 
2 Convolutional 

مشابه طبقهاین طبقه نیز  از شبکة  بند  دودویی    CNNبند 
 پردازیم.  شود. در ادامه به بررسی این شبکه میاستفاده می

( شکل  شبکة  5در  معماری   )CNN  طبقه بند  در 
شد  چندطبقه داده  همانهنشان  شکل  است.  در  که  طور 

این شبکه چهارلایة کانولوشن به  ترتیب مشخص است، در 
است.  هکار گرفته شدبه  32و    64،  128،  256های  با اندازه

 و  ل یتحل  ةفیوظ  یکانولوشنال  یهاهیلا  زین  تمیالگور  نیا  در
شناسا  یورود  ی هاداده  یبررس حملات  شامل  شده  ییکه 

  یخروج  و  دارند  عهدهر  ب  را  بود  ییدودو  CNN  وسیلةبه
که    یحملات  انواع  ها هیلا  نیا   ی هاهیلا  وسیلةبههستند 

دو  اندشده  کیتفک  و  یی شناسا   یکانولوشنال از  همچنین  ؛ 
لایة  MaxPoolلایة   یک   ،Flatten    لایة یک  درنهایت  و 

Dense    شد  32با استفاده    ه، یلا  نیا  در است.  هنورون 
 یکانولوشنال  یهاهیلا  وسیلةبه  را  شدهییشناسا  یهاداده
شناسا  انواع  شامل  که حملات    ، استهشد  ییمختلف 
مرتب  افتیدر به  اقدام  تفک  یساز و  حملات    کیو 

ستون  کیتا    کندمیشده  ییشناسا ا  یبردار  حملات   نیاز 
  دهد یم  قرار  آخر  یةلا  اری را در اخت  یدهد و خروج  لیتشک

 ،DoS  یبنددستهچهار    در   حملات  نیا  (5)  شکل  مطابق  تا
U2R،R2L  و  Probe  در لایة خروجی این مدل   .رندیگ  قرار

،  DoS  ،U2Rهای  طبقه منظور تشخیص  نیز چهار نورون به 
R2L    وProbe  لایه بین  شبکه  این  در  دارد.  های  وجود 

قرار دارد. این    Dropoutکانولوشن نخست و دوم یک لایة  
به پیشلایه  بیشمنظور  از  گرفته  به  3برازش گیری  کار 

بیشهشد میاست.  اتفاق  زمانی  فقط  برازش  مدل  که  افتد 
گیرد  های آموزشی را یاد میهای موجود در دادهدادهنمونه 

پیش درستی  به  میو  دادهبینی  برای  و  جدید  کند  های 
 تواند پاسخ مناسبی ارائه دهد. نمی
 

 خلاصة کار روش پیشنهادی-4-5
محیط   در  و  پایتون  زبان  از  استفاده  با  پژوهش  این  در 

Anaconda Jupyter notebook    پیشنهادی مدل 
شدپیاده همانهسازی  پیشاست؛  که  شد،  طور  اشاره  تر 

پژوهش   این  در  استفاده  مورد  است    NSL-KDDدادگان 
این مجموعه شدة  که  داده  بهبود  نسخة  داده  مجموعهداده 

KDD99  با استفاده از    ،طورکه توضیح داده شداست. همان
می   PCAروش   دادگان  این  در  ابعاد  کاهش  پردازیم.  به 

مجموعه در  ابعاد  کاهش  از  حجم  دادههدف  کاهش  ها 
به محاسبات  سرعت  افزایش  و  اضافه  وسیلة محاسبات 

روش  مدل است.  عمیق  یادگیری  از   PCAهای  استفاده  با 
آوردن واریانس و کواریانس  دستمحاسبات جبر خطی و به

پردازد و با  به بررسی بردارهای وابسته و مستقل خطی می

 

3 Overfitting 
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درنظرگرفتن این اصل، بردارهای وابستة خطی را حذف و  
به را  مؤلفه  یک  بردارها  این  بین  حفظ  از  ویژگی  عنوان 

دستهمی میکند.  انجام  سطح  دو  در  سطح  بندی  شود؛ 
تشخیص  برای  دوم  سطح  و  حمله  تشخیص  برای  نخست 

  CNNاست که هر دو سطح از نوع  هنوع حملة طراحی شد
به ابعاد  ابتدا  روش  دستهستند.  از  مدل    PCAآمده  به 

CNN  می داده  به دودویی  توجه  با  مدل  این  شود. 
شده در بخش قبلی مدل خروجی را در دو  پیکربندی گفته

نرمال، دسته ترافیک  یا  )نفوذ(  حمله  کند.  بندی میدستة 
مدل   از  استفاده  با  مرحله  این  از   چندطبقه  CNNبعد 

  DoS  ،U2R  ،R2Lطبقه  های خروجی نفوذ را به چهار  داده
 کنیم. بندی میدسته Probeو 

 

 حل پیشنهادی راه   -5

نتایج   بیان  و  پیشنهادی  روش  ارزیابی  به  این بخش  در 

مورد استفاده برای   دادگانمجموعهپردازیم. ابتدا  آن می

را  پیاده پیشنهادی  روش  ارزیابی  پارامترهای  و  سازی 

می طبقهشرح  ارزیابی  به  سپس  دودویی  دهیم؛  بندی 

مدل   شامل  خود  که  پرداخت  در  است.  CNNخواهیم 

مورد بررسی قرار گرفته   چندطبقهبندی  بخش بعد طبقه

مدل   نتایج  طبقه  CNNو  این  به  شرح  مربوط  نیز  بند 

می در  داده  پیشنهادی  روش  نیز  پایانی  بخش  در  شود. 

روش سایر  با  پژوهش  نفوذ  این  تشخیص   IOTهای 

 خواهد شد. مشابه و معتبر مقایسه 

 بند دودویی در طبقه  CNNمعماری (: 4-)شکل
(Figure-4): CNN architecture in the binary classifier 

 

 
 

 

   چندطبقهبند در طبقه CNN معماری شبکة(: 5-)شکل
(Figur-5): Architecture of CNN network in multi-class classification 
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تر اشاره شد، در این پژوهش به منظور طور که پیشهمان

دادگان   از  پیشنهادی  روش  ارزیابی  و    NSL-KDDتحلیل 

دادگان   بهبودیافتة  نسخة  دادگان  این  شد.  استفاده 

KDD99    دادگان به  نسبت  آن  مزایای  جمله  از  است. 

KDD99 برای رکوردها  تنوع  و  تکراری  رکوردهای  ، حذف 

طبقه علاوهبهبود  است؛  دادگان  مشکل بندی  براین 

 است.هدر این دادگان برطرف شد 1ها نبودن دادهمتعادل

  ، پژوهش  نیا  در  یشنهادی پ   روش  یابیارز  و   یسازادهیپ   در

کتابخانه  2تونیپا  یسینوبرنامه  زبان  از و    3تنسورفلو   ی هاو 

  ک یبا استفاده از    یسیکدنو  نیاستفاده شد. همچن  4کراس 

  ة حافظ  تیگابایگچهار    ،core i5  ةبا پردازند  یشخص  ةانیرا

 . شد انجام  10 ندوزیو  در و یداخل

)همان جدول  در  شد2طورکه  داده  نشان  این  ه(   ،

شامل   مجموع  در  این    148516دادگان  از  است.  سطر 

به  125973تعداد،   نمونهسطر  و  عنوان  آموزشی  های 

درنظر گرفته    ایش آزمهای  عنوان نمونهسطر نیز به  22543

به  هشد از  است؛  دیگر  به  80عبارت  دادگان  عنوان درصد 

  آزمایشهای  عنوان دادهدرصد بهبیستهای آموزشی و  داده

این دادگان شامل  هاستفاده شد ستون   41است؛ همچنین 

س  چهل  که  ویژگی است  نیز تون  ستون  یک  و  ها 

 هر نمونه است.طبقه دهندة نشان
 

در  آزمایشهای دادگان آموزشی و نمونه (: تعداد 2-)جدول

 بند دودویی سازی طبقهپیاده
(Table-2): The number of samples of training and test data 

in the implementation of binary classification 

 

 پارامترهای ارزیابی -5-1
بندی از پارامترهای ارزیابی  های طبقهمنظور ارزیابی مدل به

ها  آنهر یک از    ایم، که در این بخشمختلف استفاده کرده

 : کنیمرا بیان می
 

 : 5صحت 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                            (4 )  

 

1 Unbalamced Data  
2 Python 
3 Tensorflow 
4 Keras 
5 Accuracy 

بینی  پیش  6های مثبت صحیح نمونه  TP(،  4در رابطة )

صحیحنمونه  TNشده،   منفی  شده،  پیش  7های    FPبینی 

کاذبنمونه مثبت  و  پیش   8های  شده  های  نمونه  FNبینی 

 است. هبینی شدپیش  9منفی کاذب

   :10دقت

  𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                   ( (5  

 

 :11نرخ تشخیص 

𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                          (6 )  

 

 است.   13و یادآوری 12های دیگر این معیار، حساسیتنام

 

 : 14نرخ منفی صحیح 

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                (7 )  

 

 است. 15نام دیگر این معیار اختصاصی

 
 

 PCAکاهش بُعد با -5-2
مراحل همان از  یکی  شد  بیان  قبل  بخش  در  که  طور 
روشپیش در  دادگان  بُعد    پردازش  کاهش  پیشنهادی، 

مؤلفه تحلیل  روش  از  بعد  کاهش  برای  است.  های دادگان 
اصلی استفاده شد. در بخش قبل اشاره شد که هر سطر از  

طور   41شامل    NSL-KDDدادگان   به  است.  ویژگی 
جنبه   از  آنالیز  و  تحلیل  برای  ویژگی  تعداد  این  طبیعی 
علوم داده و به خصوص استفاده از یادگیری عمیق مناسب  

شود؛ لذا در این  می  نیست و موجب کاهش کارایی در مدل
روش   از  استفاده  با  بُعد    PCAپژوهش  کاهش  را  دادگان 

به از  داده،  بتوانیم  که  چهار    41نحوی  به  درنهایت  ویژگی 
برسیم.  طبقه   نوع حمله    نیا  کهحمله    ،DoS ،  R2Lچهار 
U2R  و  Probe  .حملات  مختلف  انواعسایر    هستند ، 

حمله  چهار  نیا  ةرمجموع یز   . دشونیم  یبنددسته  نوع 
روش    گفتنی در  که  ابعاد،    PCAاست  کاهش  وجود  با 

ها  نمونه  16اطلاعات حیاتی دادگان و مشخصات جداپذیری
می شکل حفظ  در  به7و    6)   هایشود.  نمودار (  ترتیب 

داده روش پراکندگی  اجرای  از  بعد  واریانس  نرخ  و  ها 
 است. هنشان داده شد PCAعد  کاهش بُ

 

6 True Positive 
7 True Negative 
8 False Positive  
9 False Negetive 
10 Precision 
11 Detection Rate 
12 Sensitivity 
13 Recall 
14 True Negative Rate 
15 Specificity 
16 Discriminative 

 ها تعداد نمونه مجموعه 

 125973 دادگان آموزشی 

 22543 آزمایش دادگان  

 148516 کل دادگان
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 PCAها بعد از اجرای کاهش بعد  نمودار پراکندگی داده (:  6-)شکل 
(Figure-6): Scatter plot of data after PCA dimensionality reduction 

 

 
 

 PCA(: نمودار نرخ واریانس بعد از اجرای کاهش بعد 7-)شکل 
(Figure-7): Variance rate diagram after performing PCA 

dimension reduction 
 

 بندی دودویی نتایج طبقه-5-3
در روش پیشنهادی در این پژوهش ابتدا با استفاده از یک  

نرمالطبقه یا  و  حمله  دودویی،  ورودی بند  نمونة  بودن 

داده می این طبقهتشخیص  در  یادگیری  شود.  از مدل  بند 

می  CNNعمیق   بخشاستفاده  در  ابتدا  های  شود.  بعد 

   کنیم.سازی را بیان می پارامترهای پیاده
 

 بند دودویی سازی طبقهپارامترهای پیاده-5-3-1

پیاده پارامترهای  بخش  این  طبقهدر  را سازی  دودویی  بند 

می بیان  ترتیب  شبکه  کنیم.به  مصنوعی  در  عصبی  های 

فعال تولید خروجی یک گره تابع  را    1ساز وظیفة  از شبکه 

برعهده دارد؛ به عبارت دیگر خروجی هر گره در شبکه با  

فعال تابع  یک  از  میعبور  تولید  فعالساز  توابع  ساز  شود. 

تعداد   و  شبکه  نوع  به  بسته  که  دارد  وجود  متعددی 

تابع  خروجی از  اینجا  در  دارند؛  متفاوتی  کاربردهای  ها 

شبکه  (Sigmoid)سیگموئید   در  مصنوعی  که  عصبی  های 

طبقه میکه  انجام  دودویی  دارد،  بند  فراوان  کاربرد  دهند 

شد اهاستفاده  )است؛  رابطة  طبق  تابع  محاسبه  8ین   )

شود. خروجی این تابع مقدار صفر و یک است. در شکل  می

 است. ه( نمودار این تابع نشان داده شد8)

𝑆(𝑥) =
1

1+𝑒−𝑥
                                               (8  )  

 

 

1 Node 

 
  (: نمودار سیگموئید8-)شکل

(Figure-8): Sigmoid diagram 
 

کاهشی    Adamساز  بهینه گرادیان  آن  دیگر  نام  که 
سازی ، روشی مبتنی بر تکرار برای بهینه2تصادفی است

یک تابع هدف )تابع هزینه( است. این روش یک نسخة 
عبارت   به  است؛  کاهشی  گرادیان  روش  از  بهبودیافته 

بهینه الگوریتمی است که طی چند    Adamسازی  دیگر 
مقادیری   و  تابع  یک  کمینة  مقدار  تکرار،  که را  حلقه 

 آورد.دست میشود، بهها تابع کمینه میآن ازای  به
( است که  9مطابق رابطة )  Adamساز  های بهینهگام

دهندة بردار پارامترهای تابع هزینه  نشان θدر این رابطه  
ابتدا     ، صورت دلخواه و تصادفی مقداردهیرا به  θاست. 

( رابطة  اساس  بر  از 8سپس  عضو  یک  انتخاب  و   )
بههدادهمجموعه  را  آن  آموزشی،  میای  کنیم.  روزرسانی 

رابطه،   این  یادگیری،    aدر  از   (x(i).y(i))نرخ  یک نمونه 
شدداده انتخاب  تصادفی  که  آموزشی  و  ههای    τiاست، 

 .استتابع هزینه 

𝜃 = 𝜃 − 𝑎∇𝜃⁡𝑡𝑖(𝜃; 𝑥
(𝑖)𝑦(𝑖))                           (9)  

 

هزینه مهم  3تابع  از  شبکهیکی  اجزای  های ترین 

خطای  میزان  هزینه  از  منظور  و  مصنوعی  عصبی 

در شبکه است و تابع هزینه وظیفة محاسبة   4بینی پیش

این خطا را برعهده دارد؛ به عبارت دیگر تابع هزینه برای 

ها  گیرد و گرادیانها مورد استفاده قرار میمحاسبة گرادیان

به برای  دارند.  روزرسانی وزننیز  کاربرد  های شبکة عصبی 

از   مدل  این  در  ما  که  دارد  وجود  مختلفی  هزینة  توابع 

Binary Cross-Entropy ایم. استفاده کرده 

طبقه  Binary Cross-Entropyتابع   های بندیبرای 

قرار می استفاده  مورد  رابطة دودویی  طبق  تابع  این  گیرد. 

دهندة تابع  نشان S(x)شود. در این رابطه ( محاسبه می10)

 تر به آن اشاره شد. سیگموئید است که پیش
 

𝐶𝐸 = −𝑡 log(𝑆(𝑥)) − (1 − 𝑡)log⁡(1 − 𝑆(𝑥)) (10)      
 

 

 

2 Stochastic Gradient Descent  
3 Loss Function 
4 Prediction Error 
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 دودویی    CNNارزیابی  -5-3-2

گیرد. در  دودویی مورد بررسی قرار می  CNNدر این بخش  

( پیاده3جدول  پارامترهای  داده  (  نشان  مدل  این  سازی 

اندازة لایههشد ،  Denseهای کانولوَشن، لایة  است. تعداد و 

هزینة این  ساز و  تعداد نورون لایة خروجی و نوع توابع فعال

 شود.بند مشاهده میطبقه 
مدل   نتایج  می  CNNحال  بیان  را  در  دودویی  کنیم. 

های مختلف (، مقادیر پارامتر صحت به ازای دوره9شکل )
و   می  CNN  آزمایشآموزش  مشاهده  در  دودویی  شود. 

طورکه از اینجا تعداد پانزده دوره را در نظر گرفتیم. همان
مقادیر صحت در    ،نمودار مربوط به آموزش مشخص است

مقدار  دوره به  پایانی    آزمایش صحت  و    هرسید  94/0های 
دوره آخرین  در  مقدار  نیز  به  اجرا  نزدیک    9/0های 

 است.هشد
 دودویی  CNNسازی (: پارامترهای پیاده3-)جدول  

(Table-3): Binary CNN implementation parameters 

( شکل  به10در  هزینة  مقادیر  نمودارهای  در  دست (  آمده 

و   شد  CNN  آزمایشآموزش  داده  نشان  است.  هدودویی 

از نمودارها مشخص است، مقادیر هزینه در  همان طور که 

و  دوره آموزش  پایانی   24/0و    2/0ترتیب  به  آزمایشهای 

 است. هحاصل شد

 
 دودویی CNN آزمایش(: مقادیر صحت در آموزش و 9-)شکل

(Figure-9): Accuracy values in binary CNN training and testing 

 

 دودویی   CNNریختگی  ماتریس درهم-5-3-3
( نشان  4دودویی در جدول )  CNNریختگی  ماتریس درهم

شد از  هداده  درکل  ،  آزمایش دادة  نمونه   22543است. 
به  20289 و  نمونه  به  2254درستی  نیز  اشتباه  نمونه 

 است.هبینی شددودویی پیش CNNوسیلة به

 
 دودویی CNN آزمایش(: مقادیر هزینه در آموزش و 10-)شکل

(Figure-10): Cost values in binary CNN training and testing 

 

 

 دودویی  CNNریختگی  (: ماتریس درهم4-)جدول
(Table-4): Binary CNN confusion matrix 

 
 

 چندطبقه بندی  نتایج طبقه-5-4
طور که در بخش قبل بیان شد، در روش پیشنهادی  همان

از یک طبقه استفاده  با  ابتدا  پژوهش،  این  بند دودویی،  در 
شود.  بودن نمونة ورودی تشخیص داده مینرمال و یا حمله

ورودی  درصورتی  نمونة  نوع  دودویی  طبقه  وسیلةبه که  بند 
برای    چندطبقهبند  از یک طبقه  ،حمله تشخیص داده شود

می استفاده  حمله  نوع  طبقهتشخیص  مشابه  بند  شود. 
استفاده    CNNنیز از مدل    چندطبقهبند  دودویی، در طبقه

بخشهشد در  پیادهاست.  پارامترهای  ابتدا  بعد  سازی  های 
نتایج  آن  را بررسی و  بیان، سپس مدل  را  را  آنها    بیانها 
 کنیم.  می

 

 چندطبقهبند  سازی طبقهپارامترهای پیاده-5-4-1
پیاده پارامترهای  از  یک  هر  بخش  این  طبقهدر  بند  سازی 

می  چندطبقه شرح  اینجا    دهیم. را  فعالدر  ساز  تابع 
Softmax  شد فعالهاستفاده  تابع  این  خروجی  است.  ساز، 

به را  عصبی  شبکة  از  یک  احتمال  توزیع  ها طبقهصورت 
می تابع  تولید  ورودی  عدد    Kاز    zبردار    SoftMaxکند. 

از مقادیر   σ(z)بعدی    Kحقیقی است و خروجی آن بردار  
است. این تابع در  هصورت توزیع احتمال نرمال شد[ به0.1]

( شد10رابطة  داده  نشان  تابع  ه(  طور  به    Softmaxاست. 
شبکه  در  طبقهمعمول  که  مصنوعی  عصبی  بند  های 

دهند کاربرد دارد؛ لذا در این پژوهش  انجام می  چندطبقه
طبقه در  به  چندطبقهبندی  نیز  تابع  این  تابع  از  عنوان 

 ایم. ساز لایة خروجی استفاده کردهفعال
 

 مقدار  پارامتر 

 128،  64،  32 کانولوشن های  اندازة لایه

 Dense 128اندازة لایه  

 1 تعداد نورون لایة خروجی 

 Sigmoid ساز تابع فعال

 Adam (Stochastic   سازبهینه

Gradient Descent) 

های  تعداد کل داده

 22543 = آزمایش

بینی شده: پیش

 نرمال 

بینی شده: پیش

 حمله 

 920 8790 واقعی: نرمال 

 11499 1334 واقعی: حمله
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 𝜎(𝑧𝑖) =
𝑒𝑧𝑖

∑ =1𝑒
𝑧𝑗𝑘

𝑗

𝑓𝑜𝑟𝑖 = 1…𝑘⁡𝑎𝑛𝑑⁡𝑧 (10                )  
 

 

رسته هزینة  پراکندهتابع  این Entropy-Cross  1ای   :
شبکه در  که  مصنوعی  تابع  عصبی  کاربرد    چندطبقههای 

هزینة   مقدار  دارد،  Crossفراوان  − Entropy⁡   بین
پیش  ها طبقه برچسب   میبینیو  محاسبه  را  این  ها  کند. 

  ⁡wشود. در این رابطه  ( محاسبه می11)تابع مطابق رابطة  
عصبی،  وزن شبکة  yهای 

i
شمارة     صحیح  ŷو    iبرچسب 

i
 

 است. شبکه  وسیلةبهشده بینیبرچسب پیش
 

𝑗(w) =
1

𝑛
∑ [𝑦𝑖 log(⁡ŷi⁡) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − ŷi)]
𝑛
𝑖=1 (11)  

          
 

  ساز بندی نیز از بهینه ی در این طبقه بندی دودوی مشابه طبقه 
Adam   است. ه )گرادیان نزولی تصادفی( استفاده شد 

 

 چندطبقه  CNNارزیابی  -5-4-2

طبقه نتایج  بخش  این  بیان   چندطبقه  CNNبندی  در 

)می جدول  در  پارامترهای5شود.  مدل  پیاده (  این  سازی 

لایههشد  بیان اندازة  قبیل  از  پارامترهایی  های  است. 

لایة   اندازة  خروجی، Denseکانولوشن،  لایة  نورون  تعداد   ،

دوره فعالتعداد  توابع  بهینهها،  در  ساز،  که  هزینه  و  ساز 

است،  مورد استفاده قرار گرفته   چندطبقه  CNNسازی  پیاده

 شود. در جدول مشاهده می

شکل   به   (11)در  مقادیر صحت  دورهنمودار  های  ازای 

و   آموزش  داد  چندطبقه  CNN  آزمایشمختلف  ه  نشان 

دورهشده تعداد  هماناست.  را  )ها  جدول  در  که  ( 5طور 

طورکه در نمودارها  ایم. همانشد، پانزده درنظر گرفته  بیان

می مقمشاهده  طبقهشود،  در  صحت  نهایی  بندی  دار 

  آزمایش های  بندی دادهو در طبقه  99/0های آموزشی  داده

 است.  هدست آمدبه  97/0
 

 

 چندطبقه  CNNسازی (: پارامترهای پیاده5-)جدول
(Table-5): Multi-class CNN implementation parameters 

 مقدار  پارامتر

256،128،64،32 های کانولوشن اندازة لایه  

 Dense 32اندازة لایة 

 4 تعداد نورون لایة خروجی 

 15 ها تعداد دوره

 Softmax ساز تابع فعال

 Adam (Stochastic Gradient ساز بهینه

Descent) 

-Sparse Categoricaly Cross تابع هزینه 

Entropy 

 

 

1 Spare Categorical Cross-Entropy 

 
 

 

 چندطبقه   CNN  آزمایش (: مقادیر صحت در آموزش و  11-)شکل 
(Figure-11): Accuracy values in multi-class CNN training and 

testing 

( شکل  نمودارهای  12در  دوره(  برای  های  هزینه 

و   داده    چندطبقه  CNN  آزمایشآموزش  نشان 

 است.  هشد

و   آموزش  هزینة  دوره   آزمایش مقدار  پایانی  در  های 

 است.هحاصل شد 09/0و  06/0ترتیب به

 

 چندطبقه   CNNماتریس درهم ریختگی  -5-4-3
( جدول  درهم6در  ماتریس  به  (  مربوط    CNNریختگی 

شد  چندطبقه داده  تعداد  هنشان  نیز  اینجا  در  است. 
طبقه شده برای هر  بینیهای درست و اشتباه پیشنمونه 

شد  13545از    چندطبقه  CNNاست.  همشخص 
به  13139،  آزمایشدادة  نمونه  را  تنها  نمونه  و  درستی 
 است.هبینی کردنمونه را اشتباه پیش 406

 

 
  CNN(: مقادیر هزینه در آموزش و آزمایش 12-)شکل

 چندکلاسه
(Figure-12): Cost values in multi-class CNN 

 training and testing 

 

 چندطبقه  CNN(: ماتریس درهم ریختگی  6-)جدول
(Table-6): Confusion matrix of multi-class CNN 

 
 

 

 DoS :U2R :R2L :Probe: 13545 =تعداد کل

 Dos 6997 35 44 93واقعی: 

 U2R 33 1045 14 21واقعی: 

 R2L 36 21 2003 31واقعی: 

 Probe 41 9 28 3048واقعی: 
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 ها مقایسة روش پیشنهادی با سایر روش-5-5
روش سایر  با  پیشنهادی  روش  نتایج  بخش  این  های  در 

های  منظور تعدادی از روش   ود؛ به اینشمشابه مقایسه می
ارائه  نفوذ  انتخاب کردهتشخیص  را  مربوط شده  ایم. کلیات 

روشبه   )این  جدول  در  همانشده  فهرست(  7ها  طور اند. 
و  که در جدول مشاهده می پیشنهادی  روش  مرجع،  شود 

از   یک  هر  آمدآندادگان  جدول  این  در  مراجع هها  است. 
در  انتخاب نفوذ  تشخیص  حوزة  در  معتبر  مقالات  شده، 

 اینترنت اشیا هستند. 
 

 شده جهت مقایسه انتخاب   IOTهای تشخیص نفوذ  (: روش 7-)جدول 
(Table-7): IOT intrusion detection methods selected for 

 
 ها(: مقایسة روش پیشنهادی با سایر روش8-)جدول

(Table-8): Comparison of the proposed method with other methods 
 

 

( جدول  ارائه8در  پیشنهادی  روش  نتایج  این  (  در  شده 

روش با  شدپژوهش  مقایسه  بالا  در  ذکرشده  است.  ههای 

مقدار پارامتر صحت    ،طورکه در جدول مشخص استهمان

آمده در روش پیشنهادی ما به غیر از روش هودو و  دستبه

 های ذکرشده بیشتر است.همکاران از دیگر روش

به  دقت  ن دست مقدار  روش   ز ی آمده  و    ن ی لوپزمارت   های از 

الم  و  ب   ی ان ی همکاران  همکاران  روش   شتر ی و  از  و    های و  هودو 

حس  و  است؛ ن ی همکاران  کمتر  همکاران  و  نرخ   پور  همچنین 

از   های ذکرشده به  روش  بیشترتشخیص روش پیشنهادی 

 کوماری و همکاران بالاتر است.غیر از هودو و همکاران و 

مثبت   نرخ  پارامتر  مقدار  نیز  جدول  پایانی  ستون  در 

شد ذکر  و هکاذب  هودو  روش  از  غیر  به  درکل  است. 

با   مقایسه  در  پژوهش  این  در  پیشنهادی  روش  همکاران، 

 است.  هها عملکرد بهتری را از خود نشان دادروش تربیش

( نمودار مقایسة نرخ صحت روش پیشنهادی 13در شکل )

  اریمع  نیا  دراست.  ههای دیگر نشان داده شدبا سایر روش

باق   ما  یشنهادیپ   روش به   یبهتر  ةجینت  ها روش  ینسبت 

 به این  داشت  یبهتر  ةجی نت  هود  روش  تنها  وکسب کرده  

جا  هود  روش  در  که  لیدل از   دادگانمجموعه  یبه 

در    ما  یشنهادیپ   روش  در  .استهشد  استفاده  یسازه یشب

آزما  سهیمقا روش  یمشابه  های شی با  از    یریادگی   یهاکه 

الگور  بودند،   برده  بهره  یسنت از    یریادگی   یهاتمیاستفاده 

  ار یدر قالب مع  یواقع مقدار به ریمقاد  شدنکینزد به قیعم

 کرد.  یادیصحت کمک ز

 های دیگر (: نمودار مقایسة نرخ صحت روش پیشنهادی با سایر روش 13-)شکل 
(Figure-13): Comparison graph of the accuracy rate of the 

proposed method with other methods 
 

( شکل  روش  14در  دقت  نرخ  مقایسة  نمودار   )

  دراست.  ههای دیگر نشان داده شدپیشنهادی با سایر روش

ما    یشنهادیروش پ   گرفتهصورت   یهایبا بررس  دقت  اریمع

به     کسب   یبهتر  ةجینت  گرید  یهاروش  تمامنسبت 

  دو  صورت  به  CNN  تمیواقع استفاده از الگور  در؛  استهکرد

ا  یوجه از    نیبه  حملات  ابتدا  که    دادگانمجموعه صورت 

 دادگان  روش مرجع 

(Hode, et al., 2016, pp. 

1-6) 

شبکة پرسپترون  

 چندلایه 
 سازی شبیه

(Kumari, et al., 2017, pp. 

481-485) 

ماشین بردار  

پشتیبان +  

 بندی خوشه
NSL-KDD 

(Pajouh, et al., 2016) 
  Kبیز ساده و 

 ترین همسایه نزدیک
NSL-KDD 

(Lopez-Martin, et al., 

2017, p. 1967) 
 NSL-KDD شبکة خودرمزنگار 

(Diro et al., 2018, pp. 
761-768) 

یادگیری عمیق  

 چندلایه 
NSL-KDD 

(Hosseinpour et al., 

2016) 

ایمنی  سامانة 

 مصنوعی 

KDD99  و
SSH Brute 

Force 

(Almiani, et al., 2020, p. 

102031) 

های عصبی  شبکه

 مصنوعی بازگشتی 
NSL-KDD 

 دقت صحت  روش 
نرخ 

 تشخیص 

نرخ 

مثبت 

 کاذب
 (Hode, et al., 2016, 

pp. 1-6) 
4/99 3/98 100 9/0 

 (Kumari , et al., 

2017, pp. 481-485) 
42/98 37/91 6/99 86/5 

 (Pajouh, et al., 2016) 25/98 26/92 86/84 86/4 
 (Lopez-Martin, et al., 

2017, p. 1967) 
1/99 59/81 1/80 25/4 

 (Diro et al., 2018, 
pp. 761-768) 

27/98 39/92 5/96 57/2 

 (Hosseinpour et al., 

2016) 
35/98 83/97 54/90 41/4 

 (Almiani, et al., 
2020, p. 102031) 

18/92 23/90 27/94 8/9 
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طبقه  یجداساز  سپس  و    ی رو  بر  چندطبقه  بندشدند 

  را   حملات  نوع  ییشناسا  اقدامات  دیجد  دادگانمجموعه 

حملات شد و    یی در شناسا  دقت  شیموجب افزا  داد  انجام

 . میبود اری مع نیا نرخ رشد شاهد  مشابه یهاروشنسبت به 
 

 

 ها (: نمودار مقایسة دقت روش پیشنهادی با سایر روش 14-)شکل 
(Figure-14): Comparison graph of the accuracy of the 

proposed method with other methods 
 

 

( شکل  روش 15در  تشخیص  نرخ  مقایسة  نمودار   )

روش سایر  با  شدپیشنهادی  داده  نشان    ن یا  دراست.  هها 

هود،    یهاروش  از  پس  ما   یشنهادیپ   روش  جینتا  اریمع

را   پنجم  ةرتب  ،روش  هشت  انیم  از  ی انیو الم  روید  ،یکومار

ما استفاده    یشنهادیروش پ  در است. هبه خود اختصاص داد

الگور دادگان    یبرا  PCA  تمیاز  ابعاد    موجبکاهش 

به    ی ورود  دادگانمجموعه حجم    کاهش و    یسازساده

 تم یالگور  صیتشخ  اریمع  رشد  به  امر  نیهم  وشد    تمیالگور

 . کرد کمک
 

 (: نمودار مقایسة نرخ تشخیص روش  15-)شکل

 ها پیشنهادی با سایر روش
(Figure-15): Comparison chart of the detection rate of the 

proposed method with other methods 
 

( روش  16شکل  کاذب  مثبت  نرخ  مقایسة  نمودار   )

روش سایر  با  میپیشنهادی  نشان  را    نیا  دردهد.  ها 

  و   روید  هود،  یهاروش  از  پس ما    یشنهادیروش پ   اریمع

  و  کرده  کسب  یبهتر  ة جینت  هاروش  یباق  به  نسبت  لوپز

 اختصاص   خود  به  را  چهارم   ةرتب   ،روش  هشت  نیب  از

  ی حملات  که  دهد یم  نشان  ار یمع  ن یا  واقع  در؛  استهداد

  عنوان به  اشتباه  به  تمی الگور  وسیلةبه  که  اندداشته   وجود

 به   بندطبقه  از  استفاده  که  اندشده  ییشناسا  نرمال  ةداد

  اریمع  نیا  نرخ  تا  کرد  کمک   امر  نیا  به  یدووجه  صورت

 . کند  دایپ   کاهش گری د یهاروش یبرخ به نسبت

 

(:  نمودار مقایسة نرخ مثبت کاذب روش  16-)شکل 

 ها پیشنهادی با سایر روش
(Figure-16): Comparing the false positive rate of the 

proposed method with other methods 
 

 در   یشنهادیپ   روش  ینسب  یبرتر  بالا  اشکال  درمجموع،

.  دهندیم  نشان  را  یقبل  ةشدارائه   یهاروش  بیشتر  مقابل

 یریادگی  مناسب  ساختار  از  استفاده  خاطر  به  یبرتر  نیا

 ساختار   نیا  در  کاررفتهبه  مناسب  یپارامترها  و  قیعم

  در  که  یبنددسته  از  سطح  دو  از  استفاده  نیهمچن  ؛است

  نوع   دوم  سطح  در  و  نمونه  کی  بودنحمله   نخست  سطح

  روش  ییکارا  در  یادیز  ر یتأث  کنند،یم  مشخص  را  حمله

 یبهتر  ةجینت  هود   روش  ارها یمع  بیشتر  در   .دارد  یشنهادیپ 

  را  جینتا   نیا  لیدل  که  داشت  ما  یشنهادیپ   روش  به  نسبت

  دادگانمجموعه   یجابه  ی سازهی شب  از  استفاده  در  توانیم

  بحث  ی جا  زین  آمدهدستهب  ج ینتا  اساس   نیا  بر  کهدانست  

 .دارد
 

 گیری و کارهای آینده نتیجه -6
از آنجا که دادگان مورد استفاده در این پژوهش یک بعدی  

بود، روش پیشنهادی با مشکل زمان اجرا مواجه نبود؛ لذا  
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بر پیاده شدة روش پیشنهادی  موازی و توزیعسازی  لزومی 

های پیش اشاره شد،  طور که در بخشهمان وجود نداشت.

ارائه  پیشنهادی  روش  از دو مدل  در  پژوهش،  این  در  شده 

روش   ارزیابی  زمان  در  شد.  استفاده  عمیق  یادگیری 

معماری تعداد  پیشنهادی،  با  عمیق  یادگیری  مختلف  های 

معماری لایه یک  گرفت.  قرار  بررسی  مورد  مختلف  های 

گرفتهبه که  کار  بود  بازگشتی  عمیق  یادگیری  شبکة  شده 

از   همچنین  دهد.  نشان  خود  از  خوبی  عملکرد  نتوانست 

پیاده برای  پارامترهای  مختلفی  روش    آزمایشسازی 

به پارامترهای  و  استفاده شد. معماری  کار رفته  پیشنهادی 

ارزیابی نتیجة  پیشنهادی  بود  در روش  که منجر  ها متعدد 

 ترین نتیجه شد.  به گرفتن مناسب

  یی شناسا  جهت  معمول طور  به  CNN  تمیالگور

 قرار  استفاده  مورد  آن  به  مربوط  ی هاروش  در  و   ریتصاو

 حملات  ییشناسا  یبرا  تمیالگور  نیا  از  ما  اما  ،ردیگیم

  یهاروش.  میبود  نیز   یخوب   جینتا  شاهد   و   م یکرد  استفاده

 بر  یسنت  یریادگی  یهاتمیالگور  از  استفاده  با  یمتفاوت

  قرار  یاب یارز  و  شیآزما  مورد  دادگانمجموعه   نیهم  یرو

  که  میبود  نیا  شاهد   روش  ن یا  در  ما   اما  ،اندگرفته

ز  قیعم  یریادگی  یهاروش  از  استفاده به   یادیکمک 

نتا  همچن کسب   ج ی بهبود  و  در    ش ی افزا   ن ی شده  دقت 

  با   و   کرد   شده استخراج   موارد   صحت و    یی شناسا 

  که   م ی رس ی م   جه ی نت   ن ی ا   به   مربوطه   ج ی نتا   ة س ی مقا 

  بهبود   به   ق ی عم   ی ر ی ادگ ی   ی ها تم ی الگور   از   استفاده 

  PCAالگوریتم  استفاده از    ن ی همچن   ؛ اند کرده   کمک   ج ی نتا 

افزا   ی، ورود   دادگان   ابعاد   کاهش   جهت    دقت   ش ی به 

همچن   یی شناسا  الگور   سرعت   ش ی افزا   ن ی و    تم ی عملکرد 

های ورودی  درواقع ما قبل از اینکه داده   ؛ کرد   ی اد ی کمک ز 

را در اختیار الگوریتم قرار دهیم، با استفاده از این الگوریتم  

اقدام به کاهش ابعاد دادگان کرده و خروجی این الگوریتم  

اختیار   در  دادیم؛   CNNرا  شناسا   را ی ز   قرار    یی موضوع 

اهم  شبکه  در  است    یی بالا   ت ی حملات  ممکن  و  داشته 

تع  ا ن یی لحظات  در  و  باشند  سرعت    ت حال   ن ی کننده 

 برخوردار است.   یی بالا   ت ی از اهم   یی شناسا 
یک   از  استفاده  با  مقاله  این  در  پیشنهادی  روش 

پیاده ایندادگان معتبر  با وجود  ارزیابی شد.  و  که سازی 

این دادگان در مقالات معتبر متعددی مورد استفاده قرار 

روش  گفت  بتوان  شاید  اما  است،  تشخیص  گرفته  های 

منظور ارزیابی نهایی باید در دنیای واقعی  به  IoTنفوذ در  

ر لذا  گیرند؛  قرار  استفاده  این مورد  در  پیشنهادی  وش 

تواند در دنیای واقعی اینترنت اشیا مورد  پژوهش نیز می

گیرد.   قرار  ارزیابی  و  تشخیص روش  بیشتراستفاده  های 

شده  تنها توانایی تشخیص حملات شناخته   IoTنفوذ در  

اگر شبکة   درنتیجه  نفوذ یک حملة IoTرا دارند.  ، مورد 

این روش  توانایی تشخیص آن  ناشناخته قرار گیرد،  ها 

ازاین  داشت؛  نخواهند  را  روش  حمله  یک  ارائه  رو 

در   نفوذ  علاوه   IoTتشخیص  حملات    که  تشخیص  بر 

شده، توانایی تشخیص حملات ناشناخته را نیز  شناخته 

است. می  برخوردار  بالایی  اهمیت  از  باشد  توان  داشته 

یک   با  پژوهش  این  در  پیشنهادی  روش  ترکیب  با 

قابل   نتایج  به  ناشناخته  حملات  تشخیص  روش 

  . توجهی دست یافت 
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