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 چکیده 

واکنش با شنیدن هر خبر در شبکه  اجتماعی،  برانگیختههای  از زوایای مختلف موجب  و  متفاوت است  به آن  کنجکاوی  ها  شدن حس 

مهممی فهمیدن صحّتشود.  آن  بخش  شایعهترین  است.  خبر  در  ، وسقم  است  ممکن  و  نشده  تأیید  هنوز  یعنی  است؛  نامعتبر   خبری 

جبران خسارات  موجب  اعتبار  نداشتن  ازاینصورت  شود؛  بهناپذیری  یا  و  شایعه  تشخیص  است.  مهم  بسیار  آن  تشخیص  عبارتی  رو، 

های جدید دستی مبتنی بر  کردن اعتبار آن نقش اساسی در جلوگیری از خبر نادرست دارد. در این مقاله، با استفاده از ویژگیمشخص

های اجتماعی تشخیص داده  شایعة موجود در شبکه  ، بند یادگیری ماشیندسته  دو و با استفاده از چهار  توییت، کاربر و ترکیبی از این

با همچنین  نامتعادل  شد؛  به  مجموعهتوجه  بیشبودن  روش  از  بانمونهداده  و  استفاده  تفاوت    برداری  به  نرمالویژگیتوجه  از  سازی ها 

شده نشاناستفاده  نتایج  با  است.  روش  این  روش   داد  به  نسبت  سادگی  قابلوجود  بهبود  عمیق  و  ماشین  یادگیری  توجّهی    های 
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Abstract 
When every news item is posted on social media, reactions to it are different and arouse curiosity from 

different viewpoints. The most important part is to understand the accuracy of the news. A rumor is 

invalid news, meaning it has not yet been confirmed and it may cause irreparable damage if it is not 

valid. Therefore, it is very important to detect it. Rumor detection, or in other words, determining its 

validity, plays an essential role in preventing fake news. Naturally, every phenomenon of normal and 

anomaly is transmitted to people through social networks. Every News Reactions to that news are 

different. Depending on the importance of the news, it may be widely covered or it may not have a 

specific reaction. But if the news spreads widely, it arouses curiosity from different angles. The news is 

false or true, or the news is valid or invalid. In this work, an attempt was made to identify rumors on 

social networks by using Hand-Crafted features based on tweets, users and a combination of the two, 

oversampling and normalization, and by using machine learning classification. Using 4 machine 
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learning classifiers, including Support vector machine, Logistic regression, K-nearest neighbors and 

Random forest, the two rumors on social networks were detected. Two data sets, PHEME 2017 and 

PHEME 2018, have been used. The results on these two datasets show that in PHEME 2017, the random 

forest classifier shows an accuracy of 0.988 using tweet and combination features. Also, these features 

show a precision of 0.987, which is better than other classifiers used in this work. This classifier has a 

better recall than other classifiers along with logistic regression with a value of 0.986. Also, this classifier 

obtained better results with the two mentioned features, with 0.987. In the PHEME 2018 dataset, it 

obtained the RF classifier with an accuracy of 0.969 using tweet and combination features, and it has 

better performance in precision, recall and F1. In addition, the user feature in the classifier of k nearest 

neighbors brings better results than the other two features. 

 

Keywords: rumor detection, machine learning, user Feature, tweet Feature, Hand-Crafted Feature 

 

 مقدمه-1
انتشار  به  ی اجتماع   یهارسانه  اهالی  یبرا  یمهم  یابزار 

اصل  [ 1]  رسانه روش  برا  یو  به  مردم   یمصرف  دنبال  که 

  رسانه  اهالی اند.  شده  لی تبد،  [2]هستنداخبار    نیآخر

رسانه از  است  در  یبرا  یاجتماع   یهاممکن   بارةگزارش 

فوریمورد    در  یومعم افکار حت  اخبار  کشف    یبرا  یو 

کنند   د یجد  یاحتمال  یهاداستان که  یدرحال  ؛استفاده 

 ق یرا از طر  عیاخبار و وقا   شرفتیپ   ،شهروندان ممکن است

دنبال    خود  ةشبک  یهاپست  قیطر  از  ا ی  یرسم  یهاکانال 

درحق شبکهقتیکنند.    ل یدلبه  ژه یوبه  یاجتماع   یها، 

اخبار  ی ذات  ییتوانا انتشار  در  از   ترعیسر  اریبس  ،خود 

مففوق   یسنت  یهارسانه ،  اینباوجود  ؛[3]هستند  د یالعاده 

رسانه  ریتأث  نیا هز  ی اجتماع   ی هامثبت  رو هروب  یانهیبا 

  ی بر رو تیواقع یو بررس نکردنکنترل ، برای مثال؛  شودیم

رسانهپست زم  ی اجتماع   یهاها،  بارورنهیرا    ی برا  یساز 

 . [4]کندیم نیدروغ   ای و   دأییت  رقابلیانتشار اطلاعات غ 

یا را    ییهاپست  اغلبافراد   خود  دا  از    د ییتأ  گر یفراد 

 بیشتر .  مورد تأیید نیستها  آنکنند که منبع و اعتبار  یم

  یاحتمال  یمحتوا  کی  برخلافاب  جذّ  عنوان  کی،  اوقات

است  نادرست،  ای اثبات    رقابل یغ  به    ،ممکن  بار  هزاران 

شود گذاشته  با    ؛اشتراک  بخواهیم  اگر  شرایط  این  در 

ویژگی از  دستهاستفاده  عمل  دستی  انجام  های  را  بندی 

های  باید ارتباط بین توییت اصلی یا منبع و توییت  ، دهیم

قرار مدنظر  را  ویژگی واکنش  از  بسیاری  مورددهیم.    های 

ندارند؛   مناسبی  تفسیرپذیری  عمیق  یادگیری  در  استفاده 

سادهبه شایعهعبارت  عوامل  توییت  تر  یک  نبودن  یا  بودن 

برخی از کارها از تنها    شوند. درشکل تفسیری بیان نمیبه

تنهایی قادر به  است که بهویژگی سری زمانی استفاده شده

تشخیص  دسته و  دربندی  نیست.  از    شایعه  بسیاری 

گرفته بیشتر  کارهایی که در حوزة یادگیری ماشین صورت 

ویژگی مورد های  از  مجموعه   خام  در  ها  داده استفاده 

شده  درصورتی استفاده  می است؛  ویژگی که  از  های  توان 

 داده استفادة بهتری کرد.  استفاده در مجموعه   مورد 

قرارنای  در با   کار  بیشاست  از  و  نمونهاستفاده  برداری 

ویژگی آن استخراج  از  بسیاری  که  توییت،  و  کاربر  ها  های 

بند  دو و با استفاده از چهار دسته  جدیدند و ترکیبی از این

پشتیبان،   بردار  ترابری نزدیک  kماشین  همسایه،  ترین 

اجتماعی   شبکة  در  شایعه  تصادفی  جنگل  و  رگرسیون 

  تشخیص داده شود.

به دو  بخش  مقاله  ادامة  گذشته   در  کارهای  مرور 

می پیشنهادی  روش  به  سه  بخش  دارد.  پردازد.  اختصاص 

دسته مقایسة  و  آزمایش  به  چهار  بخش  روش در  بندهای 

می پرداخته  به  پیشنهادی  پنج  بخش  با  شود.  مقایسه 

در  و  قبلی  نتیجه  کارهای  به  شش  بخش  و نهایت  گیری 

 شود.کارهای آینده پرداخته می

 

 پیشینة پژوهش -2
در  کههنگامی صحبت  به  سازوکار  شروع    ی هامورد 

ا  د یبا   م، یکنی م  عهیشا  صیتشخ باش  تیواقع  نیاز    م یآگاه 

  یهااست، راه  د یجد  پژوهشی  ةحوز  کی  نکهیا  وجود  با که  

رسانه  عهیشا  صی تشخ  یبرا  یمختلف   یاجتماع   یهادر 

همان دارد.  بسوجود  فکر  گرپژوهشاز    یاریطورکه  ان 

و    عهیشا  کی  ییبه شناسا  اندتویم  عهیشا  حیتصح  ،کنندیم

چالش    ، رفع آن کمک کند  یبرا  یکاف   یعموم  یآگاه  جادیا

ا شا  یی شناسا  یبرا  کردیرو  نیدر  شرا  عات یاصلاح    طیدر 

و  اریبس  یاضطرار است.  تواند  یم   ام یپ   ی هایژگیدشوار 

اساس تشخ  ینقش  تصح  صیدر  باشد.   عهیشا  حیو    داشته 

در  ، ایده  یک است.  گراف  بر  از   ینیتخمکار  این  مبتنی 

بر کاربر  و  اعتبار  تعاملات  از    یاساس  برداشت   گرافو 

تو  یو  یاجتماع  عمدة  .  آیدمیدست  هب  ش یهاتییدر 

ویژگی در  به  تأثیرات  مربوط  کار  این  کنندگان  دنبالهای 

 عیسر  ی ابیارزاین کار  است که  نشان داده  جی. نتاکاربر است
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دق  م   یقیو  ارائه  کاربر  اعتبار  بر  .  [5]هد دیاز  غلبه  برای 

در پاسخ  مقاومت  آسیببرابر  و  مختلف  درهای    پذیری 

یک   از  که  شد  پیشنهاد  روشی  گوناگون  حملات  مقابل 

دار و یک مولد پاسخ آگاه از موقعیت  شبکة گراف لبة وزن 

کننده  استفاده شود. با استفاده از رمزگذار مبتنی بر تبدیل

نشانه گفتکلیة  رشته  در  موجود  رمزگذاریهای   ،وگو 

توکن   جاسازی  برای  کانولوشن  گراف  یک  از  همچنین 

تشخیص موقعیت، از یک مولد  برای غلبه بر عدم  و استفاده  

دهنده را متخاصم آگاه از موقعیت استفاده شد تا تشخیص

اضافه از  استفاده  رشته  با  به  خصمانه  پاسخ  یک  کردن 

دهدوگفت آموزش  یک[6]گو  دیگر  کار  در  مدل    . 

تجز  ینماش  یادگیری  یمبتن  یبنده دست  یل وتحلیهو 

 N-gram  های یامخودکار پ   یبندهدست   یبرا  واژهبر    یمبتن  

غ   ییترتو و  بهتر شد   ی معرف   معتبریرمعتبر  با    ین .  عملکرد 

ترک  از  ب یونیگرام از    یبی استفاده  و    1LSVMها،  یگرام ها 

و  ی بند دسته عنوان  به    یک عنوان  به   2IDF-TFکننده 

  . [ 7] آمد   دست ه ب   یژگی استخراج و   کار راه 

های یادگیری ماشین و  یک کار با استفاده از مدل  در

محتوویژگی و   به  اهای  کاربر  خوبی  دقّتو  بسیار  های 

پنج ویژگی کاربر از  این کار  برای  ، هجده ویژگی  رسیدند؛ 

.  [8]تعبیة واژه برای هر توییت استفاده شد  280محتوا و  

دیگر   کار  شد مدلدر  پیشنهاد  به  ی  اطلاعات  »  لیتبد   که 

اینپردازدیم  «عهیشا بر  ؛    22)  ی ژگیو  39اساس    مدل 

است. هفت    ی ژگیو  17محتوا،    یژگیو بند در  دستهکاربر( 

آن   کار دیگری وجود دارد که در.  [9]این کار استفاده شد 

معماری   شد.    BERTاز    بازنمایی   یبرا  BERTاز  استفاده 

تو بر   ک ی  در   تییهر  معنا  بردار  آن    ةجمل  یمتن  یاساس 

در   هعیشا  تشخیص  یمختلف برا  های بنددستهاستفاده و از  

 . [ 10]شداستفاده  ترییتو

بر گراف که    کار دیگردر     ص یتشخ  یبرامدلی مبتنی 

شده  ةعیشا ساخته  شدناهمگن  پیشنهاد  نحواست    ة. 

شبکه   یهاروش   یسازه یشب در  استتار    یهامختلف 

شا  یبرا  یاجتماع  آشکارساز  از  شد  عهیفرار  برابررسی   ی. 

ا به  احتمال  دو  نیپرداختن  استتار  انواع   ی عنی  ی؛ موضوع، 

درنظرگرفتن محدود با  به  یهاتیحمله  تعردقّدامنه    فیت 

بر  متخاصم    یریادگیچارچوب    کیسپس    و گراف  مبتنی 

م  شد   شنهادیپ   دیجد قادر  را  حملات  با    سازدیکه  تا 

آشفتگاضافه فر  ایپو  یعمد  یهایکردن  را    ب یآشکارساز 

  ی هایژگیو  یریادگی  یآشکارساز براحال،  نیهم  در  ؛دهند

 

1 Linear Support Vector Machine 
2 Time Frequency-Inverse Document Frequency 

در  یبرا  زتریمتما  یساختار چن   مقاومت   ن یبرابر 

ر  . مهاجم و آشکارساز مکرّشودیم  تیتقو  یی هایآشفتگ

   . [11]کنندیم تیرا تقو گریکدی

تو  گراف ساختار   پردازش  ساختار    براساس  هاتییبا 

کاست بر  زمان،  نه  و  مثل  معماری  یها یمکالمه  هایی 
3RNN    4وCNN  م سه  این  .  کند یغلبه  از    ماژول مدل 

، ماژول انتشار  5بازنمایی توییت است: ماژول  شده  لیتشک

  یاطلاعات سطح بالا  7TRM  بند.دستهو ماژول    6مکالمه

م   تییتو  کی   CPM،  کندمی   بازنمایی و    ردیگیرا 

  کند ی منتشر م  گرافساختار    قیرا از طر  تییتو  بازنمایی 

آنجاکه ماژول    از؛  است.  قیعم  یعصب  ةشبک  کی  CMو  

CPM   یآوررا جمع   یمحل  گانیاطلاعات همسا  تواندیم 

گره  بازنمایی و   ادهید ی  هااز  مدل  این  کند،    جاد ینشده 

شود  نبدو  یکارها  یبرا  تواندیم استفاده  .  [12]نظارت 

 است. RvNN کار دیگر با استفاده از

اینورود ر  ی  است که  انتشار    ک ی  ةشیمدل درخت 

درخت گره  هر  و  دارد  منبع  پاسخ    کی  یپست  پست 

معناشناس رابط  یمحتوا  ی است.  و  ب  ةپست    ن یپاسخ 

طرپست از  بهژگیو  یریادگ ی  ندایفر  قیها   طور ی 

امتداد ساختار درخت  یبازگشت از  گیردصورت می  یدر   .

  عه یشا  یهاگنالیس  یریادگی  یبرا  یساختار  یهایژگیو

تقو بازگشت  هاییبازنما  تیو  تجمع    در   هاگنالیس  یبا 

  دو ،  کارنیا  درشود؛  یمختلف استفاده م   یهاطول شاخه 

 .  [ 13]استفاده شد نییبالا به پا  وبه بالا   نییمدل از پا

بعدی   کار  اساس  عمیق  یادگیری  و  تکاملی  رویکرد 

مدل   این  شایعه  یبرا  ییهاحلراهبود.  در    تشخیص 

توض با  متن  تشخ  بندیدستهو    یحاتسطح  با   یصژن 

  ی واقع   ی هانهنمو  ینب  یزتما  یی تواناو    دهد یجهش ارائه م

تول میدو  حفظ  را  همچنیشده  مدل   ینکند،    این 

تول  ی جعل  ی هانمونه  برخلاف    8تولیدکننده کند.  یم   ید را 

تقویتیروش    یک،  ی قبل  یکارها کار  به را    یادگیری 

  ی هابازنماییتواند  یم   10RLو    9GAN  گیرد. با ترکیبمی

را متعادل   تضادو آموزش    یدبالاتر تول  یفیترا با ک  یبافت

آموزش کاهش    ی ثباتیکند. با انتخاب واژگان در جمله ب 

با    GANدر    مرحلهبه مرحله  یخطا  ید. مشکل تولیابدیم

 .  [14]است شدهحل  واژه  یابیو ارز یدتول

 

3 Recurrent Neural Network 
4 Convolutional Neural Network 
5 Tweet Representation Module 
6 Conversation Propagation Module 
7 Classification Module 
8 Generator 
9 Generative adversarial networks 
10 Reinforcement learning 
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استفادبه در    ةمنظور  موجود  اطلاعات  از  کامل 

  را بر   عاتیشا  مدلی پیشنهاد شد که  ،ی اجتماع   یهارسانه

برا  ییشناسا  داد یرو  کیاساس   از    ةاستفاد  یکرد.  کامل 

تو به  تییاطلاعات  در سطح    بازنمایی   کیآوردن  دستو 

برای .  شد  گرفته  نظر  در  یمراتبسلسله  یمعمار  کیبالا،  

داده  میتعم از  ب  یهامدل  آموزش    یبرا  یشتریمخالف 

شد.مدل   سلسله  استفاده  به چارچوب  طور  مراتبی 

استفاده   رویداد  و  پست  سطح  اطلاعات  از  مشترک 

برای  می تخاصمی  اینکند؛  یادگیری  روش  کار 

پیشسلسله  مدل  تا  شد  استفاده  را مراتبی  قوی  بینی 

  .[ 15]های در سطح پست و رویداد ارائه دهدتحت تعبیه

عینی اطلاعات  نوع  دو  از  بعدی  ذهنی    و  مدل 

استفاده کرد. اطلاعات ذهنی مربوط به توییت، نظرات و  

از   برگرفته  عینی  اطلاعات  و  فرهنگ  ویکیغیره  و  پدیا 

کار از دو ماژول بازیابی  لغت بایدو است؛ همچنین در این 

این در  شد؛  استفاده  شایعه  تشخیص  و  کار  مدارک 

عنوان مدرک در نخستین ماژول مورد اطلاعات عینی به

دوم   ماژول  اختیار  در  سپس  و  قرارگرفت  بازیابی 

دیگر[16]قرارگرفت مدل  پوبه  .  تعداد    ایصورت  حداقل 

را    عهیشا  کی  یی شناسا  یبرا  ازین  مورد  یهاپست

  RNNبا    یتیتقو  یریادگ یمنظور،    نیا  یبرا  ؛آموزدیم

در زمان    ی اجتماع   ی هارسانه  ی هاپست  است و شدهادغام  

تصم  شودمینظارت    یواقع شود  میتا    ی زمانچه   گرفته 

براساس    . [17]شود  یبنددسته  عاتیشا دیگر  مدل 

  1CNN-BiLSTMمدل  کیبا استفاده از  یادگیری عمیق  

پ   است؛ مجموعه  یشنهادیکار  اکتساب  داده،  شامل 

نماشیپ    ، یژگیو  یرمزگذار  ، ی ژگیو  ش یپردازش، 

و است.  دستهو  ی  ژگیاستخراج    یةکه لا  BiLSTMبندی 

توالیم   دهینام  زین  یمتوال اطلاعات  در  یشود،  دو  را   هر 

م  حفظ  عقب(  و  جلو  )به  لا یدرحال  ؛ کندیجهت    ةیکه 

CNN    یةلا   ةشددیتول  یهای ژگیوبازنمایی  BiLSTM    را

تصو درنهای م  ریبه  و    . [18]شودیمبندی  دسته  ت یکشد 

دیگر  عمیق  یادگیری  به    ک ی  مدل    GANروش  مدل 

در شنهادیپ  است؛  تولیدکننده این  ی  بر    یمبتن  ی ها2کار 

می   یآموزش   یهانمونه  ی،عصب  ةشبک   تا کنند  تولید 

گ  عهی شا  ةزکنندیمتما شود و    دکن  جیرا    مجبور 

شده  ت یتقو  یآموزش  یها قدرتمندتر را از داده  یهایژگیو

مدل   در  د؛اموزیب برعکس  کار  این  معمول واقع،  های 

GAN  قوی تولیدکنندة  میکه  ایجاد  را  تأکید  تری  کند، 

 

1 Bidirectional Long Short Term Memory 
2 Generators 

متمایزکننده روی  چندتوجه.  [19]استبر  سازوکار   ی از 

از  یسازمدل  یبرا  کنندهتبدیلدر   براه  تعامل    ن یدور 

درخت  شد. استفاده    ها ت ییتو ساختار  در    ی اطلاعات 

  ن یاز نظرات کاربران ب  ی شود و وابستگیپژوهش مختل م 

. از سازوکار  دیآیدست ممختلف به   یوگوگفت  یهارشته

  ی هایژگیآوردن ودستبه  یبرا  کنندهتبدیل  یچندتوجه

اصل وبلاگ  پست  بازتو  یهر  نظر   ةمحاسب  ت،ییو 

همآن  نیب  یبستگهم وزن  دادن  و  استفاده    یبستگها 

   .[20]شودمی

بر دیگر  استخراج    عهیشا  صیتشخاساس    کار  بر 

در   ایانتشار   داده  و    هایتوییت  انیم  تعاملات  منبع 

داردآن  یبعد  یهاواکنش   ای  تییبازتو تمرکز  با    ؛ها 

واکنشی این و  جواب  هیچ  منبع  پست  است  ممکن  کار، 

باشد؛  داشته  کمی  واکنش  یا  باشد  برای    نداشته 

مشکلازبین  این  جد  کی  بردن    ص یتشخ  دیچارچوب 

موضوع    یمبتن  عهیشا شدهبر  درپیشنهاد  ابتدا    است؛ 

خودکار  به رو  بندیدستهطور    ی هاکروبلاگیم  یموضوع 

انجام   پ سپس    ،شد منبع  موضوع    شده ی ن ی ب ش ی بردار 

با    ی ها کروبلاگ ی م    ة کلم   های تعبیه منبع 

برا   ی ها کروبلاگ ی م    ب ی ترک   عه ی شا   ص ی تشخ   ی منبع 

نظارت    نظارت و بدون   های با . کار دیگر روش [ 21] شد 

با  می   را  ترکیب  جدید هم  اخبار  های  هشتگ   کند. 

واژگان  از  خارج  واژگان  مسئلة  دارند.  چالش    3جدید 

این  هدف  است؛  را    دیگر  واژه  تعبیة  که  است  آن  کار 

و   و  بیاموزد  واژگان  از  خارج  واژگان  کاهش  برای 

در  مدل    قرارگرفتن  به  موضوعی  بین    RNNحالت 

توزیع  بازنمایی  مدل،  دهد.  موازات  آموزش  به  را  شده 

های محتوایی  گیرد و از ویژگی یادگیری عمیق یاد می 

در  اجتماعی  شده این   و  استفاده  در [ 22] است کار    ؛ 

سامانة  این  یک  از  مقاله  نویسندگان    BILSTMکار 

ها دو سطح  آن   مراتبی چندضرر استفاده کردند. سلسله 

درنظر  را  رویداد  و  در   پست  تا  آموزش    گرفتند  زمان 

شیب صرفه  ناپدیدشدن  از  و  شود.    4جویی  جلوگیری 

توجّه   سازوکار  از  دقّت  کاهش  این  از  جلوگیری  برای 

شده  در [ 23] است استفاده  کار    .  تمرکز  یک  با  تنها 

متن   فارسی برروی  شایعات  معرفی    اصلی  و 

مدلی  ویژگی  بالا،  محتوایی  اطلاعات  ارزش  با  هایی 

ویژگی  بر  غیرفیزیکی  مبتنی  و  فیزیکی  محتوایی  های 

منتشر  فارسی  شایعات  تشخیص  برروی  برای  شده 

 

3 Out of vocabulary  
4 Vanishing Gradient 
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کند. مدل پیشنهادی شایعات  توییتر و تلگرام ارائه می  

مجموعه  معیار   ة داد فارسی  با  را  ،  F 848 /0 توییتر 

مجموعه  معیار   ة داد شایعات  با  را  کرمانشاه   زلزله 

F 952  ./ معیار با  را  تلگرامی  شایعات  /.  F 867 -و 

 . [ 24] است شناسایی کرده 

 

 روش پیشنهادی-3
از   استفاده  با  تا  شده  آن  بر  سعی  کار  این  در 

در مجموعه های  ویژگی  که  مورد دستی  استفاده    دادة 

دسته  دارد  از  وجود  قبل  دهیم.  انجام  را  شایعه  بندی 

به   این پرداختن  انجام  با    چگونگی  است  لازم  کار 

مورد مجموعه  ساده   دادة  شمای  و  روش  استفاده  از  ای 

 آشنا شویم:   پیشنهادی  

 

 داده مجموعه-1-3
 نیا  مورداستفاده در  ةعیشاة  داددو مجموعه  یهاداده

تو از  در  ییهاتییمطالعه  فور  انیجر  که  ارسال   یاخبار 

شدهشده مشتق  آناند.  است  و     PHEME 2017هانام 

PHEME 2018  [12]    .ا  (1)جدول  است دو    نیآمار 

ممجموعه  شرح  را  مجموعه   ؛دهدیداده  حاودو    ی داده 

ز م ایژگیو  یادی تعداد  که  برای ند    ی مهندس  یتوانند 

استفاده    یژگیو

 است. دیمف  عاتیشا صیتشخ یبرا و شوند

 

 پیشنهادیشرح مدل -2-3
این ابتدای  در  از مجموعه  ما  دسته کار  دو  موجود  دادة 

می استخراج  را  توییت  و  کاربر  بر  مبتنی  کنیم؛  ویژگی 

دهیم و  پردازش را روی آن انجام میسپس اعمال پیش 

داده روی  آخر  دستهدر  میها  صورت  این  بندی  گیرد. 

  است.( نشان داده شده1فرایند در شکل )

 

 PHEME  هایداده مجموعه(: 1 -)جدول
(Table-1): PHEME DataSets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (: نمای کلی از مدل پیشنهادی 1-)شکل
(Figure-1): Scheme of Propose model 

 

 

 

PHEME2018 PHEME2017 Statistic 

50593 49345 Users 

105352 103212 Posts 

6425 5802 Events 

2402 1972 Rumor 

4023 3830 NonRumor 

37.4%  34%  Balance Degree 

ویژگی 

 توییت 

 
ویژگی 

 توییت 

ی بند دسته  

و تشخیص  

 شایعه 

 
 دسته بند 

سازی نرمال  

 و

PCA 

 
 نرمالسازی 

 و

PCA 

داده مجموعه  

 
مجموعه 

 داده 

ویژگی 

 کاربر 

 
ویژگی 

 کاربر 

ویژگی 

 ترکیبی

 
ویژگی 

 ترکیبی

بیش 

 گیری نمونه

SMOTE 

 

بیش نمونه 

 گیری 

SMOTE 

 استخراج ویژگی 

 
 استخراج ویژگی 

 پیش پردازش

 
 پیش پردازش

بندی دسته  

 
 دسته بندی 
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 ها استخراج ویژگی -3-3

 مبتنی بر توییت های  ویژگی -3-3-1

ویژگی  تنها  قسمت  این  این در  در  جدید  کار  های 

دهندة  تعداد واژگان یک رکورد نشان   شوند. معرفی می 

طول آن و ملاکی برای اهمیّت توییت منبع است. اگر  

باشد  می بحث   ، بزرگ  نشان  را  آن  دهد.  برانگیزبودن 

وجود  نویسه تعداد   هم  و  طول  هم  توییت،  هر  های 

نشان  حروف   را  تأثیرگذار  کوچک  واژگان  و  اضافه 

یک می  تکرار  تعداد  بیشترین  است واژه    دهد.    ممکن 

مطرح نشان  شبکه دهندة  در  آن  اجتماعی  بودن  های 

تعداد واژگان    به   . نسبت بیشترین تعداد یک واژه باشد 

پیش   کمتر  اگرچه  است؛  قبل  حالت  مشابه  توییت 

تکرار  می  توییت  یک  در  واژه  بیشترین    شود. آید 

های  تعداد واژگان کل توییت   واژه به تعداد تکرار یک 

به  نشان   مربوط  رکورد  واژه  یک  آن  اهمیّت  دهندة 

گفت  به در  مربوط  د   وگوهای  و  است  رکورد    ر یک 

می  کمک  شایعه  تعداد  تشخیص  اگر  کند. 

باشد مندی علاقه  بزرگی  عدد  بازتوییت  به  نشانة    ، ها 

است   منبع  توییت  با  مختلف  افراد  تأیید  و  موافقت 

ویژگی  کمک  به  تعیین که  بسیار  دیگر  کننده  های 

 خواهد بود. 

 

 های مبتنی بر کاربر ویژگی -3-3-2

  ؛ های زیادی بزند در مورد یک رویداد توییت   ، یک کاربر ممکن است 

توییت درصورتی  وجود  دارد.  ثابتی  کاربری  مشخصات  های  که 

طول  با  و  متفاوت  واژگان  با  به های  مختلف  هم  لحاظ  مختلف 

 کند؛ از  لحاظ متنی مواضع متفاوتی را ایجاد می معنایی و هم به 

های  نوعی هویت کاربر و فعالیت های کاربری به طرفی ویژگی 

را مشخص می  به  آن  کاربری منجر  ترکیب خصوصیات  کند که 

توان  شود و از طریق این شناخت می شناخت خصوصیات کاربر می 

 موضع کاربر را در قبال خبر تعیین کرد.  

ویژگی   در  عمل مورد  ابتدا  در  توییت  بر  مبتنی    های 

( نشان  2جدول )   طورکه در پردازش اعمال کردیم. همان پیش 

داده شد این کار با حذف عناصر غیرواژة متن از قبیل حذف  

 کاربری و غیره انجام شد.   نشانی اینترنتی،    نشانی شکلک،  

ها را تنها از  کار به این علّت انجام شد که بتوانیم ویژگی این  

واژگان متن توییت استخراج کنیم؛ دلیل دیگر اینکه بسیاری از  

است  ممکن  عناصر  دسته   ، این  نادرست  تشخیص  بندها  موجب 

ویژگی  از  بسیاری  این شود.  در  استفاده  مورد  دستی  های  کار 

به  علاوه عبارت  هستند؛  ویژگی دیگر  استخراج بر  از  های  شده 

هایی نیز وجود دارند که با رابطة دو یا چند  داده، ویژگی مجموعه 

 وجود آمدند. ویژگی دیگر به 

به ویژگی  جدید  توییت  در های  تعداد  این   کاررفته  کار 

واژگان یک رکورد، بیشترین تعداد تکرار واژه، نسبت بیشترین  

بیشترین تعداد تکرار واژه  تعداد واژگان توییت،    تعداد واژه به 

یک رکورد و تعداد    های مربوط به تعداد واژگان کل توییت   به 

 ها به بازتوییت هستند. مندی علاقه 

به اینجا  در  رکورد  و  یک  منبع  توییت  یک  معنی 

رکورد پاسخ یک  واژگان  تعداد  است.  آن  به  مربوط  های 

شایعه  بیان تشخیص  در  و  است  رکورد  آن  اهمیّت  کنندة 

اهمیّت دارد. بیشترین تعداد تکرار واژه در یک توییت نیز  

می نشان  را  واژه  آن  تعداد  دهد.  اهمیّت  بیشترین  نسبت 

به قدرتمندی    واژه  ویژگی  نیز  توییت  یک  واژگان  تعداد 

می منعطف محسوب  و  پویاتر  زیرا  قبلی  شود؛  ویژگی  از  تر 

است و اگر عدد بزرگ )نزدیک به یک( یا کوچکی )نزدیک  

باشدبه   به  ،صفر(  نسبت  آن  بیشتر   اهمیّت  قبلی  ویژگی 

بهاست.   واژه  تکرار  تعداد  کل    بیشترین  واژگان  تعداد 

یک رکورد نیز اهمیّت واژه را نسبت    های مربوط بهتوییت

بیان می  به  شککند و بدونسایر واژگان در سطح رکورد 

باشد  بزرگ  عددی  در   ، اگر  را  واژه  معنایی  سطح    تأثیر 

می نشان  بهرکورد  منجر  موضوع  این  که  قدرت    دهد 

  ویژگی دیگری که به اینشود.  پذیری بالای آن میتفکیک 

شده اضافه  علاقه  کار  است؛ مندینسبت  بازتوییت  به  ها 

باشدکه  زمانی بزرگی  عدد  ویژگی  که  می  نشان  ،این  دهد 

مورد بوده  توییت  جالب  پاسخ(  یا  منبع  )توییت    است،نظر 

در نه  تعداد  این  اما  که  یعنی    حد  باشد؛  بالا  آن  بازتوییت 

که اینکه حسّاسیت این توییت خیلی بالا نیست. درصورتی

بازتوییت  در تعداد  بالابودن  مقابل،  توییت  نقطة  یک  های 

 توجهّ و حسّاسیت بالای آن دارد.  از جلب نشان

طرف   ویژگی در  دارند.  دیگر  وجود  کاربری  های 

کنندگان یک ویژگی  تعداد دنبال ها به  مندی علاقه تعداد  

این   در  که  است  قرارگرفت؛  جدید  استفاده  مورد  کار 

گونه استنباط کرد که  توان این بودن این نرخ را می بزرگ 

جلب  توییت  را  بیشتری  افراد  توجّه  موردنظر  کاربر  های 

  فهرست است. دیگر ویژگی مورد استفاده نرخ تعداد  کرده 

 به سن حساب است.  

بزرگ نرخ  این  است که هرچه  باشدطبیعی  میزان   ، تر 

می نشان  را  کاربر  بیشتر  نشان  فعالیت  همچنین  دهد؛ 

شبکهمی در  را  زیادی  وقت  کاربر  که  اجتماعی  دهد  های 

 کند. گذراند و در زمینة خاصی تمرکز نمیمی
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 های توییت و کاربرویژگی فهرستپردازش توییت و (: پیش2–)جدول
(Table-2): preprocessing of Tweet & User features 

کنندگان کاربر توییت منبع یژگی بعدی نرخ تعداد دنبالو
دنبالبه   تعداد  واکنشمتوسط  کاربران  دهنده  کنندگان 

می  ویژگی  این  یک  است؛  به  نزدیک  نرخ  این  اگر  گوید 
احتمال کاربر توییت منبع به دهد که سطح  نشان می  ،باشد

واکنش کاربران  با  درزیاد  است؛  یکی  صورت این  دهنده 
کنندة کمی داشته اگر کاربر توییت منبع دنبال  برای مثال

زیرا می بالاست؛  شایعه  بروز  احتمال  قصد  باشد  به  خواهد 
دنبال شایعهافزایش  طرفی  کننده  از  کند،  پراکنی 

پاییننشان اجتماعی  موقعیت  از دهندة  است؛  کاربر  تر 
ویژگی  کنار   ،رواین این  قرارگرفتن  احتمال هم  که  هاست 

 برد.  بودن یا رد آن را بالا میشایعه
ویژگی  با استدلال  درهمین  را  مشابهی  مورد   های 

علاقه و  می مندیدوستان  نیز  بهها  در  توانیم  ببندیم.  کار 
ویژگی از  یکی  قبلی  درکارهای  پرکاربرد  این مورد    های 

درمجموعه  بود.  تأیید  ویژگی  این  این  داده  از  نیز  ما  کار 
صورت ضریب کنیم، اماّ این ویژگی را بهویژگی استفاده می 

دنبالویژگیبه تعداد  دوستان،  تعداد  تعداد  های  کنندگان، 

  کنیم که در جدول اضافه می  1و تعداد وضعیت  فهرست
داده شده2) نشان  تأیید  (  مورد  کاربر  چنانچه  در  است. 

همان   و حاصل  موردنظر ضرب  ویژگی  در  باشد  توییتر 
می  نباشد ویژگی  تأییدنشده  چنانچه  و  ویژگی    ، شود 

می  صفر  مقدار  در تأیید  صفر  گیرد؛  نهایی  مقدار  نتیجه 
   شود. می 

 
 

 پردازش پیش -3-3-3
ازبین  عدمبرای  مجموع بردن  در  مورددادهه تعادل   های 
در در  این  استفاده  بیشکار  از  استفاده نمونهابتدا  گیری 

راهمی استفادهکنیم.  اعمال    SMOTEشده  کار  با  است؛ 
راه داده این  خواهد  کار  متعادل  لایه  هر  در  آموزش  های 

بیش روش  این  از  اینکه  از  پیش  امّا  گیری  نمونهشد، 
داده  با  کنیم  غیرمتعادل  استفاده  عمل  یک های  بار 

می دسته  انجام  را  این  بندی  از  بعد  و  قبل  تفاوت  تا  دهیم 
این  برای  دهیم.  نشان  را  دسته روش  از    SVMبند  کار 

 

1 Status 

  های توییتویژگی فهرست

 تعداد واژگان هر توییت ▪

 *تعداد واژگان یک رکورد ▪

 تعداد کاراکترهای هر توییت ▪

   *بیشترین تعداد تکرار یک واژه  ▪

 *تعداد واژگان توییت نسبت بیشترین تعداد یک واژه به  ▪

به     ▪ واژه  یک  تکرار  تعداد  توییتبیشترین  کل  واژگان  های  تعداد 

   *یک رکورد مربوط به

 ها مندی تعداد علاقه ▪

 تعداد بازتوییت  ▪

 *ها به بازتوییت مندیتعداد علاقه ▪

 پیش پردازش ویژگی توییت

 
 حذف شکلک ▪

 اینترنتی نشانیحذف  ▪

 کاربری  نشانیحذف  ▪

 حذف هشتگ  ▪

 حذف نشانه ▪

 حذف تصویر نگاشت  ▪

 چینیحذف حروف  ▪

 

  های کاربرویژگی فهرست

 

 تأیید   ▪

 * تعداد دوستان ها بهمندیعلاقهتعداد  ▪

 تعداد دوستان کنندگان به تعداد دنبال ▪

 کنندگان به سن حسابتعداد دنبال ▪

 تعداد دوستان به سن حساب   ▪

 *ها به سن حساب ستفهرتعداد  ▪

 تعداد استاتوس به سن حساب  ▪

 *دهنده کنندگان کاربران واکنش کنندگان کاربر منبع به متوسط دنبالتعداد دنبال ▪

 *تعداد دوستان کاربر منبع به متوسط دوستان کاربران واکنش دهنده  ▪

 *های کاربران واکنش دهنده مندیهای کاربر منبع به متوسط علاقهمندیتعداد علاقه ▪

                                                                           *تعداد دوستان ×تأیید  ▪

 *کنندگانتعداد دنبال ×تأیید  ▪

                                                                            *    فهرستتعداد  ×تأیید  ▪

 *تعداد استاتوس ×تأیید  ▪

 

 آنگاه      ویژگی    1تأیید = اگر                                      
 

 ویژگی   × تأیید    

 

 0آنگاه     0تأیید =  اگر                                     
 

 جدید است معنی ویژگی  * به

 
 آنگاه           ویژگی    1تأیید = اگر                                      

 

 ویژگی   × تأیید    

 

 0آنگاه              0تأیید =  اگر                                     
 

 * به معنی ویژگی جدید است 
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می  در  طورهمانکنیم؛  استفاده  (  3  و  2)  هایشکلکه 
برداری موجب بهبود در  نمونه عمل بیش کنید  ملاحظه می

Precision-Recall   در  می تغییر  این  -Precisionشود. 

Recall    ًبه   % 4تقریبا و  عبارت است؛  دقّت  فاصلة  دیگر 
   شود. کار کمتر می بازخوانی با این 

 

 
 

 برداری نمونهبیش فراخوانی قبل از -دقت :(2 –)شکل 

(Figure-2): Precision-Recall before  oversampling 

 

 

 
 

 برداری نمونهبیشفراخوانی بعد از   -دقت :( 3 –)شکل 
(Figure-3) : Precision-Recall after oversampling 

 

داده مرحله  این  از  نرمالبعد  را  موجود  سازی های 

داده می تا  درکنیم  در  ها  قرارگیرند.  بازه  با این  یک    کار 

تنوّع داده به  بازهها در مجموعهتوجه  های متفاوتی  داده، 

می داده مشاهده  طرفی  از  متنوّعشود.  ایناها  با  و  کار  ند 

شود  گیرند؛ این عمل موجب مییک بازه قرارمیهمه در  

داده فاصلة  بهکه  یکدیگر  از  زیاد ها  غیرمعمول  شکل 

نرمال عمل  برای  روش  نباشد.  از   min-maxسازی 

   ها در بازه صفر و یک قرار گیرند.کنیم تا دادهاستفاده می

سازی نوبت به استخراج ویژگی است؛  از عمل نرمال  پس

که  همان شد  درقبلطور  این   ،گفته  از  برای    PCAکار 

می ویژگیاستفاده  از  بتوان  تا  برای کنیم  مفید  های 

از  دسته که  است  این  دیگر  دلیل  کنیم؛  استفاده  بندی 

می کاسته  اجرا  برای زمان  عمل    این  شود.  از  بعد  کار 

PCA ،95% کنیم.  را استفاده میواریانس مؤثّر آن 

Normalization =
X−Min

Max−Min
 (1                         )  
 

 بندیدسته-4-3-3

ارزیابی دسته  و  آموزش  ارائه برای  دربندهای  کار    این  شده 

بهمجموعه  را  و   داده  اعتبارسنجی  آموزش،  قسمت  سه 

متقابل استفاده    2اعتبارسنجی  1آزمون تقسیم و از پنج لایه

جدول   در  باشیم.  داشته  نتایج  از  خوبی  تعمیم  تا  کردیم 

تقسیم3) نحوة  داده(  این  مجموعهبندی  به  های  ها 

 بینید.  را می 5و آزمایشی  4، اعتبارسنجی3آموزشی 
 

 و در هر لایه.  گیری  نمونه ها قبل از بیش بندی داده ( : تقسیم 3-)جدول 
(Table-3): Devide data before Oversampling in a fold 

 

 گیری معیارهای اندازه-5-3-3

اندازه صحّت معیارهای  کار  این  در  دقّت 6گیری   ،7  ،

 هستند.   F1و   8فراخوانی 

Accuracy =
TP+TN

TP+TN+FP+FN
 (2)                            

Precision =  
TP

TP+FP
 (3)                                                          

Recall =
TP

TP+FN
  (4)                                          

F1 score =  2 ∗
Prec∗Rec

Prec+Rec
 (5)                                                

 (True Positive) TP  به که  مثبت  درستی نمونة 

نمونة مثبت که    FP (False Positive)بینی شدند.  پیش

پیش  به شدند.  غلط  نمونة    TN (True Negative)بینی 

 (False Negative)بینی شدند.  درستی پیشمنفی که به

FN بینی شدند. غلط پیش نمونة منفی که به 

در چهار  این  ما  از   Support Vectorبند  دسته  کار 

Machine  ،K Nearest Neighbors  ،Logistic 

Regression    وRandom Forest  .کردیم عمل   استفاده 

های مبتنی بر کاربر،  دسته ویژگی بندی بر روی سهدسته

توضیح داده شد( و  های قبل  مبتنی بر توییت )در بخش

این می  ترکیب  صورت  بادو  ما   گیرد.  اینکه  به  توجّه 

توییت و  منبع  توییت  به ترکیب  مربوط  واکنش    های 

عنوان یک سطر یا رکورد درنظر همان توییت منبع را به 

میمی مشاهده  تعداد  گیریم،  درعمل  که  کنیم 

هرویژگی می  های  افزایش  بهدسته  زیرا  تعداد    یابد؛ 

برای های ویژگی وجود دارد؛  های هر رکورد دسته توییت

 

1 Fold 
2 5 Fold Cross Validation 
3 Training 
4 Validation 
5 Testing 
6 Accuracy 
7 Precision 
8 Recall 

  PHEME 2017 PHEME 2018 

 هاتعداد کل داده  هاتعداد کل داده  درصد دسته

 4498 4178 70 آموزشی 

 642 580 10 اعتبارسنجی 

 1285 1160 20 آزمایشی 
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ویژگی  مثال  تعداد  پانزده اگر  کاربری  باشد،    های  عدد 

توییت،   بیست  با  رکوردی  مجموع  برای  تعداد 

عدد  ویژگی  سیصد  به  رکورد  آن  برای  کاربری  های 

می می  ویژگی  افزایش  بزرگ  رسد.  مزیّت  یک  تواند 

تنوّع  شود.  بسیار  ویژگی تعدّد    و   محسوب  عامل  ها 

دسته  در  کارایی  افزایش  برای  محسوب  مؤثری  بندها 

 شود. می 
 

 بندهای مقالهمقایسة دسته-4
) همان  جدول  در  می 4طورکه  ملاحظه  در  (  ما  کنید 

مجموعه  برای  هر  به   PHEME 2017دادة  ابتدا  ازای 

سه دسته  نتایج  با   بند  را  کردیم؛    ویژگی  مقایسه  هم 

دسته  ) بند  در  تصادفی  (  Random forestجنگل 

ویژگی  دلیل  دستة  دارند؛  نسبی  برتری  ترکیبی  های 

توان  دو دستة دیگر را می   ها به برتری ترکیب ویژگی 

ویژگی علاوه  تجمیعی بر  به  دسته ها  جنگل  بودن  بند 

 تصادفی نیز نسبت داد. 

است.  دسته  پشتیبان  بردار  ماشین  بعدی  بند 

میهمان مشاهده  درطورکه  مثل    شود،  مشابه  حالت 

متعلّق  جنگل مقدار  بیشترین  نیز  اینجا  در  تصادفی  های 

تعداد درختان را    و   علاوه عمق هاست. بهبه ترکیب ویژگی

پیش از  تا  کردیم  اگر  محدود  شود.  جلوگیری  پردازش 

و   فراخوانی  به  F1دقّت،  غیرشایعه  و  شایعه  طور برای 

بیشترین میزان دقّت در گاه  جداگانه محاسبه شوند، آن

به متعلّق  با  ویژگیدستة    غیرشایعه  توییت    % 99های 

  مورد فراخوانی بیشترین مقدار شایعه متعلّق به   است. در

دو مورد    است. بیشترین مقدار هر  %98ویژگی توییت با  

به  F1شایعه و غیرشایعه در   با  ترکیب ویژگی  متعلّق  ها 

و    %98و    %96 توییت  ویژگی  بین دو  مقایسة  است. در 

 کاربر، ویژگی کاربر از برتری کوچکی برخوردار است. در

ویژگی دقّت،  معیار  با  نیز  غیرشایعه  توییت  مورد  های 

ویژگی  %99تقریباً   ترکیب  از  بهتر  که  هاست؛  است 

 PHEMEدادة  را روی مجموعه   ها همچنین این آزمایش

این   2018 روی  که  دادند  نشان  نتایج  دادیم؛  انجام 

ویژگی    RFداده  مجموعه  و  کاربر  توییت،  ویژگی  با 

 ترکیبی در هر چهار معیار بهترین عملکرد را دارد.  

با ویژگی ترکیبی عملکرد    RFها نیز  در بین ویژگی

به نسبت  ویژگی  بهتری  ترکیب  سایر  زیرا  دارد؛  ها 

تفکیک ویژگی قدرت  افزایش  باعث  میها  شود.  پذیری 

( نشان  5داده در جدول )با این مجموعه  ها نتایج آزمایش

 است. داده شده

 
  

 

 PHEME 2017بند برای دسته(: نتایج آزمایشات به ازای چهار4-ل)جدو 
(Table-4): Results of experiments for 4 Classifiers for PHEME 2017 

 

 

LR RF 

F1 Re Pre Acc Class Feature F1 Re Pre Acc Class Feature 

963/0  971/0  957/0  

966/0  

 

All 

Tweet 

987 /0  986 /0  987 /0  

988 /0  
 

All 

Tweet 951/0  987/0  918/0  R 982 /0  982 /0  982/0  R 

972/0  955/0  993/0  NR 990 /0  990/0  990/0  NR 

969/0  973/0  966/0  
972/0  

 

All 

User 

980/0  982/0  979/0  

982/0  
 

All 

User 960/0  976/0  944/0  R 974/0  980/0  968/0  R 

978/0  970/0  987/0  NR 986/0  983/0  990/0  NR 

982 /0  986 /0  979 /0  

984 /0  

 

All 

Combine 

987 /0  987 /0  987 /0  

988 /0  
 

All 

Combine 976 /0  992 /0  962 /0  R 984/0  985/0  982 /0  R 

987 /0  980 /0  996 /0  NR 990/0  989 /0  992/0  NR 

KNN SVM 

F1 Re Pre Acc Class Feature F1 Re Pre Acc Class Feature 

951/0  960/0  945/0  

955/0  

All 

Tweet 

950/0  961/0  942/0  

952/0  

 

All 

Tweet 926/0  975/0  882/0  R 935/0  983 /0  891/0  R 

959/0  933/0  986/0  NR 964/0  938/0  991 /0  NR 

978 /0  980 /0  975 /0  

980 /0  

 

All 

User 

951/0  950/0  951/0  

956/0  

 

All 

User 970 /0  983 /0  959 /0  R 935/0  935/0  935/0  R 

985 /0  978 /0  991 /0  NR 967/0  967/0  966/0  NR 

957/0  958/0  956/0  

961/0  

 

All 

Combine 

969 /0  973 /0  964 /0  

962 /0  

 

All 

Combine 944/0  950/0  937/0  R 959 /0  979/0  940 /0  R 

970/0  967/0  974/0  NR 978 /0  968 /0  989/0  NR 
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 PHEME 2018بند برای دستهازای چهاربه ها(: نتایج آزمایش 5-)جدول  

 (Table-5): Results of experiments for 4 Classifiers for PHEME 2018 

 

 های یادگیری ماشین مقایسه با روش -5

سه   ابتدا  در  گذشته  ما  کارهای  با  را  خود  کار  ویژگی  دسته 

ویژگی  مقایسة  در  کردیم؛  همان مقایسه  ترکیبی  طورکه  های 

بهترین    [ 8] در    RFبند  شود با معیار صحّت، دسته مشاهده می 

 آورد.  دست می به   0/ 94نتیجة کارهای قبلی را با  

بند  دسته  در کار پیشنهادی با معیار صحّت هر چهار

است.    99/0با    RFبهتر بوده و بیشترین مقدار مربوط به  

شده پیشنهاد  کار  با  برتری  نیز  دقّت  معیار  در  در  است. 

 است.   RFمربوط به  92/0دقّت شایعه [8]

غیرشایعه   دسته  97/0در  همین  با  این  و  است.  بند 

در  درحالی که  مقدار  است  بیشترین  پیشنهادی  کار 

های  با ویژگی   0/ 99با    RFو    LR  ،SVM  غیرشایعه مربوط به 

ترتیب به  به  RFو  LRتوییت و ترکیبی و مقدار شایعه نیز در  

   رسد. می   0/ 98و    0/ 96

و در غیرشایعه   96/0فراخوانی    RFدر شایعه،   [8]در  

می  92/0فراخوانی   کار درصورتی  ؛شودحاصل  در  که 

،  99/0ترتیب به  SVMو  LR ،RFپیشنهادشده در شایعه 

  SVMو    RF  ،LRاست. در غیرشایعه نیز    98/0و    98/0

به  97/0و    98/0،    99/0های  فراخوانی آوردند. را  دست 

پایه مقادیر مشابه    F1مورد    در برای   94/0نیز در مقالة 

است که در  حالی  دست آمد. این درشایعه و غیرشایعه به

پیشنهاد دستهکار  شایعه  و  غیرشایعه  برای  بندهای  شده 

RF  وLR  دست آوردندرا به 98/0و  99/0مقادیر مشابه.  

تجمیعی و بند بهترین عملکرد را دارد، به اینکه این دسته

برمیتصادفی آن  از  بودن  و  ویژگی اولویت گردد  ها  بندی 

ویژگی و  می استفاده  استفاده  را  که  هایی   بیشینهکند 

. کاری که ما انجام دادیم تا  دپذیری را دارقدرت تفکیک

های  استفادة بیشتر از ویژگی  ،آوریمدستدقّت بالاتری به

ویژگی پیشین  کارهای  در  است.  کاربری  کاربری  های 

آن بیشتر  که  شدند  استفاده  خامکمتری  یعنی    اند؛ها 

مجموعه   مستقیم شدهاز  استخراج  این   است؛داده 

ویژگی کاربری در کار خود  است که ما از چهاردهدرحالی

ازاین کردیم؛  ویژگیاستفاده  وجود  بیشتر رو،  های 

پذیری های خوبی باشند و قدرت تفکیکتوانند مکمّلمی

علاوه دهند.  افزایش  دسته را  دو  هر  در  ما  براین 

ویژگیویژگی کاربر  و  توییت  که  های  ساختیم  هایی 

کاربران  و  منبع  توییت  کاربر  بین  معناداری  ارتباط 

میتوییت برقرار  واکنش  درهای  دیگر  شود.    ، مقایسة 

هر درنظرگرفتن  با  را  پیشنهادشده  با    روش  کلاس  دو 

همان کردیم.  مقایسه  گذشته  ملاحظه کارهای  طورکه 

کارهای  می به  نسبت  برتری  دارای  پیشنهادی  کار  شود 

کمک ویژگی    با  LRبند  دسته  [7]پیشین است. در کار  

TF-IDF  مقایسه با کار    یافت که دردست  862/0دقّت  به

های توییت  برای ویژگی  987/0روش پیشنهادی با دقّت  

پایین  RFبند  و ترکیبی با دسته البته هر بسیار  تر است. 

دردستهچهار دارند.  خوبی  بسیار  عملکرد  مورد    بند 

 [7]برتری با    TFو با ویژگی    KNNبند  فراخوانی، دسته

این دربه  998/0است و مقدار   که استحالی  دست آمد. 

با ویژگی کاربر،    LRبا ویژگی کاربر،    SVM،  [ 9]در کار  

SVM    و محتوایی  ویژگی  محتوایی   LRبا  ویژگی  با 

با  به عملکرد   963/0و    968/0،  973/0،  996/0ترتیب 

به  مربوط  فراخوانی  مقدار  بهترین  داشت.  خوبی    بسیار 

با ویژگی توییت با مقدار    RFروش پیشنهادی مربوط به  

986/0  ،RF  987/0ها با مقدار  با ترکیب ویژگی  ،LR    با

ویژگی مقدار  ترکیب  با  ترکیب    SVM،  986/0ها  با 

مقدار  ویژگی با  با    KNNو    973/0ها  کاربر  ویژگی  با 

به  980/0مقدار   را در مجموع  بهتری    است که عملکرد 

با معیار   [ 7]در    TFهمراه داشتند. بهترین نتایج ویژگی  

 است؛ در مقابل، فراخوانی هر سه دست آمدهفراخوانی به

 دسته ویژگی در کار پیشنهادی عملکرد بهتری دارند.  
 

Combine User Tweet Feature 

F1 Re Pre Acc F1 Re Pre Acc F1 Re Pre Acc Classifier 

RF 

KNN 

SVM 

LR 
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 PHEME 2017با  1(: نتایج کار یادگیری ماشین 6-)جدول 
 (Table-6): Results with machine learning 1 with  PHEME 2017 

 

 PHEME 2017با  2(: نتایج یادگیری ماشین 7-)جدول
(Table-7): Results of machine learning 2 with PHEME 2017 

 

  فراخوانی بهتر از دقّت بود و این نشان   [7]البته در  

های درست  دهد که هر دو ویژگی در شناسایی نمونهمی

دو   این  پیشنهادی  کار  در  اماّ  داشتند،  خوبی  عملکرد 

 یک سطح قرار دارند.   معیار تقریباً در

 
 PHEME 2017با  3(: نتایج یادگیری ماشین 8-)جدول

(Table-8): Results of machine learning 3 PHEME 2017 

 

نیز بهترین نتیجة کارهای قبلی مربوط    F1در مورد  

و همچنین  TF-IDFو ویژگی   LRبند و دسته [ 7]به کار 

دسته  [ 9]کار   ویژگی  RFبند  و  ترکیب  مقدار  و  با  ها 

پیشنهادی  درحالی  ؛است  886/0مشابه   روش  در  که 

دسته به  مربوط  نتایج  ویژگی  RFبند  بهترین  های  با 

با ترکیب    LR،  987/0توییت و ترکیبی و با مقدار مشابه  

با  ویژگی با    KNNو    982/0ها  کاربر  ویژگی    978/0با 

پیشنهادی است. نتایج  است که نشان دهندة برتری کار 

در   کامل  ماشین  یادگیری  زمینة  در  پیشین  کارهای 

 است.  ( آورده شده8و  7، 6جداول )

 

 های یادگیری عمیق مقایسه با روش-1-5
را در دو پیشنهادی  نیز روش  این قسمت  حالت دو    در 

با و  جداگانه  روش  کلاس  با  مقایسه هم  قبلی  های 

 PHEMEدادة  مجموعه   کار پیشنهادی و با کنیم. در  می

چهاردسته  2017 هر  صحّت  و  معیار  بوده  بهتر  بند 

است. در کارهای    99/0با    RFبیشترین مقدار مربوط به  

به    مورد مربوط  نتیجه  بهترین   957/0با    [17]مقایسه 

در و  دقّت  در  غیرشایعه    است.  مقدار    به  [11]مورد 

اماّ    890/0نیز به    [10]رسید؛ همچنین    931/0 رسید، 

، LRمورد غیرشایعه مربوط به    در روش پیشنهادی و در

SVM    وRF    های توییت و ترکیبی و با ویژگی   990/0با

در نیز    است.  شایعه  مقدار   [6] مورد  بهترین   837/0با 

 نتیجة کارهای قبلی را دارد. 
 

 PHEME 2017برای  1: نتایج کار یادگیری عمیق (9-)جدول

(Table-9): Results with deep learning 1 with PHEME 2017 
 

 

  RFو    LR  ،KNNدر روش پیشنهادی مقدار شایعه نیز  

به  به در می  982/0و  959/0،  962/0ترتیب  مورد    رسد. 

درحالی هستند؛  نتیجه  غیرشایعه  و  روش  فراخوانی  در  که 

ترتیب به های توییت و ترکیبی بهبا ویژگی   RFپیشنهادی  

یافت. در   989/0و    990/0مقادیر   نیز در    F1مورد    دست 

  [ 11]غیرشایعه بهترین نتیجه در کارهای قبلی مربوط به  

درحالی  894/0با   [10]و    917/0با   روش است؛  در  که 

ویژگی  RFپیشنهادی   بهبا  ترکیبی  و  توییت  دقّت  های 

در  990/0مشابه   دقّت    رسید.  معیار  در  نیز  شایعه  مورد 

PHEME 2017 

Method Acc Pr Re F1 

LR+TF 

LR+TF-IDF 

RF+TF 

RF+TF-IDF 

KNN+TF 

KNN+TF-IDF 

PHEME 2017 
Method Acc class Pr Re F1 

RF (C+U+WE) 94/0 
NR 97/0 96/0 94/0 

R 92/0 92/0 94/0 

KNN(C+U+WE) 82/0 
NR 96/0 97/0 84/0 

R 74/0 70/0 80/0 

SVM (C+U+WE) 80/0 
NR 83/0 83/0 80/0 

R 76/0 76/0 80/0 

LR (C+U+WE) 81/0 
NR 84/0 83/0 83/0 

R 79/0 80/0 79/0 

PHEME 2017 

Method Acc Pr Re F1 

RF+Content 

RF+User 

RF+Combine 

KNN+Content 

KNN+User 

KNN+Combine 

SVM+Content 

SVM+User 

SVM+Combine 

LR+Content 

LR+User 

LR+Combine 

PHEME 2017 

Method Acc Class Pr Re F1 

Alkhodair Model ----- 
NR 833/0  847/0  839/0  

R 726/0  706/0  716/0  

TDRD (CNN_text_ 

predicted topics) 
826/0  

NR 831/0  925/0  875/0  

R 813/0  635/0  713/0  

GAN-GRU 781/0  
NR 791/0  766/0  778/0  

R 773/0  796/0  784/0  

CGAT 893/0  
NR 931 /0  903/0  917/0  

R 823/0  871/0  846/0  

PARG 848/0  
NR 863/0  829/0  845/0  

R 837/0  867/0  851/0  

TD-RvNN-GA 855/0  
NR 868/0  922/0  894/0  

R 821/0  819/0  767/0  

MLP+BERT 845/0  
NR 890/0  876/0  883/0  

R 758/0  783/0  771/0  
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اختصاص   837/0با    [6]بهترین نتیجه در کارهای قبلی به  

نیز   پیشنهادی  روش  در  ویژگی RFدارد.  و  با  توییت  های 

مشابه   مقادیر  به  عملکرد    982/0ترکیبی  و  یافت  دست 

بهتر    871/0با    [11]مورد فراخوانی نیز    بهتری داشت. در

کرده درعمل  پیشنهادی    است.  روش  در  با    LRمقابل 

به   ترکیبی  در  992/0ویژگی    [ 11]نیز    F1مورد    رسید. 

که در روش پیشنهادی را کسب کرد؛ درحالی 846/0مقدار 

ویژگی   RFبازهم   به  با  ترکیبی  و  توییت  و    982/0های 

شده هر دو کلاس  رسید، اماّ اگر با معیارهای گفته  984/0

به    F1در صحّت، دقّت، فراخوانی و    [16]نظر بگیریم    را در

یافت. در    957/0و    963/0،  950/0،  957/0مقادیر   دست 

پیشنهادی   روش  در  مورد  و    RFاین  توییت  ویژگی  با 

به  صحّت  معیار  با  مشابه    ترکیبی  معیار  988/0مقدار  با   ،

به   به مقادیر    987/0دقّت  و   987/0و    986/0و فراخوانی 

F1  دردست   987/0مقدار    به مجموعه   یافت.  دادة  مورد 

PHEME 2018    معیار  [15]نیز دقّت،  با  صحّت،  های 

و   مقادیر    F1فراخوانی  و    936/0،  932/0،  937/0به 

مورد  934/0 کارهای  بین  از  نتیجه  بهترین  مقایسه    به 

بعد از آن بهترین نتیجه    [ 16]یافت؛ همچنین روش  دست

با   نیز  پیشنهادی  روش  داشت.  دقّت،    RFرا  صحّت،  با  و 

 967/0و    970/0،  969/0،  969/0ترتیب  به  F1فراخوانی و  

است. نتایج کارهای پیشین در زمینة عملکرد بهتری داشته

( جداول  در  کامل  عمیق  آورده 10و    9یادگیری   )

 است.شده
 

 2018و PHEME 2017برای    2(: نتایج کار یادگیری عمیق  10-)جدول 
(Table-10): Results with deep learning 1  

with PHEME 2017& 2018 

 

 گیری و کارهای آینده نتیجه -6
از   این  در استفاده  یادگیری ماشین و  از  استفاده  با  ما  کار 

دسته ویژگی توییت، کاربر  بند و با استفاده از سهچهاردسته

دو   روی  را  شایعه  تشخیص  عمل  دو  این  ترکیب  و 

کار یا مستقیم از این ها در داده انجام دادیم. ویژگیمجموعه 

دستی  مجموعه  روابط  از  استفاده  با  یا  و  استخراج  داده 

می آینده  در  شدند.  از  ساخته  مسئله  این  حل  برای  توان 

بهروش زمانی  سری  یا    های  و  عمیق  یادگیری  همراه 

 های پیچیدة پویا استفاده کرد.شبکه 
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PHEME 2017 

Method Acc Pr Re F1 

MHA 

BiLSTM-CNN+ 

task-specifc WE 
 

RDM 

LOSIRD 

HAT-RD 

GMD-CNN ----- -----

CSRD   

PHEME 2018 

Method Acc Pr Re F1 

MHA  

LOSIRD 

HAT-RD 

GMD-CNN ----- -----

CSRD   
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عمرانی صامت  مدرک   مسلم 

رشتة   در  را  خود  کارشناسی 

کامپیوتر  از  نرم   -مهندسی  افزار 

دانشگاه پیام نور محمودآباد در سال  

در    1388 را  ارشد  کارشناسی  و 

هوش مصنوعی از دانشگاه تربیت    -کامپیوتر رشتة مهندسی  

سال   در  کرده   1400مدرس  زمینه دریافت  های  است. 

عبارت  ایشان  علاقة  مورد  داده ا پژوهشی  از:  کاوی،  ند 

   کاوی و پردازش تصویر. متن 

 نشانی رایانامه ایشان عبارت است از:
Moslem.ai1983@gmail.com 

 

آباده  صنیعی  مدرک    محمّد 

مهندسی   رشتة  در  را  خود  کارشناسی 

صنعتی  نرم  -کامپیوتر دانشگاه  از  افزار 

در کارشناسی  1380سال    اصفهان   ،

هوش مصنوعی از    -کامپیوترارشد را در رشتة مهندسی  

علم در دانشگاه  دکتر  1381سال    وصنعت  رشتة   او  در  را 

کامپیوتر صنعتی    -مهندسی  دانشگاه  از  مصنوعی  هوش 

در کرده  1386سال    شریف  زمینهدریافت  های  است. 

  و  وب  در نظرکاویند از: اپژوهشی مورد علاقة ایشان عبارت

های هوشمند مبتنی بر عظیم  سامانهاجتماعی،    هایشبکه 

روشکاوی داده داده داده  در  ایفرامکاشفه  های،  و  -کاوی 

 .ماتیکبیوانفور و  پزشکی  در کاوی

 نشانی رایانامه ایشان عبارت است از:
saniee@modares.ac.ir 
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چرکری مقدّم  مدرک  نصرالّه 

کارشناسی خود را در رشتة مهندسی  

شهید نرم  -کامپیوتر دانشگاه  از  افزار 

در مدرک 1364سال    بهشتی   ،

را در رشتة   اکارشناسی ارشد و دکتر

دانشگاه   از  کامپیوتر  مهندسی 

در ژاپن  دریافت   1374و    1371های  سال  یاماناشی 

آنالیز و  ند از:  اهای پژوهشی ایشان عبارتاست. زمینهکرده

ویدیو و  تصویر  شبکهبازیابی  ،  سیمبی  و  گرحس  های، 

شبکه  هایسامانه  در  رخداد  شناسایی های  ویدیویی، 

 . رماتیکو بیوانفو پیچیده

 نشانی رایانامه ایشان عبارت است از:
moghadam@modares.ac.ir 
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