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 ده یچک

پوست   یبرخ مشکلات  ب  می خخوش  یاز  که  هست  یمیبدخ   ی هاتوده  دیگر  یبرخ  و  ضرریو  تشخند  همچنان  توانند  می  موقعبه  صی با 

ا  ضرریب در  پ  یپزشک  ریتصاو  یبند رده  برای  یدوسطح  یجمع   ق یعم  یریادگیروش    ک ی   ، پژوهش  نیبمانند.  پوست    شنهاد یسرطان 

  ب یترک   یبرا  CatBoost  تمیو سپس در هر سطح از الگور  استدر دو سطح استفاده شده  قیعم  یری ادگ یاز    یشنهادی. در مدل پشودیم

 ج یاست. نتاشده  سهیمقا نی شیمشابه پ یهاسطحه و پژوهشتک قی عم یهابا شبکه یشنهادیمدل پ جی. نتاشودیم استفاده هامدل نیا

از    کی  چه در هر  ، یشنهادی سرطان پوست دارد. عملکرد مدل پ  ریتصاو  یبنددر رده  یعملکرد بهتر  یشنهادیکه مدل پ  دهدیمنشان

  VGG-Ensembleکه استفاده از   شده دادهنشان نیاست. همچنمستقل بهتر بوده قی عم یریادگ ی یها مدل یها و چه درکل، از تمامکلاس

بهبود    زیدر هر کلاس نرا  آن    ملکردع  ، یمجمع دوسطح  کی  لیو تشک  CatBoostکمک  آن به   جینتا  بیو ترک   یشنهاد یدر کنار روش پ

 است. داده

 

 . میبدخ م، ی خسرطان پوست، خوش ، یجمع یری ادگ ی ق، یعم یریادگ ی: واژگان کلیدی
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Abstract 
Today, despite the tremendous advances in medical science and technology, access to a specialist doctor 

is still considered a major challenge. This challenge is of great importance for diseases such as cancer. 

Skin cancer is the 13th most common cancer in men and the 15th most common cancer in women. While 

some skin problems are benign and harmless, some of them can be malignant masses, which will remain 

harmless if they are diagnosed in time. When consulting a specialist doctor may be time-consuming and 

expensive, an intelligent system can be a fast alternative or, at least, an efficient preliminary treatment 

solution. For skin cancer, such intelligent system may utilize the images of suspicious skin masses labeled 

according to their benign or  malignant state by specialist physicians. These labeled images are useful for 

training intelligent systems which should diagnose the potential problems in unseen new images . 
In this research, a novel deep learning-based approach is proposed for the problem of classifying skin 

cancer images into two categories of benign and malignant images. In the proposed model, powerful 
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deep learning models for image classification including VGG, ResNet, and Inception are used in two 

levels. Specifically, we formed two ensembles; VGG ensemble which consists of VGG-16 and VGG-19 

models and ResNet ensemble which consists of ResNet152, ResNet50, and Inception models. CatBoost 

algorithm is used in each level to combine the models on that ensemble. Finally, at the next level, two 

ensembles were combined using the CatBoost algorithm. The proposed ensemble model tries to improve 

the accuracy and consistency of the results by aggregating the deep models at its two levels. In order to 

show the utility of the proposed model, a subset of ISIC public dataset for skin cancer images is used for 

training and evaluation of models. The performance of the proposed ensemble model is compared with 

several deep neural networks and previous similar researches. Specifically, we compared the results 

achieved by the proposed model with those obtained by existing similar deep models and those used as 

building blocks of the proposed model. The results show that the proposed model performs better in 

classifying skin cancer images. The performance of the proposed model, both in each of the classes and 

in general, has been better than all independent deep learning models. It has also been shown that using 

VGG ensemble along with this proposed model by combining its results with the help of CatBoost and 

forming a two-level ensemble has improved its independent performance in each class. 
 

Keywords: Deep Learning, Ensemble Learning, Skin Cancer, Benign, Malignant. 
 

 

 مقدمه-1
علوم  یهاشرفتيپ   برخلاف در  همچنان   ،یپزشکشگرف 

به  یدسترس و  پزشک  عموم   ژهیوبه  نزد  متخصص  پزشک 

 یاز نواح  یکه در شمار  ژه یوبه  رود؛یشمار مچالش به  کی

تر  کم  اريبس  یمحل  تيجهان، نسبت تعداد پزشکان به جمع

  ، یبانک جهان  یها[. مطابق داده1از آستانة استاندارد است]

نفر پزشک   1.8تنها    تيهر هزار نفر جمع  یازابهدر جهان  

ا که  دارد  ا  نیوجود  کشور  در    رسد یم  1.6به    رانیمقدار 

آخرنسبت  نی)ا براساس  تا    ی هاداده  نیها    2020موجود 

 محاسبه 

 [. 1است(]( نشان داده شده1و در شکل )

  ی (: شمار پزشکان به هر هزار نفر جمعیت در کشورها1-)شکل

 [.1] 2020موجود تا  یهاداده نیجهان براساس آخر

(Figure-1): The number of doctors per thousand 

population in the countries of the world [1 .] 

  تواند یصورت هوشمند م به  هایماريخودکار ب  صيتشخ
و کمک    دادهص يرا زودتر تشخ  یماريدرمان ب  ییدورة طلا

ب ]به  یماريکند  شود  درمان  سال3[,]2موقع  در    یها[. 
به  یفناور  رياخ و  هوشاطلاعات  در    یمصنوع خصوص 
مراقبت  یپزشک  نةيزم   های شرفتيپ   ،یبهداشت  یهاو 
پ   صيتشخ  یبرا  یادیز داشته  یشنهاددهيو  است درمان 
[4[ هوش5[،  از  منظور  معمولاً  پزشک  یمصنوع [.    ی در 

مدل از    ی جستجو  یبرا  نيماش  یريادگی   یهااستفاده 
اطلاعات  یپزشک  یهاداده کشف  به  یبرا  یو  بهبود  کمک 

 است. ماريب اتيسلامت و تجرب جینتا

  ن يماش  یريادگی  رمسائلیاز ز  یاپژوهش نمونه  نیا  در

بررس  ریتصاو   ی بندرده  یعنی را  پوست   ميخواه  یسرطان 

نوع    نیهستند. در ا  ینظارت  یريادگینمونه از    کیکرد؛ که  

 ن يو همچن  ریتصو  یداده شامل تعدادمجموعه  کیمسائل،  

تصو  یهابرچسب  هر  با  اخت  ریمتناظر  قرار   اريدر  مدل 

آن   ريبرچسب نظ ریهر تصو دن یتا مدل بتواند با د  رديگیم

تول ارز  ديرا  ن  ی ابیکند.  تصاو  زيمدل  مجموعة  ارائة    یریبا 

پ   دیجد د  ترشيکه  مدل  مقانشده  دهی توسط  و   سةیاست 

برچسب   شده ینيبشي پ   یهابرچسب  با  مدل    ی هاتوسط 

مآن  یواقع انجام  ]4]  رديگیها  نما6[,  مسئلة   یکل   ی[. 

به  سرطان تصاویر    یبندرده مسئلة پوست  یک  عنوان 

 است. ( نشان داده شده2در شکل ) ی نظارت ییادگير

چالش   از  در    ن ی زتر ي برانگجملة    ی ري ادگ ی مراحل 

سنت به   ن ي ماش  مهندس   توانی م   ، ی شکل    1ها ی ژگ ی و   ی به 

شناسا  شامل  که  کرد  و   یی اشاره  استخراج   یها ی ژگ ی و 

نت  در  م   جة ياثرگذار  از   شود ی موردنظر  استفاده  با  تا 

م   ن يماش   ی ر ي ادگ ی  نتآن   اني بتوان  و    ، یی نها   جة ي ها 

مدل کشف   ی ا رابطه  و  در   داد، ل ي شک ت   ی کرده  اما 

به   ن ي ماش  ی ر ي ادگ ی   ن ینو   ی کردها ی رو   یر يادگ ی   ژه ی و و 

برا ق ي عم  تلاش  ا   ن ی ،  که  ن   ن ی است  طور  به   ز ي مرحله 

[ انجام شود.  م   2قيعم   ی ري ادگ ی [.  4خودکار    کند ی تلاش 

و  انتزاع  یی ها ی ژگ ی تا  عموماً  و  بالا  داده   ی سطح  از   یها را 

ورود  آن   ی خام  از  سپس  و  برا استخراج  انجام   ی ها 

 

1 Feature Engineering 
2 Deep Learning 
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خوشه   ی ات ي عمل   استفاده    ی بند رده   ، ی بند چون  و... 

 [. 8[، ] 7] کند 

مهندس  یخودکارساز   ر،یتصاو  درخصوص  یمرحلة 

دهد که    صيمعناست که مدل بتواند تشخ  نیابه  هایژگیو
جزئبه تصو  اتيکدام  در  چه توجه   یورود  ر یموجود  و  کند 
ناد  ییزهايچ اصل  رد،يبگ  دهیرا  مشکل  که   نیا  یاما  است 

شبکه  یاتيعمل  نيچن  یاجرا   1متصل تمام  یعصب  یهابا 
 چراکه: رد؛ یپذیم مانجا برنهیهز اريبس

پ تک-1 تصو  یهاکسليتک  در  عنوان  به  دیبا  ریموجود 

  ز ين  یرنگ  ریتصاو  یکنند و برا  دايبه شبکه راه پ   یورود

مجزا است و باتوجه   یورود   ازمندي هر کانال رنگ، خود ن

تمام  کیدر  نکهیابه بهشبکة  نورون  هر    ی تماممتصل، 

پس از خود متصل است، تعداد اتصالات    ةیلا   یهانورون 

 .شودیم  ادیز  اريپارامترها، بس  عدادت جهيو در نت

ورود-2 تمام  کی  یدر  )و    یدوبُعد  رتصاوی  متصل،شبکة 

ماترMRI  ر تصاوی  مثل   –  یچندبُعد به    یی هاسی( 

نم  شوند؛یم   لیتبد  یبُعدکی شبکه  از   تواندی لذا 

در    یاتجربه  قسمت  هایژگیو  افتنیکه  از    یخاص  یدر 

آوردهبه  ریتصو  کی برادست  همان    افتن ی   یاست، 

د  هایژگیو قسمت    ز ين  گر ید  ریصوت  کیاز    یگریدر 

 استفاده کند. 

را   ریبتوان ابعاد تصاو  یشکلاست به  یآنکه ضرور جهينت

و داد،  تصاو  یاصل  ی هایژگ یکاهش  در  ن  ریموجود   زيرا 

 [. 9کرد ] یرمزنگار یشکلبه ی حتّ ایحفظ و 
 

 
تصاویر سرطان پوست  یبند مسئلة رده یکل ی(: نما2-)شکل

 [.6] ی نظارت یعنوان یک مسئلة یادگیربه

(Figure-2): Overview of the skin cancer classification 

problem as a supervised learning problem ]6 .  [  

 

بهتر  یکی و  یهاروش   نیاز  به  یژگیاستخراج    ژه یوکه 

داده گسترده  زين  یریتصو  یهادر  دارد،   یاکاربرد 

است]CNN)   2کانولوشن   ی عصب  یهاشبکه  ا10(  در    ن ی[. 
 

1 Fully Connected 
2 Convolutional Neural Network (CNN) 

و استخراج  شبکه،  طر  ها یژگینوع  قراردادن   قیاز 

رو  یی هاهیپالا و  شدهانجام  یورود  ی هاداده  یبر  است 

از    طورمعمولبه استفاده  ن  یهاهیلابا  کاهش    زيادغام 

 کی  شودیآنچه حاصل م  ت،ی. درنهاردیپذیابعاد انجام م

و دارا  یژگینقشة  که  از کوچک   اريبس  یابعاد   یبوده  تر 

ورود و  یدادة  دربردارندة  در   یاصل  یهایژگ یو  موجود 

 ی ژگینقشة و  نیا  توانیهدف، م است. حال بسته بهداده

به  ورودرا  عصب  کی  یبرا  یعنوان    گرید  یشبکة 

 درنظرگرفت.

شبکه  یبعد  مشکل بزرگ    ق يعم  یعصب  ی هادر 

تصاواستفاده پردازش  در  اطم  ریشده  و  شبکه   نانيدقت 

برا ا  یاست.  به  رویکردها  نیپاسخ  از    یمتفاوت  یمشکل 

شده  ن يماش  یريادگیدر   ا  یک یاست.  استفاده    نیاز 

م   3یجمع  یريادگی  کردهایرو تلاش  که    کند یاست 

بهرا هم  رنده يادگیمدل    نیچند نت  کارگرفتهزمان   جة يو 

به   یینها از  پ را  جداگانه    یهامدل  جینتا   ونددادنيهم 

 [.11آورد ]دستبه

  یمندبهره  یبرا  ی روش  قيعم  یجمع  یريادگی

مزاهم از   قيعم  یريادگی و    یجمع  یريادگی  یایزمان 

به کنار    قيعم  یريادگی که چند مدل    ساننیااست؛  در 

به گرفتهیکدیگر  نتکار  و  از    یینها  جةيشده  استفاده  با 

در    یهاروش .  شودیم   یفرآور  یجمع  یريادگیمرسوم 

بر    مدل  کیاست که    نیا  نیاديبن  دةیا  ی ريادگیاستوار 

مدل  ق،يعم  یجمع با  سنجش  مستقل،    یهادر 

برا  ترشيب  یریپذميتعم به  یند یو  را  همراه بهتر 

 [. 12باشد]داشته 

به  پژوهش در باتوجه  بالاحاضر،    ی هامدل  یقدرت 

شبکه  یمبتن برا  یعصب  یهابر  استخراج    یکانولوشن 

شبکة    یريکارگبه  یبرا  یبيترک  ی مدل  ، یژگیو نوع  پنج 

پ   یکانولوشن همچن  شنهاديبرتر  شد؛   ی برا  نيخواهد 

 ق يعم  یريادگیو    یجمع  یريادگی   یایزمان مزااستفادة هم

 خواهد شد.   فادهاست قيعم یجمع یريادگیاز 

روش  نیا  در پ   یکربنديپ   یبرا  یپژوهش،   یسازادهيو 
  ی بندرده  یبرا  قيعم  یجمع  یريادگیبر    یمدل مبتن  کی

است. در مدل  شده  شنهادي سرطان پوست پ   یپزشک  ریتصاو

براساس پنج   یدوسطح  یب يترک  قيعم  یريادگی  یشنهاديپ 
کانولوشن سال  جیرا  یمدل  برتر   شنهاد يپ   رياخ  یهاو 

بهشده دقاست.  مدلق يصورت  بهتر  را  مجزا ها  مجمع  دو 
در  کردهميتقس مجامع  خودِ  تشک  کی که  بالاتر   ليسطح 

جد سطح    یخروج  ی عنی  دهند؛یم  یدیمجمع  مجامع 
به  نخست ورودخود    کنندة بيترک  تمیالگور  کی  یعنوان 

 

3 Ensemble Learning 
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گرفته  گرید بهدرنظر  و    هیدولا   یمجمع  بيترتنی اشده 
ز برخلاف يهر مجمع ن  کنندةب يترک  یبرا  ني. همچنمیدار

استفاده    نيماش  یريادگیاز    دوباره   نيشيپ   یهاپژوهش
انگمیکرد نوع شبک  زةي.  پنج  از  برتر،    یکانولوشن  استفاده 

بالا شبکه  ی مبتن  یهامدل  یقدرت    ی عصب  ی هابر 
برا و  یکانولوشن  همچن  یژگیاستخراج   زةيانگ  نياست. 

از   حاضر   ینوآور  قي عم  یجمع  یريادگیاستفاده  پژوهش 
 است: ریموارد ز نيشيپ   یهاژوهشنسبت به پ 

با هدف افزایش    نيو همچن  نيشيپ   یهابرخلاف پژوهش •
پ   در  اس، یبا مجمع،    یشنهاديمدل  نخست  سطح  در 

معمارهم  ی هامدل با  گروه    یها یخانواده  دریک  مشابه 
 . رنديگیقرار م

خود    ResNetو    VGGمجامع    یهاکنندهب يترک  یخروج •
ورودبه درنظر   گرید  کنندةبيترک   تمیالگور  کی  یعنوان 

بهگرفته و    شنهاد يپ   هیدولا   یمجمع  بيترت  نیاشده 
 است.شده

پ   نيهمچن • روش  هر    کنندةب يترک  یبرا  ،یشنهاديدر 
ن پ   زيمجمع  پژوهش  دو  از    نيشيبرخلاف  استفاده  و 

  دوباره  دار،  وزن   یريگني انگيم  ای  تیاکثر  یچون رأ   یروش
الگوراستفاده  نيماش  یريادگیاز   و    CatBoost  تمیشده 

 است.انتخاب شده

 

 ن یشیپ یهاپژوهش-2
  ی مورد بررس  نيشيپ   هایدو دسته از پژوهش  یطور کل  به

 :قرار گرفتند

 یجمع  قيعم  یريعملکرد یادگ  درخصوص  یی هاپژوهش •

 (؛ یتصاویر پزشک  بندیویژه در رده)به

  یمطرح برا  قيعم  یعصب  های که از شبکه  یی هاپژوهش •
 .انداستفاده کرده یتصاویر پزشک بندیرده

پژوهش  یبدیه که  دو   یپرشمار  هایاست  این  در 
م درا  توانیمورد  لذا  بر    اغلبپژوهش،    نی یافت؛ 
که    ی مقالات جامع  نيو همچن  رياخ  ی هاسال  هایپژوهش

زیاد پژوهش  یشمار  بررس  یهااز  را  اند،  کرده  یمرتبط 
شده آن تمرکز  به  اختصار  به  ادامه  در  که  اشاره  است  ها 
 .خواهد شد

 

 ی ژرف جمع یر ییادگ-1-2
است    یی ها[، از معدود پژوهش12گانا و همکاران ]  پژوهش 
به یادگکه  جامع  بررس  یجمع  قي عم  یريمرور  و    یو 

شاخص مدلمقایسة  روش    یمبتن  ی هاترین  این  بر 
بررسپرداخته  از  پس  مقاله،  دراین  نظریة   یاست.  مختصر 

تشک  یگوناگون  یهاروش  ،یجمع  یريیادگ یک   ليجهت 
دسته  جمله  از  انباشتگ  یافزایتوان  ،یبندمجمع  را    یو 

همچن  کردهینيبازب مدل  نيو  از    ی ريیادگ  یهااستفاده 
 .استقرار داده  بررسی مورد را هادر مجمع قيعم

]  ینيک همکاران  به13و  اقدام  چارچوب    کیتوسعة  [ 
تشخ به ب  صيمنظور  به  ابتلا    19-د یکوو  یماريخودکار 

تجهکرده  نهيس CT ریتصاو   ةیبرپا آن  در  که    زات ياند 
ا  یپزشک به  به شبکه   (IoT)1ا ياش  نترنتیمجهز   یامتصل 

  یسازرهيذخ ةیلا کیها خود را بهآن داده قیبوده که از طر
م ارسال  تشخکنند یداده  لا  یماريب   صي.    ییمجزا  ة یدر 
لا به  انجامپردازش  ةیموسوم  نتا داده  و  در  جیشده    ک یآن 

 .رسدیدست کاربران )ازجمله پزشکان( مبه یکاربرد ةیلا
اپردازش  ةیلا در  از    نیداده  مجمع    کیپژوهش 

سه   است،شدهليتشک  یسطحتک  قيعم  یريادگی از  که 

و    ResNet152V2،  DenseNet201  مدل
InceptionResNetV2  ج ینتا  بيترک  نيهمچن  برد؛یبهره م  

  ی انيببه. شودیانجام م  تیاکثر ینسب یسه مدل از روش رأ
مبتن  گر،ید مدل  سه  ابتدا  شبکه  یدر    ی عصب  یهابر 

به  ر یتصاو  یکانولوشن ورودرا    کیو    کردهافتیدر  یعنوان 
هر  ینيبشيپ  ردة  م  کیدربارة  مثال) دهندیانجام   برای 
ب CT ریتصو  ایآ  نکهیا به  متعلق  به    یماريموردنظر  مبتلا 

  ی نسب یبراساس رأ یی نها ميتصم .(ريخ ا یاست  19-دیکوو
م  نیا  انيم  تیاکثر ا  شودیسه مدل گرفته  بخش،    نیکه 

 . [13]نام دارد کنندهبيترک
]  یپژوهش  در همکاران  و  داس  برا14مشابه،   ی [ 

به    صيتشخ  یبرا  نهيس X-ray ریتصاو  یبندرده ابتلا 
  و DenseNet201  ،ResNet50V2 از سه مدل  19-دیکوو

InceptionV3     اکردهاستفاده با    یینها  جةينت  بارنیاند. 
 نيکه توسط هم شودیدار انجام موزن یريگنيانگيم  ینوع 

معرف مدل    گفتنی.  تاسشده  ی پژوهش  دو  که  است 
]  شده یمعرف ]13در  به14[,  مدل    ليدل[  با  تشابه 

جار  یشنهاديپ  پژوهش  با    یبرا  هایی گزینه   ، یدر  مقایسه 

 .اندشدهدرنظر گرفته یشنهاديروش پ 
 

 ق ی عم   ی ر ی با یادگ   ی تصاویر پزشک   ص ی تشخ -2-2
جامع15]  در مرور  پژوهش  ی[  در   رياخ  های سال  هایبر 

روش  صي تشخ  نةيزم با  پوست   یريیادگ  هایسرطان 
  اريدهندة نقش بسنشان  ی است. این بررسانجام شده  قيعم

شبکه  بررس  یکانولوشن  ی عصب  ی هاپررنگ  به  ی در  ویژه  و 
 یريسرطان پوست با کمک یادگ  یتصاویر پزشک  یبندرده
 .است قيعم

 

1 Internet of Things 
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به 16]   در   با  همکاران،  و  کاسم   شبکة   ی ر ي کارگ [ 

GoogLeNet    و یک مدل   ی استخراج ویژگ   ی برا SVM  ی برا  

به   ، بندی رده  تصاویر سرطان    بندی رده   ی برا   ی توسعة مدل اقدام 

است.  کرده    ISIC 2019 دادة پوست در هشت کلاس از مجموعه 

  1280  ی را بر رو  VGG-16[، یک شبکة  17در ]   سندگان ی نو 

سر  آرش   طان تصویر  از  برا  ISIC و ي پوست  دو    ی بند رده   ی ،  در 

 .اند کرده   ی کلاس، آموزش داده و ارزیاب 
]  نيهمچن شبکه 18در  عملکرد  ،  ResNet50  های [ 

InceptionV3  ،DenseNet169  ،InceptionResNetV2   و 
MobileNet   رو بر  آرش  3600  یرا  از  در  ISIC وي تصویر 

)بدخ کلاس  غ   ميیک  مقایسه  ميربدخيیا  است.  کرده( 
از  شترینيب استفاده  با  است.  شده  حاصل  ResNet50 دقت 

است.  شده  آورده(  1)  جدول  در  هاپژوهش  نیاز ا  یمختصر
بر    یگونه که در مقدمه ذکر شد، تمرکز پژوهش جارهمان

 یجمع  قيعم  یريادگی  یبرمبنا  نینو  یروش  یمعرف  یرو
به آزمااست؛  ارز  شیمنظور  تصاو  نیا  یابیو    ر یروش، 

 .اندسرطان پوست استفاده شده
 

 .نیشیپ یهادر پژوهش یمورد بررس یها(: مدل1-)جدول
(Table-1): The models examined in previous researches. 

 توضیحات  پژوهش
 ةمجموع

ها داده  
 سال

[13]  

ResNet152V2  ،

DenseNet201 و  

Inception-ResNetV2 با   

 استفادة رأی نسبی اکثریت 

تصاویر  
CT 
 سينه

2022 

[14]  

DenseNet201 ،

ResNet50V2 و   

InceptionV3 با   

دار گيری وزنميانگين  

تصاویر  
X-ray  
 سينه

2021 

[12]  
  یهاروش) ی مرور ةمقال 

ی( جمع عميق  یريیادگ  
- 2021 

[15]  
)تشخيص سرطان    ی مرور   ة مقال 

عميق(   ی ر ي یادگ   پوست با   
- 2021 

[16]  GoogLeNet+SVM ISIC 

2019 
2020 

[17]  VGG-16 
 ويآرش

ISIC 
2016 

[18]  
ResNet50 و چند   CNN  

 دیگر برای مقایسه 
 ويآرش

ISIC 
2021 

 

 داده مجموعه-3
ز   ی اصل   دادة مجموعه  استفاده،  از    ی ا رمجموعه ی مورد 

تصاو   ( ISIC  و ي آرش )  با  پوست    ی پزشک   ر ی مرتبط  سرطان 
شامل   درمجموع  که    ی رنگ   ر ی تصو   3297است 

ا شود ی م   کسل ي پ  224× 224کاناله(  )سه    به   ر ی تصاو   ن ی . 

  ب ي ترت )به   شوند ی م   م ي تقس   م ي و بدخ   م ي خ دو ردة خوش 
 (.  ر ی تصو   1497و    1800شامل  
تصاو   ی ا نمونه  خوش   ر ی از  بدخ   م ي خ ردة  در    م ي و 
) 3)   ی ها شکل  و  شده 4(  داده  نشان  ا (    ن ی است. 

به مجموعه  ] داده  در  آزاد  دسترس  19صورت  در   ]
 .است 

)مجموعه  %40حاضر،    درپژوهش  از    926داده  داده 
آموزش    ی( براميداده در ردة بدخ  605و    ميخردة خوش 

از ردة خوش  1104)  مانده یباق  ٪60و   874و    ميخداده 
که هرگز  (  ٪44و    ٪56بيترتبه  ا ی  م، يداده در ردة بدخ

ط مدل  یريادگی  ندیفرا  یدر  دادهبه  نشان  نشده،  ها 
ارزبه از  شده  ادهاستف  ی ابیمنظور    ی هاداده  %40است. 

دار برچسب  ر یتصاو  20%  یبررو  ه یپا  یهامدل  یآموزش
( که   ریتصو  330شامل    ر،یتصو  660موجود  رده،  هر  از 

مجموعه   ی تصادف اصلاز  آموزش    یدادة  شدند(  انتخاب 
داده  ماندهیباق  ٪20و    اند دهید   یبرا  یآموزش  یهااز 

 . دان استفاده شده CatBoost یهاآموزش مدل
 

 معماری مدل پیشنهادی-4
بهره با  پژوهش  این  کانولوشنی در  مدل  پنج  از  گيری 

های اخير معماری پيشنهادی یادگيری  رایج و برتر سال
در   که  دوسطحی  ترکيبی   Error! Referenceعميق 

source not found.شده داده  نشان  پيشنهاد  (  است 
مدلمی استفادهشود.  کانولوشنی  معماری  های  در  شده 

 پيشنهادی در ادامه معرفی خواهند شد. 
 

استفاده مدل  -4-1 پایة  در های  شده 

 معماری پیشنهادی 
• VGG-16   

رقابت   در  شبکه  پنج    وجز  2014سال    ImageNetاین 
ورود  ةشبک قرارگرفت.  رنگ  یبرتر  تصاویر  شبکه،    یاین 

کانال) ابعاد    ( RGB  ةسه   نيهمچن  و  بوده   224×224در 
به شبکه  پ این  تشک  16از    فرضشيطور    ل يلایه 

 [.17است]شده
• VGG-19   

شبک رقابت    ةدیگر  در  ،  2014سال    ImageNetبرتر 
در  VGG-19  ةشبک که  گون  بود   ی ایافته  ارتقا  ةواقع 

لایه   VGG-16از شمار  که  به    کانولوشن  یهابوده  آن 
 [.20] استعدد افزایش یافته19
• ResNet-50V2   

است شده  شناخته  یهااز جمله شبکه  ResNet50  ةشبک
رقابت    و جمله   زين  2015سال    ImageNetدر   از 

بود.    یهاه شبک از   یاشدهاصلاح  ةگون  ResNet50V2برتر 
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بهتر عملکرد  که  است  شبکه  ق  یاین  با    اسيدر 
ResNet50  وResNet101  شبکه،    یورود.  دارد این 

همچن   3×224×224 است.   ةخانواد  یاصل  ةاید  نيواحد 
ResNet  بوده    1اتصال جهشی   به  موسوم  یاستفاده از روش

خروج آن  در  لایه  یبرخ  یکه  لایعلاوهها  از    ی بعد  ةبر 
 ی عنوان ورودو به داشته  زيطول چندلایه نبه یخود، جهش

لای نژرف  ةیک  م  زيتر  گرفته  در  شودیدرنظر  امر  این   .
به افزایش  یسازنهيسهولت  و  ق)  دقت  شبکه  با    اسيدر 

  مؤثر است(  اما بدون استفاده از این روش  ، مشابه  یاشبکه 
[18] . 

 

 
 خیم. هایی از تصاویر ردة خوش(: نمونه1-شکل)

(Figure-3): Examples of benign category images . 

 
 هایی از تصاویر ردة بدخیم. (: نمونه2  -شکل)

(Figure-4): Examples of malignant category images. 
   

• ResNet152V2 

به  ResNet152  ةشبک در  موفق  نخست  مقام  کسب 
زم  2018سال    ImageNetرقابت   دفاع خصمانه    ةنيدر 

بود که یک   152آن شامل    یاست. معمارشده از    یلایه 
شبکه ژرف پژوهش   یهاترین  این  در  استفاده    مورد 

شبکه  .شودیم  محسوب دارد  ةلای  152  این   کانولوشن 
به یک که  جهشی  انيدرمصورت  م  اتصال    دهند یانجام 

[21 .] 
• InceptionV3  

دسامبر   در  شبکه  رقابت    2015این  نخست  مقام  در 
ImageNet  آن توسط شرکت گوگل   ةقرارگرفت و توسع  

 

1 Skip Connection 

ماژول    یازدهاز    درجمع  Inception V3است.  انجام شده
دربرگل يتشک هریک  که  و   یهالایه  ةرنديشده    ادغام 

 .[22است] ReLUبا تابع  کانولوشن  هایپالایه
 

 ها در معماری پیشنهادی ترکیب مدل   -4-2
انتقالی   یادگيری  روش  از  استفاده  مدل[23]ضمن  های  ، 

% روی  بر  برچسب  20پایه  موجود  تصاویر  تصویر،  660) دار 

به 330شامل   که  رده،  هر  از  از  تصویر  تصادفی  صورت 

 اند. دادة اصلی انتخاب شدند( آموزش دیده مجموعه 

پژوهش همچنين  برخلاف  و  پيشين  هدف  های  با 

این شکل  سطح نخست مجمع به  یکربندي، پ بایاس  افزایش

م مدل  شودیانجام    ی هایمعمار  با   خانوادههم  یهاکه 

م قرار  گروه  دریک  و  یکدیگر  کنار  در    لذا   رند؛ يگیمشابه 

یا  به اکثریت  رأی  براساس  نهایی  خروجی  اینکه  جای 

تمامی مدلگيری وزنميانگين از  بهدار  یادشده  دست های 

مدل این  بهآید،  پيشنهادی  مدل  در  مجزا ها  مجمع  دو 

 است:شکل زیر تقسيم شدهبه
• VGG-Ensemble: 

• VGG-16 

• VGG-19 

• ResNet-Ensemble: 

• ResNet50V2 

• ResNet152V2 

• InceptionV3 

مجامع   خودِ  سطح   در  VGGو    ResNetسپس  یک 

می جدیدی  مجمع  تشکيل  خروجی  بالاتر  یعنی  دهند؛ 

مجامع  کنندهترکيب به  ResNetو    VGGهای  عنوان خود 

الگوریتم ترکيب شده  کنندة دیگر درنظر گرفتهورودی یک 

 این ترتيب مجمعی دولایه داریم.  و به
کنندة هر مجمع نيز برخلاف دو  همچنين برای ترکيب

یا   اکثریت  رأی  روشی چون  از  استفاده  و  پيشين  پژوهش 
استفاده  گيری وزنميانگين یادگيری ماشين  از  دار، مجدداً 

الگوریتم   و  شده  CatBoostکرده  مدل    نیااست.  انتخاب 
شده و  توسعه داده  اندکِسْ یتوسط شرکت    ی جمع  یريادگی

تقو روش  م  ان یگراد  تیاز  از دلا23]  بردیبهره  مهم    ل ی[. 
ا پژوهش جار   نیانتخاب  بهتر    نسبهبهعملکرد    ،یمدل در 
در مدل  آن  با    ژهیوبه  ، مشابه  یهابرابر  کار  هنگام 

]  ترکوچک دادة    یهامجموعه  همچن23است  در   ني[. 
  در   CatBoost[، عملکرد  24]  شده درانجام  یسنجش تجرب

الگور دو  دمتن  مشابه  محبوب  تمیبرابر  هم  گری باز    نيدر 
مورد سنجش قرارگرفته و   LightGBMو    XGBoostحوزه  

نيز  این  است.داده  نشان  یبهترنتيجة   از    ٪20بار  دیگری 
  اند.استفاده شده CatBoostهای  ها برای آموزش مدلداده
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 .یشنهادیمدل پ یمعمار(: 5-)شکل

(Figure-5): Architecture of the proposed 
 

 

 روش مقایسه  -5
پ   یابیارز  و  یبررس  برای های  ی حالتشنهاديعملکرد مدل 

 :استزیر درنظر گرفته شده

مدل    -1 رو  CNNهفت  بر    یهادادهه مجموع   یمستقل 
داده  نيهم آموزش  عملکرد    شوندیم  پژوهش  اساساً  تا 

درمجمع مدل  ها  عملکرد  سنج  یهابرابر    دهيمستقل 
مورد استفاده    CNNپنج    ی ها شامل تماممدل  نیشود. ا

پ  مدل  نخست  سطح  -VGG-16  ،VGG)ی  شنهاديدر 

19  ،ResNet-50V2  ،ResNet-152V2    وInceptionV3  )

  InceptionResNetV2و    DenseNet201علاوة  به

 .شوندیم

تک  کی  -2 پنج    یسطحمجمع  همان  مدل    CNNاز 
خروجليتشک  یشنهاديپ  و  عنوان به  CNNهر    یشده 

گرفته   CatBoostمدل    کی  یورود که    شودیمدرنظر 
 است.( نشان داده شده6این مدل در شکل )

پژوهشارائه  یهامدل  -3 در  ]13]  یهاشده  نو   [ 14[,  از 
ویبازساز رو  شده  داده  یبر    ن يهم  یهامجموعة 

 . ننديبیپژوهش آموزش م

مدل  به  [ 25]  براساس  CNN  ی هاپارامتر  زیر و  صورت 
 :استشدهانتخاب 

از تابع  ئوجود دو کلاس در مس  ليدل: به1اتلاف تابع   • له، 
Binary Crossentropy استهشد استفاده. 

 . استهاستفاده شد 3آدام: از الگوریتم 2ساز هنيبه •

فعال • لای  یهالایه  4ساز توابع  هCNN  ة هر  بدون    چي: 
دق  یرييتغ پ   قاًيو    هر مدل   فرضشيپ   یسازادهيمطابق 
 .استهشد نييتع

وجود دو    ليدل: بهیمتصل خروجتمام  ةساز لایتابع فعال •
 . استهکار رفتبه 5سيگموئيد له، تابع ئکلاس در مس

 

1 Loss Function 
2 Optimizer 
3 Adam 
4 Activation Function 
5 Sigmoid 

مدل    ک ی  کارایی  جشمعمول در آمار جهت سن   ربه طو
  ( R)  7ی ابیو باز(  P)  6دقت  اري دو مع  ییدودو   یبنددر رده

مبه به  روندیکار  به که  )ترتيب  روابط  )1صورت  و   )2 )
 : [26]شوند نشان داده می

(1)                         𝑷 =
مثبت صحيح 

مثبت کاذب +مثبت صحيح 
   

(2    )                            𝑹 =
مثبت صحيح 

منفی کاذب +مثبت صحيح 
 

بها باز  یپوشچشم  یبه  را   توانیم  ، یاب یاز  دقت 
انحصار  ؛داد )و برعکس(   شیافزا از    کیهربه   یلذا توجه 

پس    ؛ کننده داشته باشدگمراه  یجینتا  تواندیم  اري دو مع
مع  ازين ببربه  یارياست  دومع  میکار  هر  بتواند    ار يکه 
بهبيرا ترک  ادشدهی سنجش   برای  یعنوان شاخصکند و 

به  براصحت  رود.  امت  نیا  یکار  از  استفاده    F18  ازيامر 
 : است( نشان داده شده3در رابطة )که   ميکنیم

(3                     )                           𝑭𝟏 =
𝟐.𝑷.𝑹

𝑷+𝑹
 

 

که    ک ي هارمون   ن ي انگ ي م   ی نوع   F1  از ي امت  بوده 
  شده ی مقالات بررس   بيشتر در    ن ي طور معمول و همچن به 

رده   ی برا   ، پژوهش   ن ی درا  صحبت    ی بندها سنجش 
  در این پژوهش نيز   لذا   ؛ مورداستفاده قرارگرفته   یی دودو 

مدل   یی نها   ی بررس   برای   ار ي مع   ن ی ا  به عملکرد  کار  ها 
 خواهد رفت. 

 

 نتایج ارزیابی -6
 ٪ 60  یر یدار تصوبرچسب   یهاداده   3298از مجموع تمام  

)باقی ردة خوش  1104مانده  از  و  داده  در    874خيم  داده 
به یا  بدخيم،  طی  ٪44و    ٪56ترتيبردة  در  هرگز  که   )

مدل به  یادگيری  دادهفرایند  نشان  بهها  منظور نشده، 
برای هر مدل و درهر    F1است. امتياز  ارزیابی استفاده شده

در   و  محاسبه   Error! Reference source notکلاس 

found.( و شکل )است( نمایش داده شده7. 
 

6 Precision 
7 Recall 
8 F1-score 
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 سطحی.(: معماری مجمع تک6-شکل)

(Figure-6): Single-level ensemble architecture . 
 

 

 

 

 (: شکل نتایج نهایی.7-شکل)

(Figure-7): Illustration of the final results . 
 

 

می  نخست  نتایج،  که  از  دریافت  از  توان  استفاده 
از    ی بهتر جة  ي نت   طورمعمول به   ی جمع   ی ر ي ادگ ی روش  

امت   ی ها مدل   ی ر ي کارگ به  دارد.    ی کل   F1  از ي مستقل 
مدل   ک ی چ ي ه  تنها    ی ها از  نبود.  مجامع  از  بهتر  مستقل 

مدل   ی شمار  م   ی ها از  را  که    افت ی   توان ی مستقل 
مورد به  در   ی صورت  بهتر   ک ی   و  عملکرد  از    ی کلاس، 

  ی ها ی ن ي ب ش ي مثال: پ   ی برا ،  اشند از مجامع داشته ب   ی برخ 
خوش   VGG-16مدل   کلاس  از    تر ق ي دق   م، ي خ در 

اما    VG-Ensemble  ی ها ی ن ي ب ش ي پ  )درمقابل  بودند 
VGG-Ensemble   بدخ کلاس  بهتر   م ي در  از    ی عملکرد 
،  VGG-19و    VGG-16خود،  دهندة  ل ي هر دو مدل تشک 

م   ی برا   گر ی د   ی ازسو   ، که ی درحال   ؛ داد( نشان    توان ی نمونه 
ResNet-Ensemble   آن و    ی را مثال زد که هم دقت کل

تشک  از هردو مدل  آن در هر کلاس،  دهندة  ل ي هم دقت 
است.   شتر ي ب   ResNet152V2و    ResNet50V2  ی عن ی   ؛ آن 

78

79

80

81

82

83

84

85

86

87

خوش خیم F1امتیاز  بد خیم F1امتیاز  کل F1امتیاز 
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 . F1(: نتایج نهایی براساس امتیاز 2-جدول) 
(Table-2): Final results based on F1-score 

 

 

 

مدل ضع   ی مثال خوب   ن ی ا  دو  که چگونه    توانند ی م   تر ف ي است 
  ج ی نتا مجمع به   ک ی را جبران کرده و در قالب    یکدیگر   ی خطاها 

پ   ی بهتر  م   ؛ کنند   دا ي دست  همچنان  عملکرد    توان ی لذا  از 
  عملکرد آن را در   کمينه   ا ی دفاع کرد و    ی جمع   ق ي عم   ی ر ي ادگ ی 

مدل  ا   ی ها برابر  )با  قرارداد  آزمون  مورد  که    ن ی مستقل  فرض 
داشت(   ی برا   ی بهتر   ج ی نتا   احتمال به  خواهد  اما    و   ارائه 

 که:   د ی د   توان ی م   ج ی از نتا   ، ی شنهاد ي درخصوص مدل پ 

ها و چه درکل، از  از کلاس  کیعملکرد آن، چه درهر    -1

 است.مستقل بهتر بوده  یهاCNN  یتمام

کل  -2 عملکرد  آنکه  برابر    ی با    ResNet-Ensembleآن 

از   استفاده  اما  ا  در  VGG-Ensembleاست،   نیکنار 

ترک و  به  جینتا   بيمجمع  و    CatBoostکمک  آن 

، عملکرد مستقل آن در یمجمع دوسطح  کی  ليتشک

 است. بهبود داده زيهر کلاس را ن

ها و چه درکل،  از کلاس   ک ی آن، بازهم چه درهر    عملکرد   -3

 آن بهتر است.   ی سطح تک   ی از عملکرد مجمع همتا 
 

 

 مطالعة موردی -7
جامع تحليل  اینکه  مدل  برای  تشخيص  تفاوت  از  تری 

و   دوسطحی  مدل  پيشنهادی  در  معرفیدو  [,  13]شده 

می  [14] ارائه  موردی  مطالعة  یک  باشيم،  که داشته  شود 

در آن پنج نمونه تصویر مورد بررسی قرارگرفتند. نتایج در  

 است.( نشان داده شده3جدول )

(: مطالعة موردی. پنج نمونه تصویر از 3-جدول)

خیم( که نتیجة مدل  های مثبت )بدخیم( و منفی )خوشنمونه

 است.متفاوت بوده [14[, ]13]های پیشنهادی و مدل
(Table-3): Case study. Five positive (malignant) and 

negative (benign) image samples from dataset on which 

the output of our proposed model and the two models 

presented in [13] and [14] are different. 

 

 نام مدل
  F1 امتیاز

خیم خوش  

  F1 امتیاز

 بدخیم 
F1 امتیاز کل   توضیحات  

VGG-16 84 80 82  

VGG-19 83 80 82  

ResNet50V2 83 81 82  

ResNet152V2 84 80 80  

InceptionV3 83 76 80  

Densenet201 81 82 81  

InceptionResNetV2 82 80 81  

[13]  84 82 83  

[14] امتياز بالاترین  83 83 84  F1 بدخيم به همراه مدل پيشنهادی   

ResNet-Ensemble 85 82 84  امتياز بالاترین F1 کل، به همراه مدل پيشنهادی   

VGG-Ensemble 83 81 82  

سطحی مجمع تک  83 81 82  

امتیاز بالاترین  84 83 86 مدل پیشنهادی  F1 خیم، بدخیم و کل در خوش   

[14 ]  [13 ]  
مدل 

 پیشنهادی 
 تصویر نمونه  واقعیت 

 منفی منفی مثبت  مثبت 

 

 منفی منفی مثبت  مثبت 

 

 منفی منفی مثبت  مثبت 

 

 مثبت  مثبت  منفی منفی

 

 مثبت  مثبت  منفی منفی
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)همان  جدول  در  که  نتایج  3گونه  شده،  مشخص   )

شده   داده  نشان  موارد  در  پيشنهادی    طورکامل بهمدل 

با مدل مقایسه شدهمتفاوت  است. همچنين تشخيص های 

 است.  پيشنهادی بودهدرست در این موارد با مدل 

های این سه مدل شبيه از آنجا که ساختار درونی لایه

پاسخ تفاوت  میاست،  را  دوسطحیها  در  بودن توان 

تجميع تصميم روش  از  استفاده  و  پيشنهادی  مدل  گيری 

به  نسبت  پيشنهادی  مدل  در  ماشين  یادگيری  بر  مبتنی 

 دانست. [14[, ] 13]شده در های استفادهروش

 

 پیشنهادی  ی مدلمحاسبات  یدگیچ پی -7-1
الگوریتم با  مقایسه  مقایسهدر  بههای  که  تکی  شده  صورت 

شده یعنی  استفاده  -VGG-16  ،VGG-19  ،ResNetاند؛ 

50V2  ،ResNet-152V2    وInceptionV3  ًپيچيدگی    قطعا

پيشنهادی و مدل سطحی  های مجمع تکمحاسباتی مدل 

بالاتر است. دليل این امر استفادة سری )متوالی( پنج مورد  

مدل بهاز  است.  مجامع  در  پيچيدگی  ها  اگر  خاص  صورت 

مدل -VGG-16  ،VGG-19  ،ResNetهای  محاسباتی 

50V2،  InceptionV3  152  وV2-ResNet   به   1mترتيب  را 

مدل  5mتا   پيچيدگی  و  و    DenseNet201های  بناميم 

InceptionResNetV2    را نيزm6    وm7    بناميم، پيچيدگی

( نشان داده  4صورت رابطة )سطحی پيشنهادی بهمدل تک

  است:شده

𝑂(𝐶𝑎𝑡𝐵𝑜𝑜𝑠𝑡) + ∑ 𝑂(𝑚𝑖)
5
𝑖=1                    )4(  

[  13شده در مراجع ]های ارائه همچنين پيچيدگی مدل

 صورت زیر است:به[  14و ]

∑ 𝑂(𝑚)𝑚∈{𝑚3,𝑚4,𝑚6} و ∑ 𝑂(𝑚𝑖)
7
𝑖=4                       )5( 

 

یک   البته  ميانگينبه   O(n)که  یا  خاطر  نهایی  گيری 

رأی  از  مدلاستفاده  آخر  لایة  در  مقادیر  گيری  با  باید  ها 

تا    1mهای  دليل غلبه پيچيدگی مدلفوق جمع شود که به

7m    برO(n)  مورد مدل دوسطحی    آن را حذف کردیم. در

بار در هر مجمع و یک برای در  بار )یکپيشنهادی چون سه 

استفاده شده پيچيدگی    CatBoostسطح دوم( از الگوریتم  

 صورت زیر است: محاسباتی کلی به

3 × 𝑂(𝐶𝑎𝑡𝐵𝑜𝑜𝑠𝑡) + ∑ 𝑂(𝑚𝑖)
5
𝑖=1                         )6(

  

به باتوجه  درنهایت  نهایی  که  پيچيدگی  در  ضریب  اینکه 

می نيست  به  تأثيرگذار  مربوط  مقدار  همان  گفت  توان 

تک مقدار  مجمع  همان  یعنی  رابطة اشارهسطحی  در  شده 

 . ( خواهد بود4)

الگوریتم    در همان   CatBoostمورد  در نيز  که  گونه 

شده24] اشاره  بخش[  پيچيدگی  مختلف  است  های 

 ( گرادیان  محاسبة  شامل  (،  CalcGradientالگوریتم 

 ( درخت  گرادیان  Build Tساخت  ميانگين  محاسبة   ،)

) برگ  Calc values 𝒃𝒋ها 
𝒕  ،) پيش به ها  بينی روزرسانی 

 (Update M (  Calc ordered( و محاسبة درخت مرتب 

TS صورت زیر است: ( به 
𝐶𝑎𝑙𝑐𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =  𝑂(𝑠 × 𝑛) 
𝐵𝑢𝑖𝑙𝑑 𝑇 =  𝑂(|𝐶| × 𝑛) 
𝐶𝑎𝑙𝑐 𝑣𝑎𝑙𝑢𝑒𝑠 𝑏𝑗

𝑡 =  𝑂(𝑛) 
𝑈𝑝𝑑𝑎𝑡𝑒 𝑀 =  𝑂(𝑠 × 𝑛) 
𝐶𝑎𝑙𝑐 𝑜𝑟𝑑𝑒𝑟𝑒𝑑 𝑇𝑆 =  𝑂(𝑁𝑇𝑠,𝑛 × 𝑛) 

 

به   نسبت  موارد  تمام  داده  nکه  تعداد  همان  های  که 

همان همچنين  است.  خطی  است  در آموزشی  که  گونه 

تابع  24] به  مربوط  محاسبات  اصلی  بخش  شده،  اشاره   ]

Build T  آن  می در  که  جای  |C|باشد  های  گشتتعداد 

ساخته درختتصادفی  توليد  برای  اوليه  تصادفی  شدة  های 

مجموعه  مقدار  براساس  این  است.  ورودی  آموزشی  دادة 

در    CatBoostتوجه به اینکه از   برای مدل پيشنهادی با 

مدل  )یک استفاده   5mتا    1mهای  خروجی  در  شده  بار 

بار در سطح  بار در مجمع دوم و یک مجمع نخست، یک 

به  نسبت  ویژگی دوم(  مجموعه تعداد  اوليه  داده  های 

کل   پيچيدگی  بنابراین،  است؛  کوچکی  بسيار  مقدار 

درنتيجه    CatBoostالگوریتم   و  با ضریب کوچک  خطی 

ماکزیمم   همان  پيشنهادی  مدل  کل  پيچيدگی 

 است.   5mتا    1mهای  پيچيدگی مدل 

 

 گیری و بحث نتیجه -8
پژوهش   این  یادگدر  یادگ  یريروش  و   ی جمع  یريعميق 

رده در  پزشکبرچسب   تصاویری  بندعميق  سرطان   یدار 

به گرفتهپوست  یادگ  و  شد  کار  روش    ی جمع  یريعملکرد 

  ی درنهایت یک مدل مبتن  و  قرارگرفت  یعميق مورد بررس

شد و از نظر    ی معرف  یعميق چندسطح  یجمع  یريبر یادگ

تعداد  کارایی مدل  یبا  و  یهااز  مدل   نيهمچ  رایج 

   شده در دو پژوهش مشابه مقایسه شد.ارائه 

از استفاده  کارایی  که  دادند  نشان   یريیادگ  نتایج 

به    یجمع نسبت  از  عميق  مستقل    یهامدلاستفاده 

  ی تمام   ی چراکه عملکرد کلیابد؛  بهبود میعميق    یريیادگ

  است؛ هبود مستقلی هاها همواره برابر یا بهتر از مدلمجمع

یادگ از  استفاده  م  ی جمع  یريلذا  را  طور  به  توانیعميق 

  در منابع   یکه محدودیت جد  یکرد مگر زمان  هيتوصکلی  

(7)  
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یا    یافزارت سخ  و  داشته  دقت  یزمان  احتمالبهوجود  که 

چشم اختلاف  خاص  مدل  مدل  یريگ یک  دیگر    ی هابا 

 مجمع دارد. در مورداستفاده

کارگيری یک  شيوة تجربی تأیيد شد که بههمچنين به 

به چندسطحی  ترکيبمجمع  هوشمند  کنندههمراه  ای 

براساس معيار  می بهتری  نتایج  آورد،  به  F1تواند  اما  دست 

شوند.    ميتنظ  یدرستآن به  یمشروط بر اینکه ابرپارامترها

  ابرپارامترها نيازمند   درست این   ميجهت تنظ  یروش  نييتع

 .است مجزایی  پژوهش

نقابل  جینتا متنوع   شتريب  یها داده  ازمندياتکاتر  تر و 

دسترس درصورت  کاف  به  یاست.  مدل    توانیم  ،ی منابع 

رو  نیا  یشنهاديپ  بر  را    یهاادهدهمجموع   یپژوهش 

جمله    شتريب  هایردهبا    یترگسترده ( ISIC 2019)از 

انتخاب    کرد.  یرا بررس  جینتا  ديآموزش داد و امکان بازتول

انتخاب دو    یهاگشتی از جا  بيترک  نیبهتر سه   ا یممکن 

برا مجمع    یريقرارگ  یمدل  دو  تعداد    ی حت  ا یدر  انتخاب 

م جد  کیعنوان  به  تواند یمجامع،  ادامه    د یپژوهش  در  و 

شود. انجام  حاضر  به   پژوهش  پيشنهاد همچنين  عنوان 

پژوهش برای  میدیگری  آینده  بههای  کارگيری توان 

سطوح  الگوریتم  از  هرکدام  در  را  دیگری  تجميع  های 

 ترکيب مشخص کرد.
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پرسش» فارسدادگان  زبان  و    ی«،وپاسخ  علائم  پردازش 

 .1402، 120-107، صفحات ( 4) 20 ،ها داده

 

  ی کارشناس  مدرک  یجابر  انیپو

 وتريکامپ  یمهندس  ةخود را در رشت
عال  مرکزاز     وشهرضا    ی آموزش 

کارشناس در   ی مدرک  را  ارشد 
شهرکرد   دانشگاه  از  رشته  همان 

  پژوهشی   قیاست. علاکرده  دریافت
 .است نيماش یريادگیداده و  بيترک گنال،يس پردازشاو 

 نشانی رایانامة ایشان عبارت است از: 

jaberi@stu.sku.ac.ir 
 

نعمت مدرک     ی شهلا 

رشت  یکارشناس در  را   ة خود 
دانشگاه    وتريکامپ  یمهندس از 

سال    رازيش ،  1384در 
دانشگاه    ارشد  یکارشناس از 

 1387اصفهان در سال    یصنعت
اصفهان را    وتريکامپ  یمهندس  یو مدرک دکتر از دانشگاه 

س کرده  1395  ال در  ودریافت  سال    ی است.    1396از 
دانشگاه شهرکرد است. او    وتريکامپ  یگروه مهندس  اریاستاد

احساسات   ليتحلداده،    بي ترک  یهانهيمقاله در زم  نیچند
پردازش   علانوشته   ریوتصوصوت و  او    پژوهشی  قیاست. 

و    احساسات  ليتحلها،  داده  بيترک  گنال،يس  پردازش
 .است ی کاوداده

 نشانی رایانامة ایشان عبارت است از: 

s.nemati@sku.ac.ir 
 

مدرک    یريبص  محمداحسان
رشت   یکارشناس در  را   ةخود 
دانشگاه    وتريکامپ  یمهندس از 

سال    رازيش کارشناس1385در    ی ، 
از دانشگاه اصفهان در سال را    ارشد

دکتر  1387 دانشگاه را    وتريکامپ  یمهندس  یاو مدرک  از 
س در  وکرده  دریافت  1393  الاصفهان   اکنون  یاست. 

مهندس  اريدانش است.    وتر يکامپ  یگروه  شهرکرد  دانشگاه 
  ل يتحل،  یکاوداده  یهانهيدر زم  یمتعدد  یهامقاله  ایشان

  زبان  پردازشاو    پژوهشی  ق یاست. علااحساسات و ... نوشته 
و   احساسات  ليتحل،  هوشمند  یهاسامانه  یطراح  ،یعيطب

 .است ی کاوداده
 نشانی رایانامة ایشان عبارت است از: 

basiri@sku.ac.ir 
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