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 چکیده 
بالابردن میزان  خصوص  ترین مسائل در این  است. یکی از مهم یافتهای افزایش  های اجتماعی به میزان فزاینده امروزه استفاده از شبکه 

ای در  طور گستردهها بههستند. برچسب  1هابرچسب  ، تواند در این امر کمک کند بازدید پست یا پیام افراد است و بهترین عاملی که می

شدت مورد توجه  صورت خودکار بههای عظیم موجود نقش دارند، در حال حاضر ایجاد برچسب بهوجو در میان داده دهی و جستنظم

های کلیدی پیشنهادی ایجاد  سری واژهها، یکسازی متن، از روی دادهخلاصه  کمکبهاست تا  است. در این مقاله سعی شدهقرار گرفته

و   ترکیب روش  کمکبهکرد  با  مقاله  این  بنابراین  کرد؛  ارائه  برچسب  پیشنهاددهندة  توصیة بندی، خلاصههای خوشهآن یک  و  سازی 

داده  کارراهپیشنهاد   ارائه  پیشنهادی  جدیدی  در روش  واژه  کمکبهاست.  مخزن  ) مدل  2های 
BoW ،) آشکار معنایی  3) تحلیل 

ESA و  )

با الگوریتم  ترکیب آن به  های اجتماعی تهیه شده سری برچسب پیشنهادی برای شبکهیک(،  K-NNترین همسایه )نزدیک-kها  است؛ 

شده ترین همسایه ترکیب نزدیک -kکمک الگوریتم  هسپس ب  ، ها ایجادای از واژهنامهها، لغتکمک مدل مخزن واژههاین صورت که ابتدا ب

واژهخوشه   ESAبا   از  قوی  و  صحیح  بهبندی  میها  برچسبوجود  به  منجر  درنهایت  و  میآید  مناسب  پیشنهادی   کارراه شود.های 

 های مشابه نشان داد. عمومی مورد بررسی قرار گرفت و نتایج برتری خود را نسبت به سایر روش  دادهمجموعهپیشنهادی بر روی دو 
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Abstract 

In recent years, the utilization of social networks has surged markedly, with interest in their use 

escalating daily. A pivotal concern is augmenting the number of views for individuals' posts or messages 

to enhance their popularity. The most effective means to achieve this objective is through the use of tags. 

Tags significantly contribute to the organization and retrieval of existing data, and the automatic 

generation of tags has garnered substantial attention. Tag recommendation from textual sources can be 

approached as a text extraction issue. This paper endeavors to propose a comprehensive set of suggested 

 

1 Tag 
2 Bag Of Words 
3 Explicit Semantic Analysis 
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keywords derived from data via advanced text summarization techniques, culminating in the 

presentation of a sophisticated tag recommender. Consequently, this research introduces an innovative 

and robust solution by integrating clustering, summarization, and recommendation methodologies. 

Initially, utilizing the Bag of Words (BoW) model, comprehensive word parsing and extraction of word 

roots are performed. This process yields a bag of words capable of facilitating deep semantic 

exploration. The data is meticulously simplified to its core elements, with prepositions and repetitions 

omitted. Verbs, due to their high frequency and significance depending on the context of the sentence or 

post, are mined separately. Other words are judiciously selected based on their frequency and 

importance, and stored with their repetition counts. Subsequently, employing the K-Nearest Neighbor 

(KNN) clustering algorithm, the data is clustered, and the cluster representatives serve as the output 

tags. A slight modification is made to the KNN algorithm by incorporating the Explicit Semantic 

Analysis (ESA) method for precise scale calculations.  

The proposed solution was rigorously evaluated on two public datasets: TPA, extracted by Aminer, and 

AG, extracted by ComeToMyHead. The AG dataset comprises 127,600 news articles, categorized into 

four distinct tag types. Each category contains 30,000 training samples and 1,900 test samples, with a 

total of 31,900 tags representing global, sports, business, and scientific concepts. The findings of this 

study were compared with those from 13 similar research papers, which fall into four distinct 

categories: machine learning, long-short-term memory (LSTM), convolutional neural network (CNN), 

and capsule-based models. The comparative analysis revealed that the proposed method demonstrates 

superior accuracy, comprehensive coverage, and an enhanced F-measure. 

The integration of advanced text analytics techniques underscores the significance of this study in the 

broader context of information retrieval and data mining. By harnessing the power of semantic analysis 

and machine learning, this research provides a novel framework that not only enhances the efficiency of 

tag recommendation systems but also contributes to the theoretical foundation of automated keyword 

extraction. The implications of these findings are far-reaching, with potential applications extending 

beyond social networks to other domains requiring efficient data organization and retrieval. 

 

Keywords: label recommendation, text summarization, word embedding, k-nearest neighbor, BoW. 

 

 مقدمه-1
فزاینده محبوبيت  اجتماعی  شبکة  اینکه  دليل  در  به  ای 

کاربران اینترنت، شروع به  استآوردهدست  دنيای امروز به 
برچسب از  علامتاستفاده  برای  مختلف  وهای    گذاری 

تصویر یا  موسيقی  متن،  مانند  وب  منابع   مدیریت 
از    2Flickrو    1StackOverFlow.  [ 1]اندکرده برخی 

های وب هستند که به استفادة گسترده  ترین برنامهمحبوب 
برچسب میاز  برچسبگذاری  توليد  نحوة  های پردازند. 
با   به مرتبط  داغ  محتوا  موضوع  منبع،  هر  برای  خودکار  طور 

بر است؛  گذاری زمان امروز است. فرایند برچسب   های پژوهش 
شده هنوز تا رسيدن به حد  حال، کيفيت برچسب توصيه بااین 

دارد  زیادی  فاصلة  استخراج    ؛ مطلوب  عملکرد  وضعيت  زیرا 
پردازش  از  دیگر  بسياری  به  نسبت  کليدی  زبان  عبارت  های 

 . [ 2] تر است ( پيچيده و سخت NLPطبيعی ) 

چند ایفا    رسانه  امروزه  بشر  زندگی  در  اساسی  نقش 
چند می مانند    کند.  مختلف  محتویات  از  ترکيبی  رسانه 

از طریق  متن، تصویر، صوت، ویدئو، گرافيک و... است که 
می نوع  آن  هر  به  بهتوان  دیجيتالی اطلاعاتی  صورت 

از داده ارائة جذابی  به عبارت دیگر،  های دسترسی داشت؛ 
استیک داده[3]پارچه  مجموعه.  و ها  متغيرها  از  ای 

 

1 http://stackoverflow.com/tags 
2 https://www.flickr.com/ 

اطلاعاتی جمعواحدهای  فرایند  یک  در  که  آوری  اند 
برای هر هدفی  ها را میشوند. دادهمی توان به هر شکل و 

ها دسترسی داشت. فرایندی مورد استفاده قرار داد یا به آن 
استخراج داده برای  از مجموعة قابل که  استفاده  های قابل 

کاوی ناميده  شود، دادههای خام استفاده میتوجهی از داده
دادهمی امروزی  زندگی  میشود.  ارائه  زیادی  دهد.  های 

های مختلف  تواند در جنبهها مییافتن اطلاعات مفيد از آن
کند؛   کمک  ما  به  غيره  و  آموزشی  اقتصادی،  پزشکی، 

 ها است. ترین انواع دادهیکی از محبوبهای متنی داده

داده  بالای  بسيار  ميزان  به  توجه  به روشی  با  های متنی، 
آوری اطلاعات خوب و دقيق نياز است؛ برای مثال  برای جمع 

مشتری  اطلاعات  شامل  اطلاعات  این  اینترنت  اخبار  در  ها، 
  3سازی متن، تجریدی خلاصه . [ 4] ها و... است تلویزیونی، بلاگ 

آمده، و حاصل  دست است که از محتوای یک یا چند متن به 
بوده مهم  اصلی  متن  اطلاعات  به ترین  اما  معمول  است،  طور 

سازی،  . خلاصه [ 5] ای برابر نصف یا کمتر متن اصلی دارد اندازه 
هاست؛ بنابراین، برای  علم یافتن اطلاعات مهم متن و ارائة آن 

ویژگی  نما یافتن  و  ارائه  نحوة  مهم،  بسيار  های  اهميت  یش 
مهم  از  یکی  داده دارد.  کاوش  در  نکات  به  ترین  توجه  ها 

سری ویژگی  ای یک هاست. هر داده و شناسایی آن   4ها ویژگی 
ویژگی  سایر  از  که  دارد  کاوش  خاص  به  و  بوده  متمایز  ها 

 

3 Abstraction 
4 Feature 
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می   کمک  متن صحيح  زبانی،  ویژگی   ، کنند.  مختلف  های 
شاید پرکاربردترین  معنایی، نحوی، ساختاری و غيره دارد که  

  :[10-6]ها شامل موارد زیر استآن 

 ( TF/IDFفرکانس واژه و معکوس فرکانس سند یا ) •

 تطابق عنوان متن •

 مکان جمله •

 طول جمله  •

 های نشانه واژه •

 شناسایی بر حسب اسم و فعل •

برچسبگذارینشانه • همچون  از هایی  بخشی  زنی 
 و...  POS  1وگو یا  گفت

معمولبه انجام  خلاصه  طور  گام  سه  در  متن  سازی 
 : [11]دشودمی

فرایند  : میپردازشپیش .1 ابزار کمک  استفاده  با  تواند 
پایتون  2پردازش زبان طبيعی ابزار زبان طبيعی   3و یا 

 انجام گيرد. 

بردارد .2 در  اطلاعاتی که یک جمله  میزان  : امتیاز 
طبق   بااهميتبر  ميزان  گوناگون  و  فاکتورهای  بودن 

شود تا  ميزان اطلاعاتی که یک متن دارد محاسبه می
جمله   یک  حذف  عدم  یا  و  حذف  جهت  در  ادامه  در 

 کار رود. به

خلاصه .3 ایجاد  و  باستخراج  انتها  در  نتایج  ه:  کمک 
توان اطلاعات مهم را استخراج کرد و  آمده میدستبه

 دست آورد.تر بهای کوچکای با اندازهمتن خلاصه

سازی متنی کاربردهای فراوانی دارند و  های خلاصه الگوریتم 
آن  کاربردهای  به  می هرروزه  اضافه  چند  ها  مثال،  برای  شود. 

 : [ 12] نمونه از کاربردهای آن شامل موارد زیر است 

روزه  : همه ای از اخبار سازی داده استخراج و خلاصه  •
دادن و بشر برای  های متفاوتی در دنيا در حال رخ اتفاق 

ای دچار  یافتن اطلاعات خاص از این حجم بالای داده 
است.   را  خلاصه   کمک  ه ب مشکل  مشکل  این  سازی 

 . [ 13] رفع کرد توان  می 

فصلخلاصه • مرجعسازی  کتب  کتابهای  های  : 
يات  یمرجع حاوی عناوینی طولانی هستند که با جز

داده   بشدهتوضيح  خلاصههاند.  سازی کمک 
می خلاصهچندسنده  این توان  از  کوتاه  و  دقيق  ای 

 ها ایجاد کرد. داده

توان در  : این نظریه را میسازی سخنرانیخلاصه •
تماسخلاصه فرایند  گزارشسازی  خبری، ها،  های 

 . [14]وگوها و... استفاده کردگفت

 

1 Part-of-speech 
2 Natural Language Processing (NLP) 
3 Python Natural Language Toolkit 

با رشد منابع دیجيتال، توصية برچسب توجه زیادی را به  
کرده  جلب  یک  خود  هدف  برچسب،  است.  توصية  سامانة 

ها برای یک قطعه متن است تا  ای از برچسب ارائة مجموعه 
برچسب  به فرایند  که  را  کاربر  گذاری  توسط  صورت دستی 

های  ها قابليت . این برچسب [ 15] آسان کند   ، شود انجام می 
جست  سازمان موتورهای  پيمایش،  برای  را  و  وجو  دهی 

می جست  افزایش  را  محتوا  بااین وجوی  حال،  دهند؛ 
 بر و پر زحمت است. گذاری دستی متن زمان برچسب 

توصيه بر   ،سامانة  غلبه  برای  کارآمد  رویکرد  یک 
اضافه به مشکل  برچسب  توصية  است.  اطلاعات  بار 

می اجازه  و  کاربران  موسيقی  وب،  صفحات  تا  دهد 
نویسی کنند و برای های کليدی حاشيه مقالات را با واژه

 ای مفيد است. وجوی محتوای چندرسانه جست 

می  برچسب کاربران  برای  واژگانی  هر  از  گذاری  توانند 
موارد مورد علاقة خود استفاده کنند؛ بنابراین، در مقایسه با  

های توصية عمومی، اطلاعات  امتيازدهی در سامانه ماتریس 
می  دقت  برچسب  با  را  کاربران  عادات  و  علایق  تواند 

کند  بيان  کاربران  علاوه   ؛ بيشتری  موردی،  هر  برای  براین، 
برچسب  اغلب  می مختلف  ارائه  متفاوتی  که  های  دهند، 

تواند محتوای نمونه را از چند نما توصيف و به کاربران  می 
جست  کمک  در  باکيفيت  توصية  ارائة  و  دقيق  وجوی 

 .[ 16] کند 
از روش  تا  راه توصية برچسب سعی شد  ابتدای    های در 

گذاری استفاده شود.  های توصيه در برچسب سنتی الگوریتم 
ها روش پالایة مشارکتی مبتنی بر  ترین روش یکی از معروف 

خواه و  توانند با هر واژة دل ؛ کاربران می [ 17] است  4برچسب 
گذاری داشته باشند که این  تصادفی و به هر تعداد برچسب 

می  ابهام  و  افزونگی  مشکل  به  این  منجر  رفع  برای  شود. 
ها مانند رویکردهای مبتنی  مشکلات، انواع دیگری از تکنيک 

خوشه  ماتریس  [ 18] بندی  بر  بر  مبتنی  رویکردهای   ، [19 ] 
 .اند معرفی شده   [ 20] و رویکردهای مبتنی بر نمودار    

  K-NNالگوریتم    کمک به است  در این مقاله سعی شده 
مدل   با  آن  ترکيب  مدل   BoWو  سایر  و  و  معنایی  های 

برچسب خلاصه   کمک به  متن،  جهت  سازی  مناسب  های 
شبکه  در  پيشنهاد  ارائة  و  استخراج  استفاده  اجتماعی  های 

 شود. 
 

 اهداف اصلی این مقاله: 
در  • توصيه  ارائة  جهت  برچسب  بهترین  انتخاب 

 های اجتماعی انجام گيرد.شبکه
از   • و  مدلاستفاده  متن  کاوش  معنایی  های 

به خلاصه  برای  متن،  بهترین  دستسازی  آوردن 
 های اجتماعی انجام گيرد. برچسب در شبکه

 

4 Tag Based Collaborative Filtering 
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دو   • روی  بر     TPAعمومی    دادگانمجموعهنتيجه 

[21]  ،AG [22]  آن اساس  بر  تا  شود  ارزیابی 

 پيشنهادی مورد بررسی قرار گيرد.   کارراهکارایی 

به شدهمقاله  سازماندهی  زیر  دو  شرح  بخش  است: 

را بررسی بخش سه چهارچوب ،  پيشينه و کارهای مرتبط 

تشریح   را  بررسی  میپيشنهادی  به  چهار  بخش  و  کند 

پيشنهادی می روش  نتيجه  ؛پردازدارزیابی  گيری درنهایت، 

   است.در بخش پنج ارائه شده

 

 موضوع مرور ادبیات  -2
روش  در  کلی  مروری  برای  ابتدا  به در  در  های  کاررفته 

الگوریتم  معرفی  به  برچسب  خلاصه توصية  سازی  های 

هایی که بر روی توصية  پژوهش متن پرداخته و در ادامه  

 شوند. اند؛ معرفی می برچسب و بهبود آن کار کرده 

 سازی متن خلاصه -1-2

متن  خلاصه طبيعی،    کمکبه سازی  زبان  پردازش  فرایند 

تر دارد. مطالعات  سعی در تبدیل متن به یک نسخة کوتاه

قرن سازی خودکار متن را در نيم های خلاصهزیادی، چالش

کرده بررسی  به[23]انداخير  که  مقالاتی  پيش.  گام  صورت 

کرده کار  زمينه  این  این  در  از  توانستند  ادامه  در  و  اند 

بهره  خلاصه  وب  صفحات  در  بيان  به  ، برندبسازی  ترتيب 

 خواهند شد. 

همکاران   و  مرادی  خلاصه  [24]ميلاد  روش  سازی  از 

اسناد    1بيزی  کردند.  برای  استفاده  پزشکی  متنی 

مفاهيم  خلاصه  به  را  ورودی  متن  ابتدا  در  بيزی،  سازی 

( نگاشت و سپس  2UMLSپارچة پزشکی ) سامانة زبانی یک

آنمهم براترین  را  طبقهها  ویژگیی  استفاده  بندی  ها 

برای  می ویژگی  انتخاب  متفاوت  نظریة  شش  از  کند. 

این   توزیع  اساس  بر  و  استفاده شد  مفاهيم مهم  شناسایی 

  کمک بهمفاهيم، موارد با بار اطلاعاتی بالاتر انتخاب شدند.  

ساز بهبود یافت. با توجه سازی بيزی، کارایی خلاصهخلاصه

استفاده   تخمين  از  و  آماری  روشی  بيزی  روش  اینکه  به 

اما  می باشد،  موفق  پزشکی  زمينه  در  است  توانسته  کند 

 تر از آن بهره برد.های عمومیتوان در کل و در روشنمی
بالبانتاری   3روتاری نام    [25]  4و  با  جدیدی  روش 

فاخته  جست  اساس  وجوی  بر  که  کردند  معرفی  را 
ها نمایش مشکلات  سازی چندسنده است. هدف آنخلاصه 

بودهو چالش روش  این  در  وجوی است. جست های موجود 
 

1 Bayesian 
2 Unified Medical Language System 
3 Rautray 
4 Balabantaray 

به یا  الگوریتم  CS  5اختصار  فاخته  از  فراابتکاری یکی  های 
پرنده از  که  گرفتهاست  الهام  فاخته  نام  با  است.  ای 

بالغ، تخمفاخته را در لانة  های  یا  های خود  پرندگان  سایر 
ها را در خود ای که یکی از تخمدهند. لانهحيوانات قرار می

تواند  درواقع یک راه حل و هر فاخته تنها می  ، داشته باشد
ترین پاسخ است در یک  قویکه جدیدترین و  را  یک تخم  

الگوریتم   دهد.  قرار  سادهمی  CSلانه  از  قالبتواند    ، ترین 
که هر لانه تنها یک تخم دارد تا جایی که هر  یعنی زمانی 

نشان )که  باشد  داشته  تخم  چندین  بتواند  دهندة  لانه 
پاسخمجموعه از  از ای  پس  باشد.  داشته  پيشروی  هاست( 

پردازش، امتياز ارزش معنایی جمله محاسبه و سپس پيش
پيادهجست  فاخته  بهينهوجوی  سرانجام  و  ترین سازی 

انتخاب شدند تا     .را شکل دهند   متن خلاصة نهایی جملات 
داده  درخصوص  تنها  روش  عمل  این  خوبی  به  عمومی  های 

و  می  داده کند  که  زمانی  شرای در  برای  و  ها  موضوعی  ط 
ورزشی، درمانی  و... ( خروجی خوبی  سفارشی متمرکز شوند ) 

 نخواهد داشت. 
ای دیگر، با استفاده  در مقاله  [26]روتاری و بالبانتاری  

بهينه الگوریتم  ذرات از  ازدحام  خلاصه  6ساز  سازی یک 
عمومی را برای اسناد تک متن معرفی کردند. این الگوریتم  

به  را  افزونگی  ویژگی  و  محتوایی  جنبهپوشش  های عنوان 
خلاصه میمهم  نظر  در  نتایج    ؛گيردسازی  درنهایت 

بودهرضایت اما  بخش  بالاست،  روش  این  دقت  است. 
دقت به ميزان   ،که حجم داده زیاد و نوفه بيشتر شودزمانی

 قابل توجهی افت خواهد کرد. 

و   عميق  یادگيری  از  که  روش  تعدادی  ادامه  در 
خوشه روش خلاصه های  در  استفاده  بندی  متن  سازی 
 شوند. اند معرفی میکرده

همکاران    7آزادانی  یک   [ 27] و  سامانة  زبان  از  پارچه 
آن  نگارش  و  اسناد  مفهومی  مدل  ایجاد  برای  به  پزشکی  ها 

و   کشف  را  پرتکرار  موارد  روش  این  کردند.  استفاده  مفاهيم 
نظریه هم  ميان  کرده بستگی  پيدا  را  مختلف  از  های  است. 

کند تا یک  استفاده می ها برای پيشنهاد تابع تشابه  همبستگی 
بندی را  ساز الگوریتم خوشه گراف ایجاد شود؛ سپس، خلاصه 

-برد تا زیرمجموعه کار می بر اساس درخت پوشای کمينه به 
را   نهایی  خلاصة  سرانجام  کند.  پيدا  را  اسناد  مختلف  های 

مرتبط   کمک به  و  بالا  اطلاعاتی  بار  با  جملاتی  ترین  انتخاب 
کند. ارزیابی  ها در متن ایجاد می جملات، از ميان زیرمجموعه 

-ها با استفاده از مقياس اده کار بر روی تعداد بالایی از د خود 
روژ  پيشنهاد   8های  سامانة  که  داد  نشان  نتایج  شد.  ی  انجام 

 است.  های مرسوم داشته کارایی بالاتری در برابر نظریه 

 

5 Cuckoo search 
6 Particle Swarm Optimization Algorithm 
7 Azadani 
8 Recall-Oriented Understudy for Gisting Evaluation 

(ROUGE) 
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همکاران    1باراليس   داده   [ 28] و  مکرر  کاوش  و  از    روش ها 
معروف یافتن الگوهای تکراری در منبع داده استفاده کردند.  

این روش   داده با جست در  ميان کل سند،  در  هایی که  وجو 
صورت پرتکرار در متن آورده شده بودند یا الگوی مفهومی  به 

داشتند  به   ، تکراری  و  خلاصه  شناسایی  خروجی  عنوان 
پي   ، نتایج استخراج شدند.   شنهادی را نشان داده  برتری روش 

با   داده   وجود است.  افزایش حجم  با  ورو این  دی سرعت  های 
 یابد. شدت کاهش می الگوریتم به 
آمانچيو  2تهالينو  چندلایه  [29]  3و  روش  را کارایی  ای 

خلاصه در  مرتبط  جملات  انتخاب  چندسنده برای  سازی 

به مدل  در  کردند.  گرهارزیابی  رفته،  نشانکار  دهندة  ها 

یال  و  واژه جملاتند  تعداد  اساس  بر  بين  ها  اشتراکی  های 

شدند.  ایجاد  در    جملات  پيشين  مطالعات  خلاف  بر 

چندسند خلاصه  یال سازی  بين  تمایزی  روش  این  در  های  ه، 

-هایی که اسناد مختلف را وصل می اتصالی از یک سند و آن 

-کردند وجود داشت. نتایج نشان داد که این تمایز بين لایه 

تواند کيفيت  ای می و خارجی در نمایش چند لایه های داخلی  

 های ایجاد شده را بهبود بخشد. خلاصه 

سازی متنی را بر  خلاصه  [ 30]زاده و همکاران  افشاری

ترین وجوگرا )کاربرگرا( با استخراج مهماساس روش جست 

از   ویژگی  چندین  منظور،  همين  به  دادند؛  ارائه  جملات 

از   را  اهميت جملات  استخراج شدند که هر کدام  جملات 

مقاله  جنبه  این  در  سنجيدند.  خاص  از ای  مورد  یازده 

ویژگی مقاله  بهترین  این  شدند.  استخراج  جمله  هر  از  ها 

تری استفاده شوند، منجر  های مناسبنشان داد اگر ویژگی 

 های بهتری خواهند شد. به خلاصه 
 

 کنندة برچسب توصیه   -2-2
پالایة روش روش  به  را  برچسب  توصية  پيشنهادی  های 

تقسيم   4مشارکتی محتوا  بر  مبتنی  روش  و 

مشارکتی  [31]کنيممی پالایة  روش  کليدی  ایدة   .

رتبه اطلاعات  از  فنگاستفاده  است.  تاریخی  و    5بندی 

برچسب   6وانگ سامانة  بهیک  را  اجتماعی  صورت گذاری 

ها در  ها و یالنموداری مدل کرده و با یادگيری وزن گره

برچسب  کردندنمودار،  توصيه  را  فانگ [32]ها  و    7. 

شخصی  برچسب  توصية  برای  جدید  روشی  همکاران 

غيرخطی  توسعة  یک  روش  این  کردند.  پيشنهاد 
 

1 Baralis 
2 Tohalino 
3 Amancio 
4 Collaborative Filtering 
5 Wei Feng 
6 Jianyong Wang 
7 Xiaomin Fang 

ژائو[33]است برچسب  8.  در  روابط  همکاران  گذاری و 

عنوان یک نمودار ناهمگن مدل کرده و یک  ها را بهداده

رتبه  الگوریتمی  برچسب چهارچوب  توصية  برای  بندی 

کردند روش[34]پيشنهاد  خلاف  بر  پالایة  .  های 

به  را  داده  محتوا،  بر  مبتنی  روش  عنوان  مشارکتی، 

می میورودی  بنابراین  برچسب گيرد؛  توصية  در  تواند 

مشکلات   از  و  شود  استفاده  جدید  محتوای  برای 

از  روش یکی  کند.  اجتناب  مشارکتی  پالایة  های 

از  های برچسبتکنيک  گذاری مبتنی بر محتوا، استفاده 

و همکاران نوعی مدل    9های توليدی است. کرستلمدل

را برای استخراج یک ساختار    10تخصيص دیریکله پنهان

برچسب  از  مشترک  چندین  موضوعی  مشترک  گذاری 

مفاهيم   از  استفاده  با  توانست  که  کردند  معرفی  کاربر 

 .  [35]نتایج خوبی را نشان دهد 

از سوی دیگر، برخی تحقيقات وجود دارد که توصيه 

برچسب را از طریق مدل مبتنی بر شبکه عصبی عميق  

طبقه  سپس  برچسب و  به  نمایش  مختلف،  بندی  های 

می وستونمحقق  معماری   11کنند.  یک  همکاران  و 

بر مبتنی  کانولوشنالشبکه  عميق  عصبی  یا  های 
12CNN    کردند واژه[36]پيشنهاد  مدل  این  و  .  ها 

پست  کل  لایه همچنين  در  را  متنی  ميانی  های  های 

است و خروجی معنای  نشان داده  CNNمعماری عميق  

 است. مناسبی داشته

روش ادغام  با  اخير  عميق کارهای  یادگيری  های 

مشکلات   به  رسيدگی  می  بالا برای  که  استفاده  کنند 

 است.  گيری را در نتيجه نهایی نشان دادهعملکرد چشم

کنندة پالایة  های توصيهو همکاران از سامانه  13آیمن 

های مربوط به برچسب ارائه  برای ارائة توصيه  14مشترک

برچسب اساس  بر  پيشنهادی  روش  در  های کردند. 

را   کاربران  ميان  تشابه  های  فاصله  کمکبهمعنایی، 

ایجادشده در برچسب های های موجود در پستمعنایی 

می پيدا  توانسته افراد  روش  این  شباهت  کند.  است 

رنگ نظریة  اساس  بر  را  کاربران  ميان  بهتر  ها  معنایی 

ها بر روی این روش برتری آن  نشان دهد. نتایج آزمایش

روش سایر  به  نسبت  نشان را  مشترک  پالایة  های 

 .[37]استداده

 

8 Wei Zhao 
9 Ralf Krestel 
10 Latent Dirichlet Allocation model 
11 Jason Weston 
12 Convolutional neural networks 
13 Ayman 
14 Collaborative Filtering Recommender Systems 
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و همکاران یک روش پيشنهاددهندة برچسب برای   1ژانگ 
دادند ارائه  ارائه معرفی  [1]متون  روش  مقاله یک  این  در   .

  کارراهشد که با ترکيب ارائة معنایی و مدل عنوان به یک  
یافته دست  برچسب  توصية  برای  و  موفق  بررسی  با  است. 

روش سایر  با  روش  این  این  مقایسة  برتری  مشابه،  های 
 روش مشخص شد.

توصيه  ارائة  برای  جدیدی  روش  مرادی  و  حميدزاده 
ميانگين  -Cبندی فازی  . از الگوریتم خوشه[38]ارائه دادند

تکاملی ازدحام ذرات تطبيقی آشوبی    شده و الگوریتممرتب
خوشه  استفادهبرای  کاربران  روش  شده  بندی  هدف  است. 

پيش خطای  ميزان  بهبود  در  پيشنهادی  بينی 
تأثير  دادهمجموعه  کاهش  و  زیاد  پراکندگی  با  حجيم  های 

کارایی  داده اثبات  و  ارزیابی  برای  است.  نوفه  و  پرت  های 
های واقعی  هایی روی پایگاه دادهروش پيشنهادی، آزمایش

آزمایش نتایج  شد.  نشاناجرا  روش ها  برتری  دهندة 
روش به  نسبت  اساس  پيشنهادی  بر  دانش  مرز  های 

مربعات   ميانگين  جذر  مطلق،  خطای  ميانگين  معيارهای 
 خطا، نرخ صحت و زمان محاسباتی است.

و   توصيه  دیگرانبحرانی  جدید  ارائه روش  دهنده 
از [39]دادند پيشنهادی،  ترکيبی  پيشنهادگر  سامانة  در   .

مرحله دو  سامانة  مرحلة  یک  در  که  کردند  استفاده  ای 
انجام داده، سپس بينی، دو مدل پيشنخست را  های خود 

به دوم  مرحلة  ترکيب در  مؤلفة  یک  دو  وسيلة  نتایج  گر، 
است تا خروجی  بخش مرحلة اول را با یکدیگر ترکيب کرده

به را  با  نهایی  پيشنهادی  روش  مقایسة  نتایج  آورد.  دست 
های مشابه حاکی از آن است که این روش به  برخی روش

 تر است.  ها دقيقها، کندتر، اما از آن نسبت سایر روش
همکاران    2پن  بهبود    NN-Kروش    کمک به و  در  سعی 

مقالة پيشين خود داشته و توانستند الگوریتم توصية برچسب  
الگوریتم    کمک به . در این روش  [ 40] با صحت بالا ارائه دهند 

برچسب   K-NNبندی  خوشه  ابتدا  رتبه در  و  ها  شدند  بندی 
برچسب  به سپس  بالاتر  رتبة  با  انتخاب  هایی  خروجی  عنوان 

به  اما  داشت،  خوبی  نتيجة  روش  این  اینکه  با  دليل  شدند 
داده بهينه  نمی نبودن  ورودی  حجم  های  با  مواجه  در  تواند 

 ها به خوبی عمل کند. بالای داده 
برای توصية   NN-Kو همکاران نيز از الگوریتم    3جيمل 

. در ابتدا از دو تکنيک کاهش  [41]برچسب استفاده کردند 
بهره بردند سپس    4و کاهش هبی   p-ها، پردازش هستةداده

وفقی    کمکبه برچسب   K-NNالگوریتم  های  توانستند 
داشته بالایی  پيشنهاد دهند و صحت  از  مناسبی  اما  است، 

 

1 Shangru Zhong 
2 Rong Pan 
3 Jonathan Gemmell 
4 Hebbian deflation 

برای   آن  بهبود  و  ویژگی  استخراج  روی  بر  روش  این 
نکرده استفاده  نهایی  نتيجة  صحت  موردی بالابردن  است. 

 که سعی شد در الگوریتم پيشنهادی مورد توجه قرار گيرد. 
با توجه به تمام موارد قيد شده این مقاله سعی دارد تا  

روش کمکبه از  خلاصه گرفتن  بهبود  های  و  متن  سازی 
روش  داده با  برچسب  توصية  روش  یک  ورودی،  های 

های پيشين  بندی ارائه دهد که صحت و دقت روشخوشه 
پایگاه   در  برچسب  پيشنهاد  در  بتواند  و  داده  افزایش  را 

 های عظيم موفق باشد.  داده
 

 پیشنهادی کارراه -3
پيشنهادی قابل مشاهده    کار راه( مدلی کلی از  1در شکل )

ابتدا   در  واژه  BoWمدل    کمکبه است.  و  تجزیة  ها 
واژهساده ریشة  استخراج  و  بهسازی  میها  در  دست  آید. 

الگوریتم   ترکيب  با  بهترین   K-NNو    ESAادامه 
بهبرچسب  میها،  انتخاب  کاندید  برچسب  در  عنوان  شوند. 

صورت جزئی پيشنهادی به  کارراههای  ادامه هر یک از گام 
 است. توضيح داده شده

 

1-3- K- ترین همسایه نزدیک 
 K-NN  است. در این   بندیمعروف دسته هاییکی از روش

که یک نمونة جدید در کدام دسته  گيری اینروش تصميم
تعدادی بررسی  با  گيرد  شبيه (k) قرار  نمونهاز  یا  ترین  ها 

میها  همسایه این  انجام  بين  در  تعداد    kشود.  نمونه، 
مینمونه هر دسته شمرده  برای  به  ها  نمونة جدید  و  شود 
ها به آن تعلق دارند  ای که تعداد بيشتری از همسایهدسته

 شود. نسبت داده می
یافتن معياری برای    K-NNاولين کار برای استفاده از  

ها و محاسبة آن است.  شباهت یا فاصلة بين صفات در داده
داده برای  عمل  این  که  حالی  است،  در  آسان  عددی  های 

هنگامی  متغيرهای دسته دارند.  برخورد خاصی  به  نياز  ای 
های مختلف را توانستيم اندازه بگيریم،  که فاصلة بين نمونه

بندی شده تر دستههایی که پيشتوانيم مجموعه نمونهمی
به را  دستهاند  پایة  نمونه عنوان  استفاده  بندی  جدید  های 

دو   کنيم. بين  فاصلة  کلاسيک،  روش    در 
از    n,…..,y1Y=(y(و      x)=n,…,x1X (نمونة استفاده  با 

 شود: ( محاسبه می1فاصلة اقليدسی از طریق فرمول ) 
(1            )            𝑑(𝑋, 𝑌) = √∑ (𝑥𝑖 − 𝑦𝑖)

𝑛𝑛
𝑖=1 

 
 

مدل متغيرهای  K-NN های  فهم  تعداد  که  هنگامی 
الگوریتم    ، کننده کم استبينیپيش این  بسيار ساده است. 

هایی مانند متن که شامل انواع  همچنين برای ساخت مدل 
دادة غيراستاندارد هستند، بسيار مفيد است. تنها نياز برای 

    انواع دادة جدید وجود یک معيار مناسب شباهت است.
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 پیشنهادی کارراه(: مدلی کلی از 1-)شکل

(Figure-1): A general model of the proposed solution 
 

( قابل  2در شکل )  K-NNقالب مفهومی الگوریتم ترکيبی  
متنی   سندهای  از  مجموعه  یک  است.  امانه  سدر  مشاهده 

برده شدهبه برچسبکار  نشاناست.  برای  دستهها  ای  دادن 
شود. در این  که سند متنی به آن بستگی دارد، استفاده می

داده باید برای سازی تمام سندهای متعلق به مجموعه پياده
 گذاری شود. و سپس آزمایش آن، برچسب امانهیادگيری س

 
 

 پردازشپیش-1-1-3
آمادهپيش عمليات  برای پردازش،  خام  متن  سازی 

فرایندهای کاوش متنی است. این عمل برای کاهش نوفه  
در داده مناسب است. هدف اصلی آن تبدیل دادة اصلی به  

.  [ 42]که برای سامانة ماشينی قابل درک باشدقالبی است  
پيش نشانفرایند  شامل  ریشهپردازش  پالایه،  یابی،  گذاری، 
ایست این  1ها واژهحذف  در  که  است  از    و...  بعضی  مقاله، 

 اند. ها استفاده شدهآن

 K-NN(: مدل 2-)شکل
(Figure-2): K-NN model 

 

 Learn the "پردازش برای جملة  ( نمونة پيش3در شکل )

basics of Natural Language Processing, how it 

works, and what its limitations are"    داده نشان 
 است.شده

واژه  کردن:پالایه و  اطلاعات  حذف  های  فرایند 
ها،  ای کاهش محاسبات است. تمام علامتتر براهميتکم

 است.های خاص و... از داده خارج شدهنویسه 
تقسيمگذاری:  نشانه به  فرایند  طولانی  جملات  بندی 
کوچکقسمت بههای  واژهتر،  یعنی  بهصورت  است؛  واژه 

مجموعه  به  نشانهجملات  از  بهای  که  جدا  وسيلة های 
 

1 Stop-Word 

از هم جدا میفاصله و میها  تقسيم شده  توانند  شوند، 
نشانه شوند.  استفاده  بيشتر  درک  و  پردازش  ها  برای 

ها و  های کليدی، عبارات، شناسهواژه، واژهتوانند تکمی
های با فضای  ها یا واژهغيره باشند. در این فرایند، نشانه

جدا   هم  از  نگارشی  علائم  یا  شکسته  خطوط  خالی، 
 شوند.  می

 

 
 پردازش پیش(:  مدل 3-)شکل 

(Figure-2): Pre-processing model 
 

 

ایست واژه  ها:واژهحذف  فرکانس     هااگرچه 
آن میاهميت  نشان  را  واژهها  اما  اضافی،  دهد،  های 

اسناد  دهندهاتصال تمام  در  که  و...  میها    ،شوند دیده 
مهمی   اطلاعات  حاوی  اما  دارند،  را  فرکانس  بالاترین 

آیند  حساب میواژه بهها درواقع ایستنيستند. همة آن
و باید از داده حذف شوند. در این بخش با تشخيص و 

یک ایستتعيين  آنسری  همگی  از واژه،  ها 
میمجموعه  حذف  ایستداده  این  اغلب  واژهشوند.  ها 

 و...   "a " ،"of"اند؛ مانند حروف اضافه

برای جلوگيری از سربار برگردان به حروف کوچک: 
واژه تمامی  برتر،  تحليل  و  به حروف کوچک  اضافه  ها 

می محاسبات  تبدیل  در  اضافی  سربار  از  تا  شوند 
 جلوگيری شود. 

واژهیابی:  ریشه تمام  فرایند  این  ریشه در  به  های  ها 
می خلاصه  محاسباتی  خود  سربار  کار  این  با  شوند. 
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هایی  برد؛ چرا که واژهتر و دقت نتيجه را بالاتر میکم
های مختلف در جملات  که یک معنا دارند، اما با شکل

گرفتند می  ،قرار  تبدیل  خود  ریشة  هم  به  و  شوند 
برند )تکرار بيشتری دارند( و  ارزش واژة خود را بالا می

 دهند. هم تعداد محاسبات را در ادامه کاهش می
داده مرحله  این  پایان  زائد،  در  لغات  پالایش،  ورودی  های 

بیواژه موارد  و  اضافه  میهای  حذف  و  اهميت  شوند 
مانند تا در مرحلة بعدی  های با معنای بيشتر باقی میواژه

 ها را تشکيل دهند. کتابخانة واژه
 

 ها  واژه: حذف ایست)1-الگوریتم(
 

 ها واژه: حذف ایست)1-الگوریتم(

(Algorithm-1): StopWord Remover 

Procedure StopWord Remover 
n=size(raw_text); 

For i=1:n 

      If ismember(raw_text[i] ,StopWords) 

          remove raw_text[i] 

 

 

2-1-3-  BoW   تغییریافته 

ها را  واژه، مدلی است که تعداد تکرار BoWها یا مخزن واژه 
 𝑑صورت بردار  شمارد. در این نظریه، متن بهدر اسناد می
واژه  داده میاز وزن  نشان  یعنی در هر سند  ها  𝑑𝑖شود  ∈

𝐷  ،𝑑𝑖   ابع با  بعد  برداری  هر  و  است  وزنی  بالای  اد 
 .[43]دهندة یک واژة خاص استنشان

از    tf-idfدر جدول مربوط به یک مقدار    T[i,j]ورودی  
 است. jdدر سند  itواژة 

 

[ , ] ( , ).logi j

i

n
T i j tf t d

df
=                      )2(

        
  که ميزان تکرار واژه در آن برابر است با:

1 log ( , ), ( , ) 0

( , )
0

i j i j

i j

count t d count t d

tf t d
otherwise

+ 



= 




  )3( 

∋k{و   𝑑i:tk=|{didf 

)ميزان   itبرابر است با تعداد اسناد مجموعه که شامل واژة    |
 تکرار سند( است.

برای تمام متون محاسبه   BoW(، 2مطابق با الگوریتم )
ها( را  شود. این الگوریتم فرکانس هر واژه )افعال و واژهمی

های با فرکانس بالاتر را برای ایجاد برچسب مشخص و واژه
 کند.  جدید، انتخاب می

واژه  مرحله  این  پایان  آن در  تکرار  تعداد  و  و  ها  آماده  ها 
از این کار در مرحلة  اما پيش    ، ساز عنوان دادة ورودی وارد درهم به 

 شوند. ها جدا می بعد افعال از سایر واژه 

 تغییریافته    BoW:  )2–الگوریتم  (

 تغییریافته   BoW: )2–الگوریتم (

(Algorithm-2): Modified BoW 

Procedure Modified BoW 

  For each role[i]  

         [n m]=size(role[i]) 

          For j=1:n 

              For t=1:m 

                   Calculate the term frequency  

               Create a vector of frequency for this word 
 

 کنندة فعل تجزیه  -3-1-3

فرکانس   گاهی  اما  دارند،  بالایی  اهميت  جملات  در  افعال 
پایين است که حذف میآن و گاهی چنان  ها چنان  شوند 

را حذف میبالا که واژه پایين  فرکانس  با  کنند.  های دیگر 
 گذارند. در هر دو صورت، تأثير معکوسی بر روی نتایج می

 
 BoWمدل (: 4-)شکل

(Figure-4): The BoW model 
 

واژه انگليسی  زبان  در  دیگر  دارند  از سوی  وجود  هایی 
به هم  بهکه  هم  و  فعل  دارند  عنوان  کاربرد  اسم  عنوان 

ها در جایگاه  و...( و استفاده از آن  Record   ،Track)مانند  
می   ،اشتباه خطا  بالارفتن  خوب  باعث  حل  راه  یک  شود. 

سایر   از  افعال  جداسازی  مشکل،  این  به  واژهبرای  هاست؛ 
به افعال  فرکانس  منظور  محاسبه همين  جداگانه  صورت 

های آن جدا شده  شود. در این گام برای هر جمله، فعلمی
و فرکانسش محاسبه و سپس افعال کليدی انتخاب شده و  

شوند. نمای کلی از برای حذف اثر منفی، از داده حذف می
 (، قابل مشاهده است. 4منطق ارائه شده در شکل )

واژه یک  حال  در  و  شده  آماده  کليدی  افعال  و  ها 
می قرار  بعد  کتابخانه  مرحلة  در  و  تابع    کمکبهگيرند 

 آماده شوند.  KNNسازی برای ورودی تابع درهم
 

 سازیتابع درهم  -4-1-3
گيری از تابع  ها بهره نامه یک روش رایج برای استفاده از لغت 

واژه درهم  آن  در  که  است  به سازی  مستقيم  هایی  نشان  ها 
می  واژه [ 44] شوند نگاشت  نگاشت  با  نشانه .  به  طریق  ها  از  ها 

درهم  تابع  حافظه یک  هيچ  به  نياز  دیکشنری  ساز  برای  ای 
تصادم  داشت.  نخواهد  به درهم   وجود  از  سازها  معمول  طور 

شوند و  ساز باعث آزادسازی حافظه می های درهم طریق باکت 
و    BOWسازی مدل  تواند موجب ساده علاوه می سازی به درهم 

 ها شود. پذیری در آن بهبود مقياس 
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 کنندة فعل  (: تجزیه3-)الگوریتم  

(Algorithm-4): Verb parser 

Procedure Verb parser 
Verbs=chunk(raw_text,verb,XXX.format) 

m=size(role) 

n =size(verbs) 

For i=1: m 

   For j=1:n  

    If ismember(verbs[j], role[i]) 

              Verbfrequency[i]=ModifiedBow(verbs[j]) 

               raw-text=remove(raw_text,verbs[j])  

 انتخاب نمایندة گروه   -5-1-3

می وارد  که  جدیدی  دادة  هر  الگوریتم  این  با  در  شود 
شود و  ها مقایسه میتمامی عناصر موجود در تمام گروه

فاصله نزدیکی  اساس  آنبر  با  قرار اش  گروه  یک  در  ها 
آمدن کارایی  گيرد. مسلم است این روش باعث پایينمی

می سامانه  کندشدن  در  و  مشکل  این  رفع  برای  شود. 
به  کارراه عنصر  یک  گروه  هر  در  عنوان پيشنهادی 

ای است  داده ،شود. این نماینده گروه انتخاب می 1نمایندة 
به  نسبت  و  بيشتری  مرکزیت  عناصر  به سایر  نسبت  که 
تمام عناصر گروه فاصلة کمتری داشته باشد و در مرحله 

اندازه شباهت  لحاظ  از  خود  همسایة  با  شود.  بعد  گيری 
می داده  پایگاه  وارد  که  عنصر  هر  هنگام  حال  در  شود 

گروه در  سنجيده  قرارگرفتن  گروه  هر  نمایندة  با  ها 
میمی قرار  گروهی  در  و  آن شود  نمایندة  به  که  گيرد 

روزبودن یک گروه، بعد  تر است. به جهت بهگروه نزدیک
اضافه بار  چند  هر  گروه  از  به  جدید  عنصر  یک  شدن 

مقایسه عناصر  ميان  انجامدوباره  گروه  ای  مرکز  و  گرفته 
 شود.  جدیدی برگزیده می

 
 هاشباهت گیریاندازه  -6-1-3

اندازهرایج برای  روش  سندهای  ترین  بين  شباهت  گيری 
بهداده  نمایش  مختصات  شده  فضای  در  بردارها    rوسيلة 

که   عبارت  rبعدی  است،  تعداد  ویژگی  فضای  در  ها 
عنوان به  Bو    Aگيری شباهت کسينوسی است. اگر  اندازه

نمایش سندهای  بردارهای  شوند،    kو    jدهندة  فرض 
بين  می شباهت  فرمول   Bو    Aتوان  از  استفاده  با  را 

داشت   توجه  باید  کرد.  است  Bو    Aمحاسبه    ،ممکن 
 های متفاوتی باشند. دارای طول 

1

2 2

1 1
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r r

ij ik

i i

w w

sim A B

w w
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 

                     (4) 

اندازه برای  اینجا  واژهدر  بين  الگوریتم  گيری شباهت  از  ها 
 است.کمک گرفته شده  ESAمعنایی 

 

1 Medoid 

 بندی بر اساس ارتباط معنایی دسته  -7-1-3
میدر   سعی  ابتدا  گام  بين  این  معنایی  ارتباط  تا  شود 
توان هم  این ارتباط معنایی می  کمکبهها پيدا شود.  واژه
راحتی استخراج کرد و هم به  های مهم و اصلی را بهواژه

عمليات،   این  درنتيجة  برد؛  پی  متن  محتوای  نوع 
آید که همگی در  دست میهای مرتبط بهسری واژه یک

شوند تا در  ها تشکيل میگيرند. گروهیک گروه قرار می 
جست  آنادامه  اساس  بر  روندنمای  وجو  شود.  انجام  ها 

 است.( قابل مشاهده5در شکل ) ESAالگوریتم 

 
 ESA: روندنمای الگوریتم )5-شکل(

(Figure-5): The ESA flowchart 
 

 هاعبارت  دهیوزن   -8-1-3

 گذاریاندیس برای متفاوتی دهیوزن هایروش چه اگر

 اند: زیر مشترک  مورد دو در هاآن همة اما دارد، وجود

 سند  در یک  عبارت یک رخداد  دفعات تعداد چه  هر •

عبارت   آن باشد، بيشتر  ،است دسته یک به متعلق که
 .مذکور دارد دستة اب ارتباط بيشتری

سندهای  عبارت  چه  هر  • نشان  مختلفی  در   دهندة که 

برای   کمتر  شود،  تکرار  هستند، بيشتر  متفاوتی  های دسته 
 .مناسب است  موجود،  مختلف  های دسته  بين  تمایز 

ویژگی   دارای یک مجموعه  اسناد  کلية  اینکه  برای 
ویژگی  نبود،  باشند،  اسناد موجود  بعضی  را که در  هایی 

گرفته   نظر  در  صفر  وزن  با  اسناد  از  دسته  آن  برای 
اسناد دارای مجموعه است. در مرحلة آزمایش کلية  شده

بين ویژگی فاصلة  سنجش  و  شدند  فرض  یکسان  های 
ویژگی ویژگی برای  مذکور  ها  مجموعة  در  موجود  های 

 انجام شد.  
 

 ساخت مفسر معنایی   -9-1-3
ای از اسناد و مجموعه  n ,……,C1Cکه مفاهيم  درصورتی 

n, ……. , d 1d    روی به از  شوند  ارائه  ورودی  صورت 
پراکندگی  آن  جدول  می  Tها  هر  ایجاد  آن  در  که  شود 

از   بود و هر    nیک  ستون مربوط به یک مفهوم خواهند 

 که در    اندیک از سطرها مرتبط با یک واژه
می ورودی  همان دهد.رخ  شد،  گفته  در    T[i,j]طورکه 

به یک مقدار     jdدر سند    itاز واژة    idf-tfجدول مربوط 
نرمال سرانجام  سطر  سااست.  هر  برای  کسينوسی  زی 

 شود تا تفاوت ميان طول اسناد از بين رود: اعمال می
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 های مختلف ( : مقایسة کارایی روش پیشنهادی با روش1-)جدول

(Table-1): Comparing the efficiency of the proposed method with different methods 
 TPA AG روش 

Macro-F1 Macro-R Macro-P Macro-F1 Macro-R Macro-P 

AdaBoost[49] 751/0  721/0  731/0  799/0  780/0  799/0  

RF[50] 744/0  725/0  732/0  769/0  769/0  768/0  

GBDT[51] 811/0  789/0  797/0  820/0  821/0  820/0  

LSTM[52] 805/0  797/0  798/0  861/0  862/0  861/0  

BiLSTM[53]1 815/0  811/0  810/0  882/0  880/0  881/0  

Att-BiLSTM[54] 819/0  811/0  812/0  891/0  890/0  890/0  

CNN[55] 804/0  798/0  800/0  914/0  908/0  911/0  

ABCNN[56] 817/0  813/0  811/0  917/0  913/0  914/0  

VD-CNN[57] 2 813/0  813/0  809/0  913/0  910/0  912/0  

CapsNet[58] 3 820/0  815/0  814/0  921/0  918/0  920/0  

Capsule-B[59] 818/0  806/0  810/0  926/0  919/0  917/0  

CAN[31] 0/829 0/825 0/824 0/926 0/922 0/923 

829/0 روش پیشنهادی   831/0  829/0  930/0  931/0  930/0  

       

  1Bidirectional LSTM                    2 Very Deep Convolutional Network                3Capsule Network 

 

  iدر سطر    itتفسير معنایی واژة   تعداد واژگان است.  rکه  
این یعنی معنی یک واژه از طریق بردار   قرار دارد.  Tجدول  

مقدار   با  نشان  tf-idfمفاهيم  که  است  همراه  دهندة  آن 
بودن هر مفهوم به یک واژه است. در این گام،  ميزان مرتبط 

 شوند.های کليدی انتخاب میبرچسب
 

 مرحلة پایانی -10-1-3
آمده از دستهای کليدی و مقادیر بهدر مرحلة پایانی داده

الگوریتم   در  قبلی  داده    KNNمراحل  توضيح  ابتدا  در  که 
موارد    ، شد بهترین  کليدی  واژگان  ميان  از  و  گرفته  قرار 

می میانتخاب  که  بهشوند  برچسب توان  توصية  عنوان 
 استفاده شوند. 

 

 پیشنهادی کارراهارزیابی  -4
بر   آزمایش  انجام  کلی  تنظيمات  معرفی  به  بخش  این  در 

از   حاصل  نتایج  مورد    کارراهروی  و  پرداخته  پيشنهادی 
 گيرند. بررسی قرار می

 

 دادگانمجموعه  -1-4
پيشنهادی    کار راه به جهت بررسی و ارزیابی روش پيشنهادی،  

که توسط    TPA   [21]عمومی یعنی   دادگان مجموعه بر روی  
1Aminer    وAG   [22 ]    توسط   2ComeToMyHeadکه 

 اند، مورد بررسی قرار گرفت. استخراج شده 

 

1 http://resource.aminer.org/lab-datasets/crossdomain/ . 
2 http://www.di.unipi.it/-gulli/AG _ corpus _ of _ news _ 

articles.html . 

مقالة علمی و پنج    1846شامل    TPA  دادگانمجموعه 

برچسب این  است.  برچسب  مختلف  بهنوع  از ها  ترتيب 

)داده داده  پایگاه  مفاهيم    5059های  مورد(، 

نظری)4074بصری) مفاهيم  پزشکی  3995(،  اطلاعات   ،)

 ( هستند.  2270( و مفاهيم کاوش داده )3066)

خبری    127600شامل    AG  دادگانمجموعه  مقالة 

به  برچسب  نوع  چهار  و  رفتهاست  برچسب کار  هر  است. 

نمونه آزمون است.   1900نمونة آموزشی و  هزار  شامل سی

برچسب یا  این  مفاهيم  در  موجود    دادگان مجموعه های 

یعنی   ميزان  یک  به  در    31900همگی  که  است  عدد 

علمی هستند. و  تجاری  مفاهيم جهانی، ورزشی،    خصوص 

داده   هفتاد هر  درصد  در  دادة  به  دادگان مجموعه ها  عنوان 

و   به  سی آموزشی  بررسی  درصد  مورد  آزمون  دادة  عنوان 

 قرار گرفتند.
 

 

 ارزیابی کمی  -2-4
گسترده  F-measureمقياس   ميزان  مقالات  به  در  ای 

ارزیا جهت  قرار مختلف  استفاده  مورد  کارایی،  بی 
محاسبة    [48-45]گيردمی ابتدا   F-measureبرای  در 

صحت  پوشش   3مقادیر  می   4و  حالت   شوند. محاسبه  این  در 
 آید: های زیر به حساب می فرمول وشش با  صحت و پ 

Pr
TP

ecision
TP FP

=
+

                                 )6( 
 

3 Precision 
4 Recall 
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صحيح،    1TPکه   مثبت  با  و   2FPبرابر  صحيح  اشتباه 
3FN    ماکرو مقدار  مقادیر  این  روی  از  است.  کاذب  اشتباه 

مطابق  دو  آن فرمول  هر  روی  از  و  محاسبه شده  زیر  های 
 .آیددست مینياز به F-measureماکرو  

n

i

i

macro P P
n =

− = 
1

1
                                 )8( 

n

i

i

macro R R
n =

− = 
1

1                                     )9( 

 آید: دست می از فرمول زیر به   macro F-measureبنابراین  

%
macro P macro R

macro F
macro P macro R

 −  −
− = 

− + −
1

2
100  )10( 

  هاست.برابر تعداد کل گروه  nها که در این فرمول
 

 سازی جزئیات پیاده-3-4

 Intel(R)گر  پيشنهادی بر روی ماشينی با پردازش  کارراه

Core(TM) i7-10750H CPU @ 2.60GHz   2.59 GHz 
سازی  پياده  NVIDIA GeForce GTX 1650 Ti و  

 است.شده
 

 ها نتایج و تحلیل داده  -4-4
قرار  بررسی  مورد  مشابه  روش  دوازده  با  پيشنهادی  روش 

های  شده درکل در چهار گروه ماشينهای ارائه گرفت. روش
بلند  حافظة  )-یادگيری،  مدت  شبکة   (،4LSTMکوتاه 

محور هستند. با  مدل کپسول  و  (5CNNعصبی کانولوشنال )
مشخص پيشنهادی  روش  بالاترین  مقایسة  روش  این  شده 

ماکرو   و  پوشش  صحت،  روش  f1ميزان  دارد.  های  را 
تطبيقی   تقویت  مانند  آماری  ماشين  یادگيری  متداول 

(6AdaBoost  تصادفی جنگل  و   )7RF    ضعيفی عملکرد 
این   عملکرد  دارند.  ضعيفی  نمایش  توانایی  زیرا  داشتند؛ 

بهروش ویژگیها  به  با آنشدت  کار  است که  وابسته  ها  ها 
گرادیان  زمان افزایش  تصميم  درخت  روش  است.  بر 

(8GBDT)  روش به  نسبت  بالاتری  بسيار  های  عملکرد 
AdaBoost    وRF    دارد؛ زیراGBDT  ها را یکی پس  درخت

سازد، جایی که هر درخت جدید به تصحيح از دیگری می
شده  وسيلة درخت قبلی آموزش دادهخطاهای ایجادشده به

 کند.   کمک می

از   زیادی  اختلاف  با  عميق  یادگيری  رویکردهای 
( معمولی  ماشينی  یادگيری  و    AdaBoostرویکردهای 

 

1 True Positive-- 
2 False Positive 
3 False Negative 
4 Long short-term memory 
5 Convolutional neural network 
6 Adaptive Boosting 
7 Random Forest 
8 Gradient Boosting Decision Tree 

RFاین روش در  که  چرا  کردند؛  عمل  بهتر  به  (  نياز  ها 
Att-9براین،  ها نيست؛ علاوهمدیریت و مهندسی ویژگی

BiLSTM    10وABCNN   روش از  پایدار  طور  های  به 
LSTM    وCNN  می زیرا  فراتر  بر    سازوکارروند؛  مبتنی 

کنند. این رویکردهای مبتنی بر توجه، توجه را اتخاذ می
بر اطلاعات   با نظارت  از متن ورودی  را  اطلاعات مهمی 

شبکة کپسول گامی بيشتر در   کنند.برچسب دریافت می
ویژگی وجود  شناسایی  رمزگذاری جهت  و  مهم  های 

دارد. این  ها در بردارهای کم بعدی بر میهای آنویژگی
کپس شبکة  تأیيد  کارایی  برچسب  توصية  برای  را  ول 

است که در ميان سایر    ACNکند و درنهایت روش  می
پيشنهادی روش روش  از  پس  و  کرده  عمل  بهتر  ها 

شبکه  روش  در  است.  روش  و    Capsuleای  بهترین 
Capsule-B  ها  ها را شناسایی و آنشود ویژگیسعی می

آن  از  درنتيجه  و  کند  دوبعدی  بردارهای  به  تبدیل  را 
همين کار    ACNتر بهره برد.  برای توصية برچسب بهينه 

محور های ترکيبی توجه کند، اما با استفاده از روشرا می
بهبود   قبلی  روش  دو  به  نسبت  را  نهایی  نتيجة 

دارد،  بخشيده مشابهی  عمل  نيز  پيشنهادی  روش  است. 
گيری محور با بهرههای توجه جای استفاده از روشاما به

سازی متن، توانسته ایرادهای موجود در  از روش خلاصه
های پيشين را رفع کرده و بنابراین به نتيجه بهتر روش

 بالاتری دست یابد.  Macro-f1و 
بر خلاصه مبتنی  پيشنهادی  است روش  متن  سازی 

دادهبه  KNN  کمکبه پاسخ  نوفه  برابر  در   است،خوبی 
و   نيست  معنامحور  یا  محتوامحور  آن  کنار  در  اما 

کاررفته از لغات اختصاری متفاوت  که متون بهدرصورتی 
بی میو  باعث  کنند  استفاده  شناسایی  تکرار  در  شود 

ادامه در  و  کليدی  ویژگیلغات  مناسب  پيداکردن  های 
آینده به آن پرداخته   کارراهناتوان باشد که نياز است در  

 شود.
 
 

 گیری نتیجه -5
شبکه از  بالا  استفادة  به  توجه  دنيای  با  در  اجتماعی  های 

برچسب  به  دیگری  زمان  هر  از  بيش  برای امروز،  ها 
های عظيم نياز است، در حال  وجوی دادهدهی و جستنظم

خودکار به شدت مورد توجه صورت حاضر ایجاد برچسب به

گرفته  را  قرار  متن  منبع  یک  از  برچسب،  توصية  است. 
عنوان مشکل استخراج متن به حساب آورد. در  توان بهمی

شد   سعی  مقاله  روی خلاصه  کمکبهاین  از  متن  سازی 

 

9 attention-based BiLSTM 
10 attention-based Convolutional Neural Network 
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یکداده واژهها،  و  سری  ایجاد  پيشنهادی  کليدی  های 
در   کمکبه کرد.  ارائه  برچسب  پيشنهاددهندة  یک  آن 

پيشنهادی   واژه   کمکبهروش  مخزن  )مدل   (،BoWهای 

آشکار معنایی  آن ESA) تحليل  ترکيب  و  الگوریتم(  با     ها 

k-نزدیک( همسایه  یکK-NNترین  برچسب (،  سری 
شبکه برای  کرد.  پيشنهادی  ایجاد  اجتماعی    کارراههای 
عمومی مورد بررسی   دادگانمجموعهپيشنهادی بر روی دو  

های  قرار گرفت و نتایج برتری خود را نسبت به سایر روش
 مشابه نشان داد. 

دو    کارراهاین   روی  انجام   عمومی  دادگانمجموعهبر 
در   ماکرو  TPA  دادگانمجموعهشد.  برای   f1  ،%83-به  و 
ماکرو  AG  دادگانمجموعه  آمدند که  به  f1  %93-به  دست 

روش سایر  به  از نسبت  بالاتری  کارایی  و  داشته  برتری  ها 
 است.خود نشان داده
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