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 چکیده 
افزار و مشکلات سخت یها، خراب گرحسانتقال   تی، قابلیانرژ محدودبودن  لی از قب  یعوامل مختلف ل یدلبه میسیگر بحس  یهادر شبکه

؛ رسدی نم  هیپا  ستگاهیا  ایشده به سرخوشه  ، مقدار حسرمنتظرهیغ  یهابیو آس  نانیاطم  رقابلیغ  وندی ها، پشبکه مانند برخورد بسته

شبکهداده  رفتننیازب  نیبنابرا در  بحس  یهاها  از دست  اریبس  میسیگر  است.  دادهمتداول  دقت  دهی سنج  یهادادن  را   WBANشده، 

م  اریبس که  دهدیکاهش  آنجا  از   .WBAN  انسان سر   یاتیبا علائم ح قابلبدن  اهم  نانیاطم  تیوکار دارد،  از  برخوردار   یادیز  تیشبکه 

رفته  ازدستة  مدل برآورد داد  کیشده،  گم   ریمقاد  ینیبشیمنظور پد برآورد شوند. به یشده باگم  ی هامشکل، داده  نیحل ا  یاست. برا

بازگشتیعصب  ة بر اساس شبک به که وزن  LSTM  ی  ازدحام ذراتهای شبکه  الگوریتم  بهینه شدهPSO) وسیلة  ا  اند، (  ارائه   نیدر  مقاله 

 ی تجرب  جی، نتادرضمن   ؛رفته استبرآورد مقدار ازدست  یبرا  یروش خوب PSO با ترکیب    sgdm-LSTMدهد  ینشان م  جیشده است. نتا

با بهتر  نیهاست. اروش   ریمقدار برآوردشده کمتر از سا  ةشیمربع ر  یخطا  نیانگیدهد که مینشان م پارامترها  نیمقدار،  ة  شبک  یابر 

LSTM  و بهترین مقادیر برای الگوریتمPSO ، 1.5898 .است 
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Abstract 

In a wireless sensor network (WSN), due to various factors such as limited power, sensor transferability, 

hardware failure and network problems such as packet collisions, unreliable connection and unexpected 

damage, the amount sensed to the header or base station is not arrives. Therefore, data loss is very 

common in wireless sensor networks. Loss of measured data greatly reduces WBAN accuracy. Because 

WBAN deals with the vital signs of the human body, network reliability is very important. To solve this 

problem, missing data must be estimated. Many methods are used to reconstruct lost sensor data based 

on temporal correlation, spatial correlation, interpolation method, or sparse theory. Due to the 

characteristics of vital signs data, they can be considered as a series of sequential information. So far, 

various methods have been developed to estimate missing data in time series data in different fields. 

These methods can be divided into two categories: statistical methods and machine learning-based 

methods.  In order to predict missing values, a missing data estimation model based on LSTM recurrent 

neural network whose network weights are optimized by particle swarm algorithm (PSO) is presented in 
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this paper. In this paper, we use the MIMIC-III Waveform database to test the algorithm and determine 

the algorithm parameters. However, due to the large volume of data and the difficulty of testing the 

algorithm on all data, we suffice to test 500 patients with this data, whose vital signs included heart rate, 

respiration, blood oxygen, and so on. After data preprocessing, network training, predicting lost values 

and calculating error values, it is observed that the proposed technique of sgdm-LSTM By combining 

the PSO algorithm is a suitable method for estimating lost values. In addition, experimental results show 

that the mean square root error of the estimated value is lower than other methods. This value is 1.5898 

with the best LSTM network hyperparameters. 

 

Keywords: WBAN, Deep Learning, Artificial Neural Network, Missing Data, Estimation. 
 

 

 مقدمه-1
شنده مانند سرطان  مزمن و کُ  یهایماریباغلب  متأسفانه،  

ب د  یعروق  یقلب  یهایماریو  آسم  داده    صیتشخ  ریو 

را    یافراد  ریمومرگ  زانیموضوع م  نیا  جه،یدرنت  ؛ شوندیم

چن به  افزا  ییهای ماریب  نیکه  هستند،  دهد.  یم  شیمبتلا 

ا  صیتشخ اثر  امیماریب  گونهن یزودرس،  را کاهش و  د  ی ها 

 دهد.  یم  شیافراد مبتلا را افزا ی به زندگ

  ة ن ی ها، هز ی مار ی زودرس و نظارت مؤثر بر ب   ندادن ص ی تشخ 

افزا   ی بهداشت   ی ها مراقبت  ز ی م   ش ی را  بار  و  به    ی اد ی دهد 

مال   ی بهداشت   ی ها مراقبت   ی ها امانه س  منابع  محدود    ی با 

  ی کامل   ر ی نظارت، تصو   ی سنت   ی ها امانه س   ن، ی برا علاوه   ؛ د ی افزا ی م 

نم   مار ی ب   ک ی   ت ی وضع از   بدن    ی عملکردها   را ی ز   دهند؛ ی ارائه 

م   ی ل ی خ  کنترل  ا شود ی کم  دنبال    ن ی .  به    ی ها سامانه امر 

مق صرفه به مقرون  و  بتوانند    ی رتر ی پذ اس ی تر  که  است 

زودهنگام    ص ی تشخ   ی را در راستا   ی فعل   ی بهداشت   ی ها مراقبت 

 فعال انجام دهند.   ی سلامت   ت ی ر ی و مد   ی مار ی ب 
جمله    م،یسیب  یهافناوری شبکه  WSNاز    ی هاو 

  نترنت، ینانو و ا  ی(، فناورWPAN)   یشخص  ةمنطق  میسیب
م  یاله یوس فراهم  طریرا  از  که  م  قیکند    توان یآن 
  ی هامراقبت  یهاامانهس  یبرا  یاقتصاد  یهاحل راه

چنافتی  یبهداشت از    ةدی ا  ،یی هایفناور  نی.  استفاده 
توا  یهاگرحس زیر با    ن، ییپا  یمصرف  نهوشمند 
حس  هاگرحسکرویم براو  را  از    یبردارنمونه   یگرها 

دور و سپس انتقال آن به سرور از راه   یکیولوژیزیف  یهاداده
 کنند.  یم  شنهادیپ  میسیارتباط ب قیاز طر

شبکه  با  WSN)   میسیب  یهاگرحس  یهاانقلاب   )

پوش قابل  فناوری  بدن    یحت  ای   دنیساختن  در  کاشت 

تحرک   ،انسان با  متناسب  فناوری  به سمت  را  خود  جهت 

  نه، یهزگر کمحس  یهافناوری با گره  نیسوق داد. ا  ی انسان

م  زیر  ،یانرژ  ة محدودکنند شناخته  ناهمگن  که  یو  شود 

  ، ( WBANبدن )  میسیب  ةشبک  یعن ی،  WSNاز    ینوع خاص

 دهد. یم لیرا تشک
WBAN  ی عیرطبیغ   یهاتیبه موقع موقع  صیبا تشخ  

طر کاشته  یدنیپوش  توریمان  یهادستگاه  قیاز  شده،  و 

م   یزندگ نجات  را  م  نی ا  ؛ دهدیافراد  اجازه  تا  یامر  دهد 
واقع زمان  در  و  مداوم  مداخل  ی نظارت  بدون    ی انسان  ةو 

ک بهبود  باعث  که  شود  آمده  دستبه  ج ینتا  تیفی انجام 
ب  WBAN  ن،یبراعلاوه  ؛شودیم م  مارانیبه  دهد  یامکان 

دهند    یعاد  یهاتیفعال انجام  وقفه  بدون  را  خود 
سیدرحال بررسآن  ی ات یح  یهاگنالیکه  مورد  قرار   یها 

ب  یازین  گرید  رایز  ؛ ردیگیم در  ماندن    ا ی  مارستانیبه 
 . ستین یمراجعه به خدمات پزشک

  ی بهداشت  ی هامراقبت   ی هانهیهز  د ی با  WBAN  بیتصو
به با  نکمینه را  مراقبت  ازیرساندن  در   متیقگران  یهابه 
مهم  ی مارستانیب  یهامراقبت دهد.  همه،  کاهش  از  تر 

د  WBAN  وسیلةبهشده  ارائه   ی هاداده پزشکان    د یبه 
وضع  یبهتر در  داده  ن یا  رایز  دهد؛ یم   ماریب  کی  تیاز  ها 

مح  مار یب  کی  یعاد  یهاتیفعال  یط خود   یعیطب  طیدر 
 .شودیم یآورجمع 

WBAN  ی و نقص  بیهر ع   رایقابل اعتماد باشد؛ ز  د ی با  
ا  یبرا   یزندگ  ةدکنندی تهد  تواندیم به  وابسته   ن یشخص 

الزامات    یفناور از  ا  امانةس  کیباشد.  است   نیقابل اعتماد 
خطا    کیاگر    ی عنیدر برابر خطا باشد،    ر یپذتحمل  د یکه با 

نوع   درنظرگرفتن  با  تی ماه  ایبدون  دهد،  رخ    د یخطا 
 بهبود خود را داشته باشد.  ییناتوا

حساس  باتوجه اهم  تیبه  و  حمل  ی هاداده  تیو  شده 

 مهم است.   ةمسئل  کی، تحمل خطا  WBAN  ةمورد استفاد

تحق  با  مطالعات  انرژ  مداوم  یقاتیوجود  تحرک،    ،یمانند 

طراح  یابیریمس  ت،یامن در    گرحس  یو  با    WBANکه 

فن خطا و   صی، تشخحالنی باا؛  کندیمقابله م  یموضوعات 

 .خود است ییهنوز در مراحل ابتدا هاWBANبازگشت در 

 
 

 پیشینة پژوهش  -2
حسهاداده  یبازساز  یبرا  یاریبس  یهاروش   گری 

  ، ی مکان  یبستگهم  ، یزمان  یبستگرفته بر اساس همازدست 

. با توجه  شودیپراکنده استفاده م  یةنظر  ا ی  یاب یروش درون 

و ح  ی هاداده  یهایژگیبه  را  آن  توانیم  ،یاتیعلائم  ها 

متوال  یسر  کیعنوان  به تاکنون   یاطلاعات  درنظرگرفت. 
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داده  یبرا  ی مختلف  یهاوشر  در ازدست  ی هابرآورد  رفته 

توسعه  یهانهیزم  ی زمان   یسر  ی هاداده  افتهی  مختلف، 

ا م روش   نیاست.  را  تقس  توانیها  دسته  دو  کرد:    میبه 

روش  یآمار  یهاروش  یریادگیبر    یمبتن  ی هاو 

 [. 33]نیماش

لی  و  پان  داد  تمیالگور  کی  ،[ 1]  آقای    ة برآورد 

شبکازدست  در  الگور  WSN  ةرفته  از  استفاده    k  تمیبا 

هم  ه،یهمسا  نیترکینزد اساس    ی زمان-ییفضا  یبستگبر 

روش    شنهادیپ   گرحس  ی هاداده که  آنجا  از  دادند. 

هم  یمبتن  یشنهادیپ  گر  حس  ی هاداده  ی مکان  یبستگبر 

و مدل خطازدست  یهاداده  نیتخم  یبرا  وسیلةبه  ی رفته 

هنگام  تمیالگور است،  شده  دادهیاتخاذ  گر  حس  یهاکه 

بهتر  یکامل خططوربهمختلف    ی هاگره عملکرد    نیباشد، 

 را خواهد داشت.

شده، عملکرد خوب    شنهادیپ   تمیاز محاسن الگور  یکی

مشکل  داده  یبرا است.  منزل  از  خارج  و  داخل  در  ها 

وابستگادی  تمیالگور همسا  یشده  نود  تعداد  تعداد    هیبه  و 

استازدست  ریمقاد   یهاداده  یهمبستگ  نیهمچن  ؛رفته 

  ی نباشد. مدل خط  یاوقات خطیگاه   ،گر ممکن استحس

را    یواقع  ةداد  یبستگکوتاه هم  ی بازه زمان  کیدر    تواندیم

ازا  نیتخم  یوبخبه و  ز  ةانداز  یوقت  رونیبزند    اد ینمونه 

خوب عملکرد  داشت  ینباشد،  داده  یحت  ،خواهد    ی هااگر 

 نباشد.  یصورت خطبه  حیطور صحبه گرحس

الگور2]  سندگانینو داده  تمی[   ة رفتازدست  ی هابرآورد 

ارائه کردند.    ی و زمان  ییفضا   یگرها براساس همبستگحس

مرحل دادهنخست  ةدر  تمام  همسنجش  ی ها،  با  شده  زمان 

ذخ  ی زمان  یسر  کی مرتبط  کندیم  رهیرا  ها  یسر  نیترو 

که به طور   شوند،یانتخاب م  لیوتحله یتجز  ةعنوان نمونبه

توجه الگور  ییکارا  یقابل  دقت  م  تمیو  بهبود  ؛  بخشدیرا 

زماندست از  ریقادمهمچنین   ابعاد  از  را  مکان   ی رفته    ی و 

دو بعد اختصاص    نیبه ا  ی مختلف  ی هازند. وزنیم  نیتخم

الگور است.  شده  رابطادی  تمیداده  را   نیب  ةشده  صفات 

 درنظر نگرفته است.
ا3]  سندگانینو با  توجه  با    ی هاداده  نکهی[ 
بهحس  یهاگره  وسیلةبهشده  ی آورجمع  استفاده    لیدلگر 

  ی از لحاظ مکان  م،یسیگر بحس  ةاستقرار شبک   یاز توپولوژ
پ   ی و زمان ارتباط دارند،  شده  گم  ی هامقدار  ینیبشی با هم 

و    یی فضا  یبستگبا استفاده از هم  میسیگر بحس  ةدر شبک
ارائه    یزمان متد خط  دادندرا  به  نسبت  دقت    knnو    یکه 

نودها  ،دارد  یبالاتر تعداد  به  وابسته  دقت   هیهمسا  یاما 
 است.

  یریادگی  یگاوس   یها [ از فرایند4]  پگان و همکاران
شبک ازدست   یهاداده  ینیبشیپ   یبرا  نیماش در   ة رفته 

ا  میسیب   یگرهاحس کردند.  استفاده    تمیالگور  نیبدن 
تنظ صورت    نیماش  یریادگی  یپارامترها  قیدق  میدر 

 . دهدیارائه م یی دقت بالا
همکاران و  لین  روش5]  آقای  تحل  ی [    ی ایپو  لیبا 

  میسیگر بحس  یهاشبکه  یبرا  ریمتغ  یفاکتور فراموش
داده بازگشتگم  یهابا  صورت  به  با    یشده  دادند.  ارائه 

بارها  WSN  یهایریگاندازه   هیتجز متعامد    یبه  فاکتور 
فاکتورها هم  یبستگهم  یو  ساختار    یافزونگ   یبستگاز 

ب   کی.  کنندیم   ستفادها   WSN  یهایریگاندازه  نیدر 
فراموش جمله  یمبتن  ریمتغ  یفاکتور  چند  مدل   ی ابر 

ارائه شده است تا    RDFA  تمیالگور  ی( براLPM)  یمحل
مح سازگار  ریمتغ  طیبا  زمان  باش  یبهتر  یبا  .  دداشته 

آن روش  روش  به  نسبت  به    ه یهمسا  نیترکینزد  kها 
نمونه مقاومحذف  استها  پ   مشکلاما    ،تر    یدگیچیآن 

 است. رفته ازدست ةمقدار داد  ةدر محاسب ی زمان یبالا
از روش هموارساز6]  سندگانینو  ةمرتب  یینما  ی[ 

  ی هاداده  ینیبشیپ   ی برا  یخط  ونیرگرس  زیدوم و آنال
شبکازدست  در  استفاده    م یسیب  یگرها حس  ةرفته 
 یاز روش هموارساز  تمیصورت که الگور  ن یبه ا  ؛ کردند

برا  ةمرتب  یینما در  گم  یهاداده  نیتخم  یدوم  شده 
زمان  آنال  یابعاد  از  برا  یخط  ونیرگرس  زیو   یچندگانه 

مگم  یهاارزش   نیتخم استفاده  فضا  در    ؛ کندیشده 
ضرهمچنین     افتن ی  یبرا  رسونیپ  ی بستگهم  بیاز 

ب مگره  نیارتباط  استفاده    ی زمان   ی دگیچیپ   .ندکن یها 
پ   تمیالگور دقت  و  ن  ، بالاست  ینیبشیکم    ازمند یاما 
 است.  هیپا  قیدق کمابیش   یهاداده

ژنگ و همکارش  روش  7]  ژائو  فرهنگ    یریادگی [ 
انطباق برا به  یلغت  را  شده  اطلاعات گم  یبازساز  یروز 

شبک ن  م یسیب  یگرهاحس  ةدر  که  کردند  به    ازیارائه 
داد دارد  ةحداقل  پ   ،آموزش    ی محاسبات  یدگیچیاما 

 دارد.  یادیز
کدگذار8]  سندگانینو از   برای   یهمکار  ةشبک  ی[ 

بدن استفاده    میسیب   یگرهاحس  ةها در شبکداده  یاب یباز

با کاهش زمان انتقال    خود  یشنهادیها با روش پ کردند. آن

جلوگ نقاط شکست  تک  از  اطلاعات،  .  کنندیم  یریمجدد 

از ترم  نیا  یاصل  ةدیا موجود کاربر   یهانالیروش استفاده 

رله به م  یی هاعنوان  که    یی کارا  ش یافزا  یبرا  توانندیاست 

افزا  کنند.  یهمکار  امانهس گره  شیبا  منبع،    یهاتعداد 

انرژ  یادیبه پردازش ز  ازیرله ن  یهاگره انتقال   یدارند که 

 . کندیرا مصرف م یادیز
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با استفاده از شبکه9]  و همکاران  دایجی ساکورائی   ی ها[ 

تخم  یهاداده  ، یمصنوع   یعصب را  اما    ؛زنندیم  نیگمشده 

پارامترها    یةاول  ریبه مقاد  یبستگ  ANN  یریادگی  یوربهره

 دارد.

کیمبیونگ تکرار  10]  و همکاران  سون  از  استفاده  با   ]

داد شامل  بخش  را    ةدرخواست،    افت یدر  دوبارهخراب 

اما در    ،کند یم  لیتحم  امانهبه س   ی که سربار اضاف  کنند یم

را درخواست   ییهاروش  ریبا سا  سهیمقا داده  قاب  که کل 

 دارند.  یکمتر و دقت بالاتر ی مصرف یانرژ کنندیم

به11]  سندگانینو از  استفاده  با  ذرات   یسازنهی[ 

  یسر  یهایژگیو   ،یمصنوع   ی عصب  ةبر شبک  یازدحام مبتن

م داده  یزمان فرا  را  داده  رند یگیها  تخمو  را  زنند  یم  نیها 

تخم دقت  مبتنازدست  یهاداده  نیکه  روش  از  بر   یرفته 

DEEPSO   روش  یشنهادیپ به  و    BPمتداول    یهانسبت 

PSO  اس بالاست.    کاراییاما    ،تبرتر    DEEPSOمحاسبه 

  ک ی( است که  EPSO)  یتکامل   PSOبا    ی بیروش ترک  کی

بهبود د  PSO  یروش  تکامل  اDE)  لیفرانسیو  است.   ن ی( 

م حل  تواندیروش  ک  یهاراه  از    تیفی با    ی هاPSOبالاتر 

 کند.  دیتول یمعمول

همکاران و  یانگ  از  12]  آقای  استفاده  با    ی ریادگی[ 

شد  ینیبشیپ   یبرا  ق،یعم مفقود   انیجر  ةمشاهدات 

خط  کی  کیتراف طر  یمدل  زمان  بیترک  ق یاز    ی اطلاعات 

ارائه م  یهااسیمق بالاتر  کنندیمختلف  نسبت    یکه دقت 

روش  الگوها  یهابه  دارد.  داده  یمشابه    یهامختلف 

تجزازدست  را  و  یم  لیتحلوه یرفته  روش    کیکنند 

  کند، یم  یبیهر الگو را ترک  یهایژگیکه و  دیجد  ینیبشیپ 

ترک  ن،یبراعلاوه  ؛کنند یم  یطراح  یالگو  ح یصر  بیبا 

مدل  ازدست  اساس  بر  رواصلاح  LSTMرفته    کردیشده، 

 دهند.  یارائه م ینیبشیپ ة ماندیاستنباط باق  یبرا یدیجد
پژوهش   روش   [،31و30]  پیشیندر  از  استفاده  با 

شبک  خطاوآزمون  مناسب  مدل   یبرا  ق،یعم  یعصب  ةبه 
  م، یکرد  دایضربان قلب دست پ   ةرفتدستاز  یهابرآورد داده

به ساختار    ،سازی بیزیاستفاده از بهینهپژوهش با    نیدر ا
مطمئن  از دیرس  میخواه  ترشبکة  استفاده  با  همچنین  ؛ 

فراابتکاری   بهبود   PSOالگوریتم  را  شبکه  آموزش  مرحلة 
 بخشیم. می

 
 

 پیشنهادی روش -3
 Deep)  ق«یعم  یریادگی »  یهااز مدل  ریاخ  ی هادر سال

Learning حوزه در   نیماش  ةترجم  رینظ  یاریبس  یها( 

(Machine Translate)،  بازار نیبشیپ ،  ریتصاو  ص یتشخ ی 

استفاده    [26و19،18]  ها حوزه   ریساو    [20و17]

معمار13است]هشد از   قیعم  یریادگی  یها مدل  ی[. 

»شبک   یساختار عنوان  ( Neural Network)  «یعصب  ةبا 

»شبکشده  لیتشک نام  با  که   « یمصنوع   یعصب  ةاست 

(Artificial Neural Networkن ) برای   .شوندی شناخته م  زی

پیش مانند  مدلکارهایی  توالی،  و بینی  زبان  سازی 

گفتار   تکرارشونده    یعصب  یها شبکه از  تشخیص 

(Recurrent Neural Networks)    استفاده

 . [23و14،16]کنندمی

توجه   تجز  LSTM  یبرتر  بهبا   یتوال  لیتحلوه یدر 

 RNN ةنوع خاصی از شبک  LSTM)  هاروش   رینسبت به سا

مشکل   که  شبک  ةحافظاست  حل  RNN ة  بلندمدت  را 

،  هستند  ی زمان  یما از نوع سر  ی هادادهکه  .( و اینکند می

علائم    یهاداده  یزمان   یسر  یریادگی  یبرا  LSTMاز  

استفاده م   یاتیح  LSTMساختار شبکة    .[27]میکنیبدن 

 بینیم: ( می1را در شکل )

 

 LSTMساختار شبکة : (1-شکل)

(Figure-1): LSTM Network 
 

است، دروازة  از چندین دروازه تشکیل شده  LSTMشبکة 

( با  Fully Connectedطورکامل متصل ) فراموشی، دو لایة به 

است   𝑥𝑡و    ℎ𝑡−1به ترتیب برای ورودی    𝑤𝑖𝑓و    𝑤ℎ𝑓های  وزن 

 آیند: دست می که از معادلات زیر به 
𝑓𝑡 =  𝜎(𝑤ℎ𝑓ℎ𝑡−1 + 𝑤𝑖𝑓𝑥𝑡 +  𝑏ℎ𝑓 + 𝑏𝑖𝑓) 

(1) 

𝑐𝑡 =  𝑐𝑡−1 ⨀ 𝑓𝑡 
(2) 

شبکبهعمل   در  سپردن  معادلة    LSTM  یعصب  ةخاطر  با 

 شود: ( نشان داده می3)
𝑔𝑡 =  𝜎(𝑤ℎ𝑔ℎ𝑡−1 + 𝑤𝑖𝑔𝑥𝑡 + 𝑏ℎ𝑔 +  𝑏𝑖𝑔) 

(3) 

ورودی  دروازة دو  دو   ℎ𝑡−1 و𝑥𝑡   ورودی،  وارد    ة لایرا 

این  ،طورکامل متصلبه باسپس  را  و  هم جمع می  ها  کند 

 .دهددرنهایت از تابع سیگموید عبور می
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𝑖𝑡 =  𝜎(𝑤ℎ𝑖ℎ𝑡−1 +  𝑤𝑖𝑖𝑥𝑡 +  𝑏ℎ𝑖 +  𝑏𝑖𝑖) 

(4) 

𝑔𝑡
′ =  𝑔𝑡  ⨀ 𝑖𝑡 

(5) 

𝑐𝑡 =  𝑐𝑡 +  𝑔𝑡
′ 

(6 ) 

  ة را وارد دو لای  ℎ𝑡−1  و  𝑥𝑡   خروجی، دو ورودی دروازة  

و   کندهم جمع می  ها را باو این کندمی  طورکامل متصلبه

 . دهد درنهایت از تابع سیگموید عبور می

 
𝑜𝑡 =  𝜎(𝑤ℎ𝑜ℎ𝑡−1 + 𝑤𝑖𝑜𝑥𝑡 + 𝑏ℎ𝑜 +  𝑏𝑖𝑜) 

(7) 

ℎ𝑡 =  𝑜𝑡  ⨀ tanh (𝑐𝑡) 
(8) 

آموزش   قیعم  یریادگی  ةشبک  کیکه    یهنگام  را 
لاداده  پردازششی پ   ةنحو  ، یم دهیم تعداد  و  هیها،  ها 

تواند بر  یدر شبکه م  هیاول  یریادگی پنهان و نرخ    یواحدها
تأث  یرفتار آموزش عملکرد شبکه  انتخاب  [21]بگذارد  ریو   .

شبک متعادل  LSTM  ةعمق  دقت  مستلزم  و  کردن سرعت 
شبکه   یبرا  ؛است  ترقیدق  توانندیم  ترق یعم  یهامثال، 

از آنجا    .کشدیطول م  شتریب  یی گراباشند، اما آموزش و هم
پارامتر   یدارا  ی مصنوع   یعصب  یهاشبکهکه   ابر  دو 
کنند:  یشبکه را کنترل م  یتوپولوژ  ای  یند که معمارایاصل

لا و  هیتعداد  گرهها  لاتعداد  هر  در  هنگام  ،  پنهان  یةها 
با   میتنظ کرد.    ن یا  ریمقاد   د یشبکه  مشخص  را  پارامترها 

آزمون   یمبتنهای  روش ، عوامل  نیا  نیتخم  یبرا  وخطابر 
به است  تضم  نیترنه یممکن  را   د.ننکن  نیشبکه 

برا  نیترمطمئن برا  نیا  یکربند یپ   یروش    ی ابرپارامترها 
از طر  ی نیبشیپ   ةمسئل  ک ی  یسازمدل   ش یآزما  قیخاص، 

 است. یتست قو ک یبا  منسجم
حل  نیا راه  برا  یمقاله  مسئ  یرا  با  یاد  لهحل  شده 

از     ک یبا    RNN-LSTM  ةشبک   یبیترک  سازوکاراستفاده 
  ک یمدل    ن یکند. ایم  فی تعر  یفراابتکار  یسازنه یبه  روش

پ   مندقاعدهروش   تولیم   شنهادیرا  در  ما  به  که    د یکند 
شبک منه ی به  ةخودکار  کمک  شبک[34]کندیشده    ة. 

مقاددستبه با   بهمنجر    شده،میتنظ  کیفراپارامتر  ریآمده 
م  ترقیدق  یریادگیفرایند   حداقل  افزا  زانیبا  و    شیخطا 
 .شودیدقت م 

بهینه از  استفاده  )با  بیزی   Bayesianسازی 

optimization  ) پارامترها را    ابر  بهینه  شبکة    دستبه و 

 ی استراتژ  کی  یزیب  یسازنهیبه[.  32و28آوریم]می

در    یبرا  نیگزیجا م  شیآزما  کی فراپارامترها    . کندیارائه 

مقاد  یامحدوده برا  ر یاز  مشخص    یرا  پارامتر  ابر  هر 

متر  یم کنیم مطلق   کیو  خطای  برا  میانگین    یرا 

م  یسازنه یبه از    یبیترک  الگوریتم،  ،یم کنیانتخاب 

ما را    یانتخاب  کیکند که متریفراپارامترها را جستجو م

   کند. کمینه

بیزیبهینه  روش    سازی  از  استفاده  سازی بهینه با 

که   ، برای مسائلی(Surrogate optimization)  جایگزین

بهینه  برای  تابع  یا مشتق بر  سازی هزینه ارزیابی  است و 

سراسری را   نةیباید کم  ائلی که مساست و یا  ناشناخته  

شود  دهد و باعث میمناسبی ارائه می  حلراه  پیدا کنیم 

 .سراسری برسیم نةیهای ممکن به کمگام کمینهدر 

دانستن  الگوریتم  بدون  قادرند  فراابتکاری  های 

مسئله را با سرعت و   مسئله، با ارائة یک راه حل عمومی

روش  دقت این  کنند.  حل  اصطلاحمعقولی  در   ها 

Problem Independent از مسئله( هستند از  .  )مستقل 

ذرات سازنهی بهفراابتکاری    الگوریتمآنجاکه   ازدحام  ی 

(PSO) است جمعیت  بر  مبتنی  الگوریتم  این   و  یک 

محلی گرفتار    کمینةکه کمتر در    شودیخاصیت باعث م 

بهینه و    شود الگوریتم  که  یک  است  تصادفی  سازی 

را جست  تواندیم پیچیده  و  نامشخص  ،  جو کندونواحی 

از   بهابرپارامترها  آمدندستبهبعد  مناسب  وسیلة  ی 

وزنبهینه  الگوریتم،  این  از  استفاده  با  بیزی،  های  سازی 

بخشیم تا خطای کمتری را بهبود می  دهیدآموزش شبکة  

 داشته باشیم.  

عصبی این است که خروجی   ةقش بایاس در شبکن

فعال تابع  مشابه    یسازنهایی  بایاس  دهد.  تغییر  را 

تابع   نهایی  مقدار  و  است  خطی  تابع  در  ثابت  مقدار 

را در فضای برداری به چپ و راست منتقل   یسازفعال

ها بهتر منطبق شود کند تا تابع نهایی بر روی دادهمی

 .تری داشته باشدبینی دقیقو مدل درنهایت پیش

  توانیم از بینی می با توجه به این امر، برای بهبود پیش 

در    PSOالگوریتم   که  بایاس  مقادیر  دقیق  تنظیم  برای 

 ها اشاره کردیم، استفاده کنیم. به آن   LSTMمعادلات  

 در زیر آمده است:   PSOمعادلات سرعت و مکان ذرات  
 

𝑣𝑖(𝑡 + 1) = 𝑤𝑣𝑖(𝑡)

+  𝑐1𝑟1 (𝑥𝑖,𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙 𝑏𝑒𝑠𝑡 −  𝑥𝑖(𝑡))

+   𝑐2𝑟2 (𝑥𝑔𝑙𝑜𝑏𝑎𝑙 𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡))    

(9) 

𝑥𝑖(𝑡 + 1) =   𝑥𝑖(𝑡) +  𝑣𝑖(𝑡 + 1) 

(10) 

فرمول و مکان هر ذره های  در  الگوریتم    سرعت  ،  PSOدر 
قسمت   معادله    نخستاگر  در  درنظر  سرعت  را 

به آن،   𝑤𝑣𝑖(𝑡)میرینگ توجه  با  تنها  ذرات  سرعت  گاه 
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بهتر  ةتجرب  نیو بهتر  ی فعل   تیموقع جمع   ةتجرب  نیذره و 
کنون  ریتأث  عملدرو    نییتع لخت  یسرعت  حذف    ی و  آن 
ا  ؛شودیم جا  نیبهتر  ب،یترت  نیبه  در  گروه،  خود   یذره 

  ؛کنندیبه سمت آن ذره حرکت م  نیریو سا   ماندیثابت م
دسته  حرکت  قسمت    یجمعدرواقع  بدون   نخستذرات 

جو  وجست  ی آن فضا  یخواهد بود که ط  ایچرخه معادله،  
م  جیتدربه جست   شودیکوچک  حول   یمحل  ییجووو 

قسمت اول   تنها. در مقابل اگر  ردیگیذره شکل م  نیبهتر
تا    روند یخود را م   ی ذرات راه عاد  م، یریگمعادله را درنظر ب 

 ی سراسر  ییجووجست  یمحدوده برسند و به نوع  ةواریبه د
و وزن   تیاهم  زانیم  𝑐2و    𝑐1  ی. پارامترهادهندیرا انجام م
 . کنند یرا مشخص م یادگیری شخصیو  یجمع یادگیری

w   لختی  ضریب  (inertia )   م چون   ؛شودینامیده 

کنونی حرکت  جهت  که  است  جهت  𝑣𝑖(𝑡) ضریبی  به  را 

بعدی 𝑣𝑖(𝑡 حرکت  + می   (1 عبارت    ؛گرداندمرتبط  به 

نشان حالت   دهندةدیگر  حفظ  برای  ذره  تمایل  میزان 

از   کمتر  بایستی  عدد  این  است.  خود  کنونی  یک حرکت 

اینرسی    .است  9/0الی    0/ 4باشد و مقدار مناسب آن بین  

باشد کمتر  سریع  ،هرچقدر  همالگوریتم  بیشتر  و  تر  گرا 

حرکت تعداد  بالارفتن  باعث  آن  ذرات شدن  ناگهانی  های 

 .خواهد شد

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 ساختار الگوریتم پیشنهادی: (2-شکل)

(Figure-2): Structure of the proposed method 
 

 

𝑟1  و 𝑟2  موقعیت بردار  طول  به  بردارهایی  ند.  اهرکدام 

و   صفرهر یک از اعضای این دو بردار عددی تصادفی بین  

 .با توزیع یکنواخت است یک 
 

𝑟𝑖𝑗~𝑢(0,1)     𝑖 ∈ {1,2} 

(11) 

 ت. اس 𝑟2 یا 𝑟1  ام بردار  jعضو 𝑟𝑖𝑗 مقصود از

 𝑐1 و 𝑐2 ضرایب یادگیری نام دارند . 𝑐1  ضریب یادگیری

و است  𝑐2 شخصی  مرسوم  است.  جمعی  یادگیری  ضریب 

لذا    ؛باشنددو  اعدادی نامنفی و حداکثر برابر     𝑐2 و  𝑐1  که

 : داریم بیشتر اوقات
𝑤 ∈ [0.4, 0.9] 
𝑐1  ∈ [0, 2] 
𝑐2  ∈ [0, 2] 

(12) 
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شده، پس از آنکه شبکة مناسب  یادبا توجه به معادلات   

بهبود    دستبه  رفتهازدستبینی مقادیر  برای پیش به  آمد، 

الگوریتم   از  استفاده  با  بایاس  ازدحام سازنهیبهمقادیر  ی 

می )ذرات  شکل  در  ما  الگوریتم  کلی  ساختار  (  2پردازیم. 

 آمده است: 
 Error! Reference sourceکه در بخش    گونههمان

not found.  ذکر شد، مراحل اجرای کار شامل دو مرحلة
است.   و    گفتنیاصلی  مرتبه  یک  نخست  مرحلة  که  است 

مرحلة دوم در هر مرحله از اجرای روش پیشنهادی تکرار  
دهمی دسترس  در  متنی  پیکرة  احتساب  با  بار  شود، 

 الگوریتم پیشنهادی اجرا خواهد شد. 
 

 ارزیابی و نتایج -4
ابتدا  د بخش  این  استفادههادادهمجموعهر  سپس  ی  شده، 

ارزیابی   مختلف  سناریوهای  نهایت  در  و  ارزیابی  معیارهای 
 است.رویکرد پیشنهادی، مورد بررسی قرار گرفته 

 

   پژوهش ةجامع -1-4
 مارانی، با نظارت بر بMIMIC-III Waveform  ةداد  گاه یپا

مراقبت  یبستر بخش  نوزادان،   ةژی و  ی هادر  و  بزرگسالان 
س ضبط  یکیولوژیزیف  گنالیهزاران  سرچندگانة  و   یشده 

ح  ی زمان است، کر  یآورجمع  ی اتیعلائم  تست    یبرا  ده 
تع  تمیالگور استفا  تمیالگور  یپارامترها  نییو  آن    دهاز 

 خواهیم کرد.
 

   پژوهش ةنمون -2-4
  ی رو  تم ی الگور  آزمایش ها و دشواربودن داده  اد ی حجم ز  دلیل به 

که    داده مجموعه   ن ی از ا   مار ی ب پانصد    آزمایش ها، به  داده   ی تمام 
حدود   و   230،000درمجموع  هستند  زمانی    علائم   دادة 

خونو ... بود    ژن ی ها شامل ضربان قلب، تنفس، اکس آن   ی ات ی ح 
ابتدا هفتاد    و   بسنده  ب   ی زمان   ی سر   ی درصد  برا   مار ی هر    ی را 

استفاده    ی اعتبارسنج   ی آن را برا   ی درصد انتها سی آموزش و  
دادة   هزار شصت  که شامل حدود  گر ی د  مار ی ب صد  . و از  م ی کن ی م 

است    ی خطا   زان ی م   ة و محاسب   تم ی الگور   آزمایش   ی برا   زمانی 
 . م ی کن ی استفاده م   تم ی الگور 

 

  هاپردازش داده ش یپ  -3-4
ورود  دادهمجموعه فرمت    کهنیا  دلیلبه ما    تمیالگور  یبا 
  م،یکنیمورد نظر را استخراج م  یابتدا ورود  ،ستین  کسانی

مقاد پرکردن  به  در  ازدست  ریسپس    داده مجموعه رفته 
بدمیپردازیم خانه  نی.  ابتدا  که  با    یخال  یهاصورت  را 
م  ریاخ  ةخانده    نیانگیم ا  م،یکنیپر  به  خانه    ده  نیاگر 

نزد  م، ینداشت  یدسترس جا   نیترکیبا    ن یگزیمقدار 
باز هم داده  نیهمچن  ؛ میکنیم   مقدار هر   ، مینداشت  یااگر 

ح  کی علائم  مقاد  ی اتیاز  با  ز  ری را    نیگزیجا   ریثابت 
م  میکنیم مقاد  نیانگیکه  در  مشاهده  ریکل  شده 

 است:  دادهمجموعه 
ℎ𝑟 = 91, 𝑅𝑒𝑠𝑝 = 20, 𝑠𝑝𝑜2 = 100, 
𝑎𝑏𝑝𝑠 = 121, 𝑎𝑏𝑝𝑑 = 62, 𝑎𝑏𝑝𝑚 = 81 

(13) 

مقایسه  دادهبرای  نرمال  ها، پذیرترشدن    ها آن   یسازبه 
ابتدا  نیبد  .میپردازیم که  از   بیشینهو    کمینهصورت  را 

را کم و    نیانگی ها، مداده  یسپس از تمام  ،ها حذف داده
 . میکنیم میتقس اریبر انحراف مع

𝑥𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑥 − 𝑚𝑒𝑎𝑛(𝑥)

𝜎(𝑥)
 

(14) 
 

 مورد استفاده در پژوهش  یابزارها -4-4
افزار پژوهش، نرم  ن یموضوع ا  مرتبط با مقالات    یبررس  با 

به نرممتلب  شبعنوان  مشاهد  یسازه یافزار    جینتا  ة و 
کتابخانه متلب  شد.  توابع انتخاب  و  اختصاصی  های 

توسعه  می  یاافتهیداخلی  اجازه  که  عملدارد    اتیدهد 
برای   درضمن متلب  ؛تر از پایتون اجرا شوندخاص، سریع

دادهوتجزیه  گرافیکی  تحلیل  کارهای  و  تعاملی  های 
به توسعفشرده،  رابط    ةدلیل  و  داخلی  ترسیم  ابزارهای 

 .است از پایتون ترکاربری گرافیکی تعاملی، مناسب
 

 ی اب یارز  یپارامترها -5-4
معمول  به استفاده    یی کارا  ی ابیارز  یبرا  اریمع  سهطور 
خطایم (،  RMSE)  شهیر  مربعات  ن یانگی م  یشود: 
مMAEمطلق )ی  خطا  نیانگیم ی  خطا  درصد  نیانگی(، 

 ی اعتبارسنج یمشهور برا یارهای( که معMAPEمطلق )
 .[29و25]هستند ی نیبشیعملکرد پ  جینتا

 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑥𝑖 − 𝑥̂𝑖)2

𝑛

𝑖=1

 

(15) 

𝑀𝐴𝐸 =  
1

𝑛
 ∑|𝑥𝑖 − 𝑥̂𝑖|

𝑛

𝑖=1

 

(16) 

𝑀𝐴𝑃𝐸 =  
1

𝑛
 ∑ |

𝑥𝑖 − 𝑥̂𝑖

𝑥𝑖

|

𝑛

𝑖=1

× 100 

(17) 

MAE  مجموعه   ةانداز در  را  خطاها  از   یامتوسط 
آن هاینیبشیپ  جهت  درنظرگرفتن  بدون  اندازه،   یریگها 
اندازه   وستهیپ   یرهایمتغ  یبرا  و  کندیم را   یریگدقت 
ا  ، است  یخط  ةنمر  MAE.  کند یم تمام    ی معن  نیبه  که 

مساو  یفرد  یهاتفاوت طور  م  یبه    است.   یوزن  نیانگیدر 
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RMSE  امت  کی مقدار   یازده یقانون  که  است  دوم  درجه 
که خطاها قبل    . از آنجاکندیم  یریگمتوسط خطا را اندازه

  کمابیش وزن    RMSEها مربع هستند،  کردن آننیانگیاز م
است که    یبدان معن  نیا  ؛دهد یبزرگ م  یبه خطاها  ییبالا

RMSE  خطاها  ی هنگام به  یکه  نامطلوب بزرگ  خصوص 
با    یمساو  ایتر  بزرگ   شهی هم   RMSEاست.    دیمفهستند،  

MAE انس یوار شتریها، بآن نیتر ب شیخواهد بود. تفاوت ب  
خطاها اگر    یفرد  یدر  است.  نمونه   RMSE = MAEدر 

از    تمام باشد،   دو    کیخطاها  هر  است  و    MAEاندازه 
RMSE  بصفر    از  توانندیم باشند.    ریمتغ  ت ینهایتا 

  ریمقاد  ی عنی  ؛ گرا هستندینمرات منف  پارامترهای ذکر شده 
 بهترند.  نییپا
 

 

 شده مدل استفاده  -6-4
 خواهد بود:  (1جدول ) مطابق ،ة نهایی شدبهینه مدل

 

 مدل استفاده شده یةاول ی: پارامترها(1-جدول)

(Table-1): Initial parameters of the model used 
 مقدار  توضیحات  مرحله

1 Input Layer 6 

2 LSTM Layer 180 

3 LSTM Layer 180 

4 Fully Connected Layer 1 150 

5 dropout Layer 0.3 

6 Fully Connected Layer 2 1 

7 Regression Layer 1 

 
 نورون، دو لایة  180با     LSTMمدل ما شامل دو لایة  

لایة  به یک  و  متصل  کامل  مقدار     dropoutطور   0.3با 
 خواهد بود.

الگوریتم بهینهدر  مفهوم  های  دو  با  همواره  سازی 
 هستیم:روهروب
تولید   (exploration) جووجست  -1 توانایی  به مفهوم  که 

 .جوی تصادفی استوهای جدید و جستپاسخ
توانایی   (exploitation) برداریبهره  -2 مفهوم  به  که 

  .جوی محلی استوهای فعلی و جستپروراندن پاسخ
افزایش اساس  همین  نفع  𝑐2 وw  ، 𝑐1 بر   به 

exploration نفع به  آنان  کاهش   exploitation و 

 .است
 

 

بهترین شدن  تأثیر متمایل   -7-4   به سمت 

   PSOدر  شخصی ةتجرب
ارزیابی،   این  را     𝑐1افزایش    ریتأثدر  پیشنهادی  شبکة  در 

 . کنیمبررسی می
 

 PSOدر  𝒄𝟏تأثیر افزایش : (2-جدول)

(Table-2): The effect of increasing 𝒄𝟏 in PSO 
W=0.5; c2=1.5 

Avg_RMSE Max_RMSE Min_RMSE C1 

1.9413735 4.0113397 0.65405816 0.2 

1.8994099 3.4663579 0.59471869 0.4 

2.0757279 4.0642242 0.39264899 0.6 

1.7125869 3.1707475 0.74526626 0.8 

1.5967137 2.9421136 0.68965048 1.0 

1.5285766 3.1716413 0.54851991 1.2 

1.9311939 3.6200764 0.49135682 1.4 

2.3158424 3.9309537 0.62741846 1.6 

1.6452826 3.7164047 0.6024819 1.8 

 
 

 
 PSOدر  𝒄𝟏نمودار تأثیر افزایش : (3-شکل)

(Figure-3): Chart of The effect of increasing 𝒄𝟏 in PSO 
 

 

می  طورهمان مشاهده  خطا  نمودار  در  نمودار که  کنیم، 
 است. 1.2برابر  𝑐1با    روند نزولی دارد و بهترین مقدار آن

 

بهترین  شدن  تأثیر متمایل   -8-4 به سمت 

 PSOدر  گروه  ةتجرب
 پردازیم. در شبکه می  𝑐2افزایش   ریتأثدر این بخش، به 
داده  به  توجه  بهترین  با  است.  نزولی  نمودار  کلی  روند  ها، 

 اتفاق افتاده است. 0.6برابر   𝑐2خطا در  
 

با   -9-4 پیشنهادی  رویکرد  مقایسة 
 کارهای دیگران 

پ  راشنهادیمدل  خود  شبک   ی  معمول،عصب  ةبا   ةشبک  ی 
ارائه[  15]یخودکاهش  یرخطیغ   یعصب مدل  در    شدهو 

قبلی  [  24]ریمقاد  ینیبشیپ   ةنیزم پژوهش  همچنین  و 
 .  میکنیم سهیمقا [31و30]خود 
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 PSOدر  𝒄𝟐تأثیر افزایش  :(3-جدول)

(Table-3): The effect of increasing 𝒄𝟐 in PSO 
w=0.5; c1=1.5 

Avg_RMSE Max_RMSE Min_RMSE C2 

2.9195669 4.3176141 1.6396234 0.2 

1.5967137 2.9421136 0.68965048 0.4 

1.5898411 3.2515533 0.71484578 0.6 

1.5907472 2.9764435 0.75567371 0.8 

2.3158424 3.9309537 0.62741846 1.0 

1.6452826 3.7164047 0.60248190 1.2 

2.9195669 4.3176141 1.6396234 1.4 

2.3676305 3.8548067 0.79964679 1.6 

2.0912850 3.9865279 0.44799167 1.8 

 
 PSOدر  𝒄𝟐نمودار تأثیر افزایش : (4-شکل)

(Figure-4): Chart of The effect of increasing 𝒄𝟐 in PSO 
 

  ی نیبشیو پ   یریادگیسرعت  ی،  نیبشیپ   یاز لحاظ خطا
 :است (4) مطابق جدول جینتا  ، هاروش ریبا سا 

 

 

 

 هاروش ری با سا یشنهادیمدل پ ةسی: مقا(4-جدول)
 (Table-4): Comparison of the proposed model with other methods 

 

 

نسبت   یشتریما دقت ب  ی شنهادیروش پ   ج،یتوجه به نتا  با

سا داردروش  ریبه    ی مصنوع   یعصب  ةشبکهرچه  اما    ،ها 

 .دارد نیاز آموزش یبرا یترکم  اریزمان بستر باشد، ساده
 

 

 بندی و کارهای آینده جمع  -5
الگوریتم   از  استفاده  پژوهش  این  در  ما  اصلی  تمرکز 

شبکة    PSOفراابتکاری   بهبود  برای   LSTMجهت 

ازپیش مقادیر  علائمدستبینی  شبکهرفتة  در  های  حیاتی 

WBAN  به توانست  که  کمتری بود  خطای  نسبی  طور 

 های مشابه در این حوزه ارائه دهد.  نسبت به سایر روش

الگوریتم که  است  حالی  در  تضمین  این  ابتکاری  های 

بهنمی جواب  که  ممکن دستدهند  جواب  بهترین  آمده، 

بینی مقادیر  های مهم در حوزة پیشو یکی از چالش  باشد

فراابتکاری   الگوریتم  از  استفاده  سرعت  PSOبا  افزایش   ،

به بهینة سراسری است که ممکن   شدنکینزدذرات زمان  

 است از بهینة سراسری عبور کند.  

پژوهش آینده  در  روش  توانیمهای  برای از  که  هایی 

در   مشکل  این  شده  PSOحل  جمله  ارائه  از  ضریب اند، 

 استفاده کرد.  برشی ةسرعت بیشینو یا  سرعت ةکاهند 
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