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 چکیده 
در حال حاضر    گرهیتوص  هایسامانه  نیتر( از موفقKRS)مبتنی بر این مدل    گرهیتوص  هایسامانه و  (  KNNهمسایگی )  نیترکینزد  مدل

ا هستند.  دسترس  پروش  نیدر  شامل  م  تمیآ  کی  یبندرتبه  ینیبشیها  اساس    ن یانگیماست.    مشابهی  هاتمیآ  یبندرتبه   نیانگی بر 

  ن ی. در اخواهد دادآن    ی بهژگ یعنوان وبه  ، تمیبه هر آ  ی راازیامت  نیانگیم  ، شده  فیتشابه تعرگرفتن  نظردربا  ،  مشابهی  هاتمیآ  یبندرتبه

ترک جاد یا  KRSمقاله   با  م  ریز  یکردهایرو  بیشده  از  استفاده  )الف(  است:  شده  وار  نیانگیارائه  به  یبندرتبه  انس یو  عنوان  اقلام 

براآیتم  یهایژگ یو از مIKRS)موارد مشابه در    افتن ی  ی،  به  یبندرتبه   انسیو وار  نیانگی(؛ )ب( استفاده  وکاربر  کاربر    یهایژگ یعنوان 

. هیهمسا  یهاتمیکاربران/آ  یبندرتبه  قیتلف  یبرا  یوزن  نیانگیتفاده از مج( اس)(؛  UKRSکاربرپسند )  KRSکاربران مشابه با    افتنی  یبرا

هر  در این مقاله پیشنهاد داده شده است.    EWVMBR-G  و  EVMBR ،  EWVMBR  ی شنهادیروش پ  سه.  جمعی  یریادگ ی)د( استفاده از  

مبتن روش  آن  یسه  در  که  بوده،  کاربر  ب  ارمعیعنوان  به  𝑽𝑴  فاصله  ازها  بر    ی ها تمیکاربران/آ  افتنی  یبرا  ، هاتمیکاربران/آ  نیتفاوت 

 ی ن یبشیپ  یبرا  ن، یکامل گوس  انسیکووار  یبیبر اساس مدل ترک   یو وزن  یوزن  ، یروزنیغ  نیانگیاز م  بیترتاستفاده و سپس به   هیهمسا

م   یبندرتبه استفاده  ناشناخته  مبتنهر سه    .شوندیکاربر  کاربر  یروش  آنبوده  بر  در  که  فاصله  ،  از  معبه  𝑽𝑴ها  ب  اریعنوان    نیتفاوت 

م  هیهمسا  یهاتم یآکاربران/  افتنی  ی برا  ، هاتمیآکاربران/ بر اساس  ی، وزنی  وزن  از میانگین غیروزنی،   بیترتبه  نیانگیاستفاده و سپس 

نشان    یتجرب  یهایابیارز  .شوندیم  هکاربر ناشناخته استفاد  یبندرتبه  ین یبشیپ  یبرای،  بندرتبه  گوسین  کامل  کوواریانس  ترکیبی  مدل

  ن ی روش در ب  نیترقی ، دقکندیاستفاده م  جمعی  یریادگ ی، که از  EWVMBR-G و  EVMBR ،  EWVMBR  یشنهادیروش پ  سه  که  دهدیم

  ی درصد خطا  سیتا    بیستبه    یابیموفق به دست  EWVMBR-G  یشنهادیشده است. بسته به مجموعه داده، روش پ  یابیارز  یهاروش

و   slope-oneاز روش  ترعیار سریو بس MBRبا  سهیقابل مقا یشنهادی پ یها. از نظر زمان اجرا، روشه است شد یاصل MBRمطلق کمتر از 

 هستند.  رسونیپ ای نوسیبر کس یمبتن KNN گرهیتوصی هاروش
 

 .شنهاددهندهی پ ستمیس انس، یوار ، یبندرتبه ه، یهمسا نیترکینزد-K :گان کلیدیاژو
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Abstract 
K-nearest neighbors (KNN) based recommender systems (KRS) are among the most successful recent 

available recommender systems. These methods involve in predicting the rating of an item based on the 

mean of ratings given to similar items, with the similarity defined by considering the mean rating given 

to each item as its feature. This paper presents a KRS developed by combining the following 

approaches: (a) Using the mean and variance of item ratings as item features to find similar items in an 

item-wise KRS (IKRS); (b) Using the mean and variance of user ratings as user features to find similar 

users with a user-wise KRS (UKRS); (c) Using the weighted mean to integrate the ratings of neighboring 

users/items; (d) Using ensemble learning. Three proposed methods EVMBR, EWVMBR and 

EWVMBR-G are presented in this paper. All three methods are user-based, in which VM distance is 

used as a measure of the difference between users / items, to find neighboring users / items, and then the 

weighted average is weighted, respectively. Also, weights based on the Gaussian combined covariance 

model are used to predict unknown user ratings. Our empirical evaluations show that the proposed 

method EVMBR, EWVMBR and EWVMBR-G, which utilizes ensemble learning, are the most accurate 

among the methods evaluated. Depending on the dataset, the proposed method EWVMBR-G managed 

to achieve 20 to 30 percent lower mean absolute error than the original MBR. In terms of runtime, the 

proposed methods are comparable to the MBR and much faster than the slope-one method and the 

cosine- or Pearson-based KNN recommenders. 
 

Keywords: K-Nearest Neighbor, Rating, Variance, Recommender System. 
 

 مقدمه -1
 ایرایانه  یهاستمییکی از اهداف همیشگی و مهم س  قطعا  

ایجاد   و  مطلوب  خدمات  برای ارائه  بخش  لذت  تجارب 

از   استفاده  هنگام    هدف   نیا  .[1]  باشد یم  سامانه کاربران 

  مختلف   یهانه یزم  در  یمتعدد   هایپژوهش  انجام  به  منجر

  از   سامانه  تیمطلوب  گرچه.  است  ده ش  رایانه  علوم  با  مرتبط

  در آنچه    اما   ، شودیم  انی نما  ی مختلف  اشکال  به   کاربر  نظر

.  است  کاربران  تیرضا  حصول  اصل  است،   ثابت  موارد  همه

  و   نیماش  یریادگی  یهاروش   یریکارگبه  مثال،عنوان  به

 در  صوت  پردازش  هایروش  همراه  به  الگو  یآمار  صیتشخ

ارتباط    تواند یم   خودکار  یی گوپاسخ  سامانه   کی توهم 

  ی را فراهم ساخته و با ارائه دسترس  ی با عامل انسان  کاربران

تمام پاسخ  یدر  و  روز  منجر   ،بلادرنگ  ییگوساعات شبانه 

  ی اچرخه  شکل   به  روند   نی اد.  شوکاربران    ت یبه کسب رضا

  شده ارائه   خدمات  مداومطور  به  آن  در  که  شودیم  ظاهر

  ز ین  کاربران  توقعات   ای   و   ازها ی ن  آنتبع  به  و   افته ی  بهبود

   .[1] ابد ی یم شیافزا

توصیه خود، RS)  گرسامانه  کاربر  رفتار  تحلیل  با   )

  ترین اقلام )داده، اطلاعات، کالا و...( اقدام به توصیه مناسب

برای  کند می که  است  رویکردی  سامانه  این  با  .  مواجهه 

مشکلات ناشی از حجم فراوان و رو به رشد اطلاعات ارائه  

کند تا در میان حجم  شده است و به کاربر خود کمک می

اطلاعات شود.  سریع  ،عظیم  نزدیک  خود  هدف  به  تر 

توصیهسامانه توصیههای  ارائه  قابلیت    شده های شخصیگر 

لاعات  تک کاربرانی دارند که از بین حجم بالای اطبه تک را

اولویتبه با  مرتبط  اطلاعات  از  خاص  نوعی  هایشان  دنبال 

سامانه این  تواناییهستند.  با  در    ایها  آوری جمعکه 

دسته کاربران،  حرکات  و  رفتار  از  و  اطلاعات   ریتفسبندی 

فراهم  دارند  هاآن  امکانی  صرف    اندآورده،  با  کاربران  که 

رسی پیدا تری دستزمان و انرژی کمتر به اطلاعات مناسب

اولویت برای شناسایی  این  کنند و  از  استفاده  های کاربر و 

توصیه  ساخت  در  هوشمند  اطلاعات  واسطی  به  نیاز  ها 

دردارند به  .  نیاز  را  اسامانهواقع  کاربرانش  که  است  ی 

که    ،فهمد می است  این  بر  تلاش  دیگر  بیان    سامانه به 

طراحی    ةاندازبه هوشمند  بتواند  شودکافی  که    ة اردرب، 

به اطلاعات  خود  را آورددست  کاربران  اطلاعات   ،

به  دسته  استناد  با  و  کند  مناسبی  توصیه  هاآنبندی  های 

 .کندارائه 

مؤثرترشنهادیپ   هایسامانه از    ی عناصر  نیدهنده 

بهبود تجربه    یراستا  در  سامانه  کیدر    هیتعب  باهستند که  

از   بردن  بهره  در   قرار  استفاده  مورد  سامانه  آنکاربر 

الکترونیک    عنوانبه  .[2]  رندیگیم تجارت  حوزه  در  مثال 

کوتاه  هاسامانهاین   جهت  در  کاربران  زمان  کربه  دن 

  انتخابی   یهانهیبا کاهش تعداد گزکالا  جستجو برای خرید  

سلایق   بر  منطبق  م  باشد(  هاآن)که  برای ،  کنندیکمک 

داده آسایت    مثال اساس  بر  را  کالاهایی    ی هامازون 

آن  ،کاربرانپیشین    ةشدیبندرتبه  مبه  پیشنهاد    دهد یها 

[2] . 

دهه   اواسط  اندک   ی لادیم  90از  با    یو  آن،  از  پس 

عبارت   رزن  "دهندهشنهادیپ   سامانه"ارائه  و    1کیتوسط 

  های سامانه  به  گرانپژوهش  روزافزون  توجه  ،2انیوار
 

1 Resnick 
2 Varian 
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  کاربرد ی هانه یزم برروز بهروز و  د ش معطوف دهنده پیشنهاد

  سال   چند  تا  واقعدر.  [2-4]  افزوده شده است  هاسامانه  نیا

  از   اطلاعات  به  یدسترس  تنها کاربران،    تربیشاز دید    ،شیپ 

موجب   شودمی  قلمداد  یآرمان  یاتفاق  یجهان  وب  قیطر و 

مآن   ایبیشینه رضایت   عرضه امروزهاما    ؛شدیها   ،

ب  هاتمیآ  نیترمطلوب روح  نیشتریکه  با  را    ات یقرابت 

)کاربران   یبرخطگاه  فروش  تارنمای  ک یدر  دارد    از ی ن  ک( 

م  یضرور کاربرشودیمحسوب  در    ی.    ر ینظ  تارنماییکه 

کتاب  1آمازون دنبال  مورد    یبه  اگر    ،استمطلب    کیدر 

پذ  نیشتریبا ب  را   ییهاشنهادیپ  وی،    طرفاز    رشیاحتمال 

قادر به    که  تارنمایی   سمت  به   ادیزاحتمال  به  ، نکند  افتیدر

 یالهأ مس  شد؛  خواهد   داده  سوق  ،است  یکار  نیچنانجام  

کارهای  تربیش  یبرا  که و    موفق،   یکیالکترون  کسب 

 یامر  به   را  شنهاددهنده ی پ   های سامانه  نیبهتر  از  استفاده

  ی نوع به  که  استرو    نیاز هم  قت،یحق. درکرده  بدل   یاتیح

  ، دهندهشنهادیپ   های سامانه  از  استفاده  و  توسعه  سردمداران

  ک یالکترون  تجارت  به  وابسته  یهاسازمان  ا ی  و  گرانپژوهش

  ء جز  پیشنهاددهنده  های سامانه  بنابراین  هستند؛

انتظار    توانندیکه م   روندیبه شمار م   اجزاءارزشمندترین   

  2عمومی   هایسامانهکاربر و تجربه وی را در هنگام کار با  

حال) درون    یدر  شده  سامانهکه  قابل  به  (3اند تعبیه  طور 

 .[1] توجهی افزایش دهند 

م نوع  RS)  گره یتوص  هایسامانه  رودیانتظار  دو   )

پ  دهند:  انجام  را  توص  ی نیبشیکار  وظاهیو  در   فی. 

اساس اطلاعات موجود مانند سابقه  بر  هاسامانه،  ینیبشیپ 

علاقه کاربر هدف به    ینی بشیدر پ   یموجود، سع  ماتیتنظ

ا  دیجد  آیتم  ایمحصول    کی در  کاربر نهیزم  نیدارند.   ،

پ   یکاربر  ،هدف  که  حال   یبرا  دیجد  شنهادیاست  در  آن 

ا  دیتول بر  فرض  تنظ  نیو  که   دهیبرگز  ماتیاست 

علاقه  منعکس /کالا  تیرضا  ا یکننده  محصول  مورد   یاز 

وظا است.  تول  هیتوص  فینظر  از   فهرستی  دیشامل 

که    ییهاتم یآ  محصولات/ کاربر   حیترج  احتمالبهاست 

روش و    ینیبشیپ   یهابرنامه  یبرا  یمختلف  یهاهستند. 

شده    هیتوص ارائه  عملکرد  نیترمهمکه  تاکنون    ی اقدامات 

 سرعت و دقت عمل است. ،نهیزم نیدر ا

، یاحتمال  یریگمیتصم  یادیبا مقدار ز  ایسامانهدر  

تصم  ایسامانهریز  یطراح در  مردم  به  بتواند    ی ریگمیکه 

که    هاییسامانه  نیاست. چن  ریناپذاجتناب  ، خود کمک کند

قسمتشوندیم  دهینام  کنندههیتوص  سامانه   ی اساس  یها، 
 

1 Amazon 
2 General Systems 
3 Embedded Inside 

 ،Netflix  ،Amazon  ،Pandoraمانند    یمهم  تارنماهای

Facebook  ،YouTube   غ مختلف  رهیو  انواع  از    یهستند. 

دارد  کنندهه یتوص  هایسامانه   های سامانه  :مانند  ،وجود 

، [2]بر دانش    یمبتنگراف  ،  [1]  یمشارکت  لتریبر ف  یمبتن

محتوا    یمبتن  لتریف   ی بیترک  هایسامانهو    [3,4]بر 

 لتریبر ف  یمبتن  یشنهادی پ   های سامانه. در  [5]  کنندهه یتوص

،  آیتم  ک ی  یکاربر بر رو  یبندرتبه   نیتخم  ی، برایمشارکت

رتبه  رو  ریسا  یبنداز  همچن  آیتمآن    یکاربران  از   نیو 

. دو  شودیاستفاده م  ها تمیآ  ریسا   یآن کاربر رو  یبندرتبه 

اصل ف  ی مبتن  یشنهادیپ   های سامانه  یدسته    لتر یبر 

روشیمشارکت مبتن  ی مبتن  یها،  و  مدل  حافظه    یبر  بر 

 هستند.

تجز  یمبتن  یهاروش روش  مانند  مدل    یهاهیبر 

  ن یماش  یریادگی  ی هاتمیاز الگور   یریگبا بهره  [6]  یسیماتر

مدلیکاوداده  هایروشو   ا  ینیبشیپ   یها ،    جاد یرا 

اکنندیم تفس  طورمعمولبهها  روش  نی.  و    ستندین  ریقابل 

بر هستند اما عملکرد  زمان  اریمرحله آموزش بس   کی  یدارا

  ؛ کنند یم  یسع گرانپژوهشاز  ی، برخنی. بنابرارنددا یخوب

بر مدل زمان آموزش   یمبتن  یهاروش در    زمان آموزش را

 .[7]را کاهش دهند 

 یبندرتبه  ینیبشیپ   یبرا  ی اصل  دهیا  یگ یجاکه همسااز آن 

مشاهده  روش  ،بدون  بر    یمبتن  یمشارکت  لتریف  یهادر 

 محورهیهمسا  یهاعنوان روشها بهروش   نیحافظه است، ا

م سادگ [8]  شوندیشناخته  توض  ی .  مزا  حیو    یایاز 

مبتنلتریف  یهاروش است  یکردن  حافظه  ا  ؛ بر    ن یاما 

پراکندگروش از  م  یبندرتبه   سیاترم   ی ها  ؛  برندیرنج 

  ی چالش اصل  ،فاز آزمون  ی محاسبات   ی دگیچی، پ نیبر اعلاوه

حافظه    یمبتن  لتر یف  ی هاروش  گرید هنگام  از  بر 

 .[9]است  یبرداربهره

حافظه  ی مبتن  هایروش   (MClFRS)  بر 

انجام    ها تمیآ  ایرا بر اساس شباهت کاربران    ییهاینیبشیپ 

پ   دهند،یم دقت  دلآن  ینیبشیاما  به    ی پراکندگ  لیها 

 مشکوک است. RM 4ی بندرتبه سیماتر

  کاربر و  𝑚 گر مبتنی بر حافظه با توصیه  هایسامانه

𝑛   رتبه  طورمعمولبه  تمیآ اطلاعات  ذخیره  به برای  بندی 

های فیلتر مشارکتی  نیاز دارند. در الگوریتم 𝑂(𝑚𝑛) فضای

 𝑚 ، بردار ویژگی هر آیتم دارای طول(CF) مبتنی بر آیتم 

با    تم یآبرای محاسبه شباهت بین دو   𝑂(𝑚) است و زمان 

می کسینوس طول  یا  پیرسون  فاصله  از  در  استفاده  کشد. 

الگوریتم[5] یک   ، CF  به جدیدی  معیار  اساس  بر  کارآمد 
 

4 Rating Matrix (RM) 
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پیشنهاد شده که  M (MDنام فاصله تفاوت بین   عنوانبه( 

رتبه میمیانگین  تعریف  آیتم  دو  مرحله  بندی  در  شود. 

میانگین  سازه یاول و  بندرتبهی،  کرده  محاسبه  را  اقلام  ی 

بردار ذخیره    هاآن  به فضای  کندیمرا در دو   𝑂(𝑚) که 

الگور  فیرا تعر  Mفاصله    ،[5]  مقاله  .نیاز دارد   تم یکرده و 

MBR   پ استکر  شنهادیرا  فاصله  ده   .M  و    اریبس ساده 

از    یطور قابل توجهبه  MBR  تمیالگور   های روشکارآمدتر 

بزرگ    اسیدر مق  ایپو  یها داده  یبرا  ن،یبنابرا  ؛موجود است

الگور  سهیمناسب است. در مقا ال  یهاتمیبا   تمیگورموجود، 

MBR داده استاز خود نشان  یدقت خوب زین. 

بالا   توضیحات  از    توانیم با  نتیجه گرفت که، یکی 

که   RS، هاکنندهه یتوصانواع    نیترموفق هستند  هایی 

، تفاوت  آیتمدو    یبرا  MDمقدار  هستند.    1مبتنی بر فاصله

در  آن  یبندرتبه   نیانگیم  نیب مجهول  مقدار  هر  است.  ها 

RM  ی هاتمیآ  شتریاز ب  یگروه  یبندرتبه  نیانگیبرابر با م  

م فرض  اساس    ،شودیمشابه  بر  شباهت  آن  در    MDکه 

است.    فیتعر از    یی هاRSشده  م  MDکه    کنند یاستفاده 

را   تم یشباهت دو آ  رایز  ، [6]ستند  ه  هیاز بق  ترعیسر  اریبس

تجز با  تحل  هیتنها  م  لیو  محاسبه  اسکالر  مقدار  ،  کندیدو 

دو بردار    دی منظور با  نیا  یبرا  گرید   یهاکه روش  یدر حال

تجز تحل  هیرا  این    کنند.  لیو  پیشنهادی  روش  از  هدف 

رویکرد   بر  مبتنی  که  است  روشی  ارائه  است.    MDمقاله 

ارائه واقع  در روش  روش  مزایای  همه  مقاله  این  در  شده 

بر   ترکیب    MDمبتنی  با  توانسته  و  دارد  رویکرد    سهرا 

نوآوری  ببرد.  بین  از  نیز  را  روش  این  معایب  مناسب، 

 ه است: زیر تشریح شد صورتبهاساسی این مقاله 

ا بر    مقاله  نیدر  مبتنی  رویکرد  عنوان  MDیک   با 

RSMD  ترکجادیا با  شده   ریز  یکردهایرو  بیشده  ارائه 

  آیتم   یبندرتبه  انس یو وار  نیانگیاست: )الف( استفاده از م

وبه با    یهاتمیآ  نییتع  یبرا  آیتم   یهایژگیعنوان  مشابه 

KNN  م  یمبتن از  استفاده  )ب(  کالا.  وار  نیانگیبر    انس یو 

به  یبندرتبه  وکاربر  برا  یهایژگیعنوان   نییتع  یکاربر 

با   مشابه  کاربر؛    یمبتن  KNNکاربران  از  )بر  استفاده  ج( 

م   ی بندرتبه   قیتلف  یبرا  یوزن  نیانگیفرمول 

 .  جمعی ریادگی . )د( استفاده از هیهمسا  یهاتم یکاربران/آ

ها  RSبر    یامقدمه  یمقاله، بخش بعد  نیدر ادامه ا

.  دهدی( ارائه مکنندیاستفاده م   MDکه از    یموارد  ژهیو)به

م  یشنهادیپ   RS  3بخش   ارائه  بخش  دهد یرا    ج ینتا   4. 

دادهانجام  یهایابیارز مجموعه  با  ارائه   یواقع   یهاشده  را 

 . باشدیمی ریگجه ینت شامل مقاله  یی و بخش نها دهدیم
 

1 M-distance (MD) 

 و کارهای مرتبط پژوهشادبیات  -2

مع ضر  یمختلف  یارهایاز  و   رسونیپ   یهمبستگ  بی مانند 

کس  نیترکینزد  نییتع  یبرا   توانیم  نوسیتشابه 

کرد.    گانیهمسا   های سامانه  نیترکینزد-Kاستفاده 

  رسون یپ   یهمبستگ  بیمحور که از ضرهیهمساشده  توصیه 

و    P-kNN  بیترت، بهکنندیاستفاده م  نوسیو شباهت کس

C-kNN  از    یبررس  کی.  [10,11]  شوند یم  ده ینام جامع 

منتشر شده    ی تازگبه  تیک ارمش  لتریف  یاقدامات شباهت برا

ضر  [12]است   مانند  شباهت  مختلف  اقدامات    بیکه 

همبستگرسونیپ   یهمبستگ ضرنوسیکس  ی،    ب ی، 

ضر[13]محدود    رسونیپ   یهمبستگ  یهمبستگ  بی، 

فاصله    معیار و    [13]  دی گموئیس  تابعبر    یمبتن  رسونیپ 

   .کند یم سهیرا مقا ینکوفسکیم

 UBClFRS)2(بر کاربر    یمبتن  یمشارکت  یلترهایف

ف )   یمبتن  یمشارکت  یلترهایو  کالا  دو    ،(3IBClFRSبر 

دقت    توانندیهستند که م   هیو توص  ینیبشیروش ساده پ 

قبول ارائه دهند.    یقابل  شکل،    نیتردر ساده  IBClFRSرا 

 آیتم  k  یبندرتبه  نیانگیکالا را بر اساس م  کی  یبندرتبه 

ب پ   یبندرتبه   نیشتریبا  ا  ،کند یم   ینیبشی مشابه    ن یکه 

باشدزمان  ند آیفر  کی  تواندیمموضوع   ا[14]  بر  در    ن ی. 

 ای  نوسیمانند تشابه کس  یی ارهایبا مع  آیتمروش، تشابه دو  

در  شودیم  یریگاندازه  رسونیپ   یهمبستگ یک  ،  [15]. 

  ه یبهبود صحت توص   یبراجدید  شباهت    یریگاندازهروش  

( ارائه شد.  4NUCS)   دیکاربر جد  یاندازحل مشکل راهدر  

ا به  نیدر  تجربکار،  اندازه  یطور  که  داده شد    یریگنشان 

و   نوسیاقدامات مشابهت مانند هم کس  ریاز سا  یشنهادیپ 

م  رسونیپ   یهمبستگ عمل  در  کند یبهتر  روش [16].   ،

فبه  یدیجد مشارکت لترینام  )   یکردن  (  5RClFRSمعکوس 

  k  نیترکینزد  افتنیشامل    RClFRSشد.    شنهادیپ 

دارا  گانیهمسا پ   یبند رتبه   یاقلام  سپس    ی نیبشیو 

رتبه  یکالا  یبندرتبه  مشابه  یبند بدون  اساس   نیتربر 

بهبود دقت،    یاست. برا  نخستموجود در مرحله    یهاتمیآ

ها را  و آن  یینادرست را شناسا  یهایبندرتبه   تمیالگور  نیا

پ  م  ینیبشیاز  اکند یخارج  بسی.  روش  از   ترع یسر  ارین 

RClFRS  معموللتریف ز  یکننده مشترک   شهیهم  رایاست 

 بدون رتبه است. یها تم یکمتر از آ ازیامت یدارا آیتم

 

2 User-based Collaborative Filtering RS 
3 Item-based Collaborative Filtering RS 
4 New User Cold-Starting 
5 Reversed Collaborative Filtering RS 
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)  یمبتن  ClFRS  یهاروش حافظه  (  1MClFRSبر 

، اما  کنند یم   ینیبشیپ   هاتمیآ  ا یبر اساس شباهت کاربران  

ماترپراکنده  لیدلبه صحت  RM)   یبندرتبه   س یبودن   ،)

در  آن  ینیبشیپ  است.  مشکوک  ا[17]ها  با    فیتعر  نی، 

  ی نیبشیاز سه پ   ی وزن  یب یعنوان ترکبه  یی رتبه نها  فیتعر

رتبه اساس  رتبه  یبندبر  مشابه،    ی هاتمیآ  یبندکاربران 

رتبه و  مشابه،   یهاتمیآ  یبندمشابه  کاربران  توسط  مشابه 

 . افتیبهبود 

مع[18]در    یبرا  2MDنام  به   یدیجد  اری، 

دو    یبرا   MDارائه شد. مقدار    هاتمیشباهت آ  یریگاندازه

ب  آیتم فرض  ا  هاآن   یبندرتبه  نیانگیم  نیتفاوت  ست. 

در    شودیم ناشناخته  مقدار  هر  م  RMکه  با    ن یانگیبرابر 

آ  یگروه  ازیامت که در آن شباهت   ،مشابه است  یهاتمیاز 

اساس   است.    فیرتع  MDبر  از    یی هاRSشده    MDکه 

  را ی، ز[19]هستند    هیاز بق  ترعیسر  اریبس  ،کنند یاستفاده م

  آیتم ، شباهت دو  اسیتنها دو مقدار مق  لیو تحل  هیبا تجز

م محاسبه  درکندیرا  براروش  ریسا  که یحال،    ن یا  یها 

 کنند.  لیو تحل هیدو بردار را تجز دیمنظور با

SORS    از استفاده   یخط  ونیرگرس  کیشامل 

است. در    RMناشناخته در    ریمقاد   ینیبشیپ   یبرا  میمستق

ا  یا، فرم گسترده[20] ا  نیاز  ارائه شد.   تمیالگور  نیروش 

برا چند  یابتدا  کاربر  پ   هیهمسا  نیترکی نزد  نیهر   دایرا 

)کار  کندیم دارند  را  کاربر  آن  به  شباهت  آستانه   بران که 

داشته باشند(،    یمتفاوت  گانیتعداد همسا  توانندیمختلف م

رتبه اقلام  اساس  یبندسپس  بر  فقط  را  کاربر  هر  نشده 

قبلمشخص  گانیهمسا  نیترکینزد مرحله  در    ی شده 

داده کل  میرتبه  ها( )برخلاف  نسخهکندبندی    ی ها. 

که اطلاعات کاربر    یی هابرنامه  یبرا 3SORSs [21]  یشیافزا

 ند. هست ترمناسب ،شوندیم لیتکم یطور دائمبه آیتم  ای

عنوان  یروش  در تحت  4  که 
MCOCR   شناخته

مورد   یهاتمیمشترک و آ  قیکه علا  ی، ابتدا کاربرانشودیم

سپس    ؛ رندیگیعلاقه خود را دارند در همان خوشه قرار م
 

1 Memory-based ClFRS 
2 M-distance 
3 The Slope-One RSs 
4 Multiclass CoClustering RS 

هر    یهاتمیکاربران و آ  یرو   یصورت تکراربه  ClFRS  کی

 . [22] شودیخوشه انجام م

هر  ClFRSخلاف  بر که  امت  آیتم،  اساس   ازات یبر 

دداده کاربران  توسط  ،  شودیم   یبندرتبه   گریشده 

)   یمبتن  یمحتوا کردن  فیلتر محتوا  شامل  5CBFRSبر   )

علاقه    زانیها و مآن  یهایژگ یبر اساس و  هاتمیآ  یبندرتبه 

  یی توانا CBFRS تی. مز[23]است  هایژگیو نیکاربران به ا

پ آن  در  به    زانیم  ی نیبشیها  کاربر  بدون    تم یآ  کیعلاقه 

کاربران به   ر یشده توسط ساداده ازاتیامت یآوربه جمع ازین

 یبرا  CBFRS، از  [24]ارائه شده در    RSاست. در    تمیآن آ

م  ClFRS  شیافزا بهشودیاستفاده  دق.  اترق یطور    RS  نی، 

امت همچنداده  ازاتیاز  و  مشابه  کاربران  توسط   نی شده 

و  هعلاق به  م   تم یآ  یهایژگ یکاربر  بر    کند یاستفاده  که 

  ها تمیآ  ریکاربر به ساشده توسط آن  داده  یبنداساس رتبه 

 . شودیم نییتع

  تم یکاربر به آ  ا یآ  که نیا  ینیبشیها، پ RS  شتریب  در

 کیعنوان  به  تواندی، مریخ   ایمند است  علاقه  یشنهادیپ   ای

)  یبندمسئله طبقه   یریگمیتصم  لهأ مس   ا ی(  PWCPجفت 

ا6PWDMP)دو  بهدو با  شود.  مدل  از   نی(  استفاده  حال، 

تصمأ مس ما    7TWDMP  [27-25]  گانهسه   یریگمیله  به 

  دودویی   میانتخاب سوم را خارج از تصم  کی  دهدیامکان م

توص  ای  هیتوص نظر    آیتم   کی  هیعدم  در  خاص  کاربر  به 

بهمیریبگ د .  اگریعبارت  درصورت  نی،  فقط  که یروش 

را به   آیتم  ک یاز علاقه کاربر داشته باشد،    یادیز  نانیاطم

 یادیز  نانیاگر اطم   صورتنیرای. در غ کندیم  هیکاربر توص

. در  کندینم  هیرا توص  آیتمنداشته باشد، آن    کاربراز علاقه  

گزصورتنیرایغ  م  نهی،  نظارت   تواندیسوم  درخواست 

 .[28]از کاربر باشد  شتریب

8(  یسیماتر  یفاکتورها  در
MFRS(  [29]  ،

آ  یهایژگیو و  کاربران    نییتع  یاگونهبه  ها تمی نهفته 
داخل  شودیم محصول  و  یکه  و    ی ژگیبردار  کاربر  پنهان 

داده شده کاربر به آن    ازی ، با امتآیتم  ک ینهان    یژگیبردار و

در    آیتم باشد.  و[30]برابر  استخراج  از  پس    ی هایژگی، 
بردار    نیماش  کیاز     ، (MF)   سی دست آمده از ماتربه  هنهفت
کاربر    /مورد  یبندطبقه   ی برا  [31]( مدل  SVM)  بانیپشت

 

5 Content-based Filtering RS 
6 Pairwise Decision-Making Problem 
7 Triple-Wise Decision-Making Problem 
8 Matrix Factorization RSs 
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،  [32]ارجح استفاده شد. در    ریبه دو دسته مورد نظر و غ 
عم  کی برا  قیشبکه    ی هاه یتوص  شیافزا  یکانولوشن 

MFRS نیاستفاده شد. نقش شبکه کانولوشن در ا MFRS  
و  لیسهت نظرات   یهایژگیاستخراج  اساس  بر  اقلام  نهفته 

کارشناسان  نوشته  توسط  آن   انیمشتر  ایشده  مورد  ها  در 
 است.

موفق  یکی توص  نیتراز  روش کنندگانهیانواع   ،  
RSMD  مقاله    نیاست. در اRSMD  ب یشده با ترک  جادیا  

  ن یانگیارائه شده است: )الف( استفاده از م  ریز  یکردهایرو
وار وبه  آیتم   یبندرتبه  انسیو    ی برا  آیتم   یهایژگیعنوان 
با    ی هاتمیآ  نییتع )ب(    یمبتن  KNNمشابه  کالا.  بر 

م از  وار  نیانگیاستفاده  به  یبندرتبه   انس یو  عنوان کاربر 
برا  یهایژگیو با    نییتع  یکاربر  مشابه    KNNکاربران 

 یبرا  ی وزن  نیانگیج( استفاده از فرمول م)بر کاربر؛    یمبتن

. )د( استفاده از  هیهمسا  ی هاتم یکاربران/آ  یبندرتبه   قیتلف
انجام شده با سه مجموعه داده    یهایابی. ارزجمعی  ریادگی

م  یواقع م  دهدینشان  در  ،  یشنهادیپ   یهاروش   انیکه 
EVMBR    وEWVMBR  از استفاده    جمعی  یریادگی، که 

دقکنندیم دق  نیترقی،  پ   نیترقیهستند.  ، یشنهادیروش 
EWVMBR  ،م  سیتا    بیست مطلق    ی خطا  نیانگی درصد 

س  یکمتر به  اجرا،   MBR  ستمینسبت  زمان  نظر  از  دارد. 
  ار یهستند و بس MBRبا   سهیقابل مقا یشنهادیپ  یهاروش
تکن  ترع یسر توص   slope-one  کیاز   KNN  کنندگانه یو 

 هستند.   رسونیو پ  نوسیبر کس یمبتن
 

 ی پیشنهادیهاروش  -3

هشت    نیا  در   MBRبر    یمبتن  یشنهادیپ   سامانهمقاله 
ا است.  شده  ترک  هاسامانه  نیارائه  از  استفاده    بات یبا 

 :اندافتهیتوسعه  ریز یکردهایروو مختلف 
عنوان به  هاتمیآ  یبندرتبه   انسیو وار  نیانگیاستفاده از م  •

در رویکرد  مشابه    یهاتمیآ  افتنی   یبرا  تم یآ  یهایژگیو
 های همسایهتمیآنزدیکترین 

عنوان به  انکاربر  یبندرتبه   انسیو وار  نیانگیاستفاده از م  •
برا  یهایژگیو در رویکرد  کاربران مشابه    افتنی  یکاربر 

 نزدیکترین کاربران همسایه
م  • فرمول  از    ی بندرتبه   قیتلف  یبرا  یوزن  نیانگیاستفاده 

 ه یهمسا یهاتمیآ کاربران/
 جمعی ریادگیاستفاده از  •
 

 نمایش ماتریس  -1-3
عنوان هر دو به  ها تمیکاربران و آ  س، یماتر  یدر فاکتورساز

در    یبردارها   ℝ𝑘مشترک،    یعدبُ   k  یفضا  کیپنهان 

بردار    کیعنوان  به  𝑖کاربر    کهیطوربه  شوند،ینشان داده م

𝑢𝑖پنهان   ∈ ℝ𝑘    آیتم و  𝑗  پنهان   کیعنوان  به بردار 

𝑣𝑗 ∈ ℝ𝑘  کاربر    ایآ  کهنی ا  ی نیبشی. پ شودینشان داده م
𝑖  آیتم  𝑗    ن یب  یضرب درونبا حاصل  ر،یخ  ایرا دوست دارد 

آن  یهاییبازنما 𝑟𝑖𝑗ها،  پنهان  = 𝑢𝑖
𝑇𝑣𝑗  م .  شودیارائه 

فاکتورساز  یبرا از  کردن  لتر یف  یبرا  سیماتر  یاستفاده 

آ  یهاشینما  ،یمشارکت   ک یبا    دی با  هاتمینهفته کاربران و 
رتبهمشاهده  س یماتر از  شوند.  هایبندشده   آموخته 
برای    سیماتر  یفاکتورسازنمایش    ( 2و    1)  هایشکل را 

 . دهندیمنشان  MovieLens100kمجموعه داده 
 

 
داده  برای مجموعه سی ماتر یفاکتورساز: نمایش (1-شکل)

MovieLens100k 
(Figure-1): Demonstration of matrix factorization for the 

MovieLens100k dataset 

 
برای   MBRدر روش  سی ماتر یفاکتورساز(: نمایش 2-شکل)

 MovieLens100kداده مجموعه

(Figure-2): Demonstration of matrix factorization in the 

MBR method for the MovieLens100k dataset 

 

 MBRروش  -2-3
RSاز    یی ها م  MDکه  اساس    کنندیاستفاده    KNNبر 

آ که  م  ی هاتمیهستند  از  استفاده  با    ازیامت  ن یانگیمشابه 

  شوند یم  یی آن شناسا   یژگیعنوان وبه  آیتم به هر  شده  داده

ا[33,34] در  م  نی.  معادله    𝑥  آیتم  ازیامت  نیانگی روش،  با 

 : شودیم نیی( تع1)
 

(1) 𝑅̅:𝑥 =
∑ 𝛿(𝑅𝑖𝑥)𝑢

𝑖=1

∑ 𝜋(𝑅𝑖𝑥 ≠ 𝑈𝑛𝑘𝑛𝑜𝑤𝑛)𝑢
𝑖=1
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ة پ
مان

سا
ی 

دة
هن

دد
ها

شن
 

رک 
ت

بی
 ی

ک
کم

با 
 

ار
و

ی
س

ان
 

به
رت

د 
بن

 ی
لام 

اق
 

آن   در  جدول    𝑢که  در  کاربران  است  آیتم/تعداد  کاربر 

به    𝑖شده توسط کاربر  داده  ازیامت  𝑅𝑖𝑥  (RM  عنوان مثال)به

ندهد    یبندرتبه  چیه  𝑥  تم یبه آ  𝑖است )اگر کاربر    𝑥  آیتم

𝑅𝑖𝑥  ستیمشخص ن)،  𝑅̅:𝑥  تمیشده به آداده  از یامت  نیانگیم  

𝑥    ،است𝛿(𝑦)    معادله معادله    𝜋(𝑦)و    (2)در    ( 3)در 

 : شودیم فیتعر
 

(2) 𝛿(𝑦) = {
𝑦 𝑦 ≠ 𝑈𝑛𝑘𝑛𝑜𝑤𝑛

0 𝑜. 𝑤.
 

(3) 𝜋(𝑦) = {
1 𝑦 = 𝑡𝑟𝑢𝑒

0 𝑜. 𝑤.
 

 

MD  یهاتمیآ  یبرا  𝑥1    و𝑥2    محاسبه   ( 4)مطابق با معادله

 . شودیم
 

(4) 𝑀𝐷(𝑥1, 𝑥2) = |𝑅̅:𝑥1
− 𝑅̅:𝑥2

| 
 

الگور  RSMDکد  شبه  برا  (1)  تمیدر  است.  شده   یارائه 

کاربر    یارتبه  ینیبشیپ  به    𝑖که  است  بدهد    𝑥  آیتمقرار 

مثال  )به   آیتم   نیترمشابه  تمیالگور  ن یا،  (𝑅𝑖𝑥عنوان 

کاربر    𝑥  هیهمسا توسط  که  است   یبندرتبه   𝑖را  شده 

م حداقل  کندیجستجو  اگر  ا  هیهمسا  کی .    نمونه   نیاز 

باشد،   داشته  مبه   𝑅𝑖𝑥وجود    آیتم   یبندرتبه  نیانگیعنوان 

کاربر    هیهمسا غ شودیم  میتنظ  𝑖توسط  در  ، صورتنیرای. 

𝑅̅:𝑥  کاربران  داده  ازیامت  نیانگیمعنوان  به توسط  شده 

 : گریعبارت د . بهشودیم  داده  متفاوت  یهاتمیآبه  مختلف
 

(5) 𝑅̂𝑖𝑥

= {

∑ 𝜋(𝑚𝑑𝑖𝑘 ≤ 𝛿)𝑘 𝑅𝑖𝑥

∑ 𝜋(𝑚𝑑𝑖𝑘 ≤ 𝛿)𝑘

∑ 𝜋(𝑚𝑑𝑖𝑘 ≤ 𝛿)

𝑘

≥ 1

𝑅̅:𝑥 𝑜. 𝑤.

 

𝑅̂𝑖𝑥   است که کاربر  شدهینیبشیپ   یبندرتبه 𝑖   قرار است به

 بدهد.  𝑥 آیتم
 

Algorithm 1: Pseudo Code of RSMD [5] 
Inputs:  

𝛿: Neighborhood threshold 

𝑠: User-item table 

𝑚: Number of items 

𝑢: Target user index 

𝑖: Target item index 
Outputs: 

𝑝𝑢𝑖: Predicted rating of item 𝑖 by user 𝑢 
----------------------------------------------------- 

/* Step 1: Determine the neighbors of item 𝑖 */ 

𝑛𝑏 = 0 // Number of neighbors of item 𝑖 
𝑛𝑏𝑠𝑢𝑚 = 0 // Sum of ratings given to the neighbors 
of item i  

for 𝑘 = 1 to 𝑚 

*/ item 𝑖 cannot be a neighbor of itself  /* 

      if (𝑘 == 𝑖) then 
                          continue 
      endif 
*/any item that is rated 0 cannot be a neighbor/* 

      if (𝑠𝑢𝑘 ==  0) then 
            continue;  
      endif 

𝑚𝑑𝑖𝑘 = 𝑎𝑏𝑠(𝜇𝑖 − 𝜇𝑘) 

      if (𝑚𝑑𝑖𝑘 ≤ 𝛿) then 

                           𝑛𝑏 = 𝑛𝑏 + 1 

             𝑛𝑏𝑠𝑢𝑚 = 𝑛𝑏𝑠𝑢𝑚 + 𝑠𝑢𝑘 

 𝑒𝑛𝑑𝑖𝑓 

𝑒𝑛𝑑𝑓𝑜𝑟 
 
/* Step 2: Predict the rating of item i */ 

𝑖𝑓 (𝑛𝑏 ≥ 1) 𝑡ℎ𝑒𝑛 
 

𝑝𝑢𝑖 =
𝑛𝑏𝑠𝑢𝑚

𝑛𝑏
   

else 

                   𝑝𝑢𝑖 = 𝜇𝑖 

𝑒𝑛𝑑𝑖𝑓 

𝑒𝑛𝑑 
 RSMD: شبه کد الگوریتم (3-شکل)

(Figure-3): RSMD algorithm pseudo-code 

 

 آیتم بر  یمبتن هایروش  -3-3
مRSMDدر   هر  داده  ازاتیامت  نیانگی،  به    آیتم شده 
وبه مشابه    یهاتمیآ  نییتع  ی برا  آیتمآن    یژگیعنوان 

 .  شودیاستفاده م

چند ما  ادامه،  مبتن  نیدر  آ  یروش  ارائه   تم یبر  را 
 روش بنا شده است. نیکه بر اساس ا م یدهیم

 انس ی( استفاده از وار1
ز  از  𝑢  آیتم  یبندرتبه  انسیوار   آورده  دستبه  ریمعادله 
 : شودیم
 
(6 ) 

𝑣𝑖 =   
∑ (𝑠𝑢𝑖 − 𝜇𝑖)

2𝑛
𝑢=1

|{𝑠𝑢i | 𝑠𝑢i ≠ 0,1 ≤ 𝑢 ≤ 𝑛}| − 1
 

 
 

آن   کاربر    ازیامت   𝑠𝑢iکه در  توسط   𝑖  آیتمبه    𝑢داده شده 
رتبه   نیانگی، فرمول مشودیطور که مشاهده م است. همان

نادشودیها داده مرا که مقدار صفر به آن  ینامشخص   ده ی ، 
اردیگیم در  توسط   یارتبه  نیانگیم،  𝜇𝑖  نجای.  که  است 

 .شودیداده م 𝑖  آیتمکاربران مختلف به 

ا  𝑘و    𝑖  یهاتمیآاز    "𝑉𝑀فاصله  ":  فیتعر صورت    نیبه 
 : شودیم فیتعر

 

(7) 𝑣𝑚𝑑𝑖,𝑘 =   abs(𝜇𝑖 −  𝜇𝑘)

+ 𝛼 × 𝑎𝑏𝑠(𝑣𝑖 − 𝑣𝑘) 
 

αکه   ≥   ت یظرف  نیانگینسبت به م  انسیوار  تیوزن اهم  0

 است. تمیآ ی هایژگیعنوان وها بهآن 
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 گانیهمسا  یوزن  یبند( رتبه 2
  ی وزنریغ   نیانگیاساس م  ، رتبه کاربر ناشناخته برMBR  در

براشودیم  نییتع  ه یهمسا  تم یآ  ن یچند  یبندرتبه   ی. 

پ MBRدقت    شیافزا   ن یانگی م  نیا  ،شودیم  شنهاد ی، 

 طوربه  ای ،  شود  نیگزیجا  ی وزن  نیانگی م  کیبا    یوزنریغ 

پ ترقیدق کاربر    𝑖  تمیآرتبه    ینیبشی،  معادله    𝑢توسط  با 

 :محاسبه شود ریز

(8) 𝑝𝑢𝑖

= {

∑ 𝑤𝑘𝜇𝑘{𝑘|𝑣𝑚𝑑𝑖,𝑘≤𝛿}

∑ 𝑤𝑘{𝑘|𝑣𝑚𝑑𝑖,𝑘≤𝛿}

|{𝑘|𝑣𝑚𝑑𝑖,𝑘 ≤ 𝛿}| > 0,

𝜇𝑖 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

 

 

آن   در  𝑤𝑘که  > توسط   𝑘  آیتم  یوزن گوس   0 که   است، 

 :شودمحاسبه می (9)رابطه 

(9) 𝑤𝑘 = exp (
−𝑣𝑚𝑑𝑖,𝑘

𝜎2
) 

 

𝜎پارامتر   >   𝑉𝑀است. هرچه فاصله    ی عرض تابع گوس   0

 𝑘  تمیآ، وزن  (𝑣𝑚𝑑𝑖,𝑘)باشد    شتریب  𝑘و    𝑖  یهاتمیآ  نیب

(𝑤𝑘)    تمیآ  یبندرتبه  ینیبشیدر پ  𝑖  است. پارامتر    شتریب

𝜎  م سهم  کندیکنترل  سرعت  افزا  𝑤𝑘  وزنی   که    ش یبا 

 .ابد ییکاهش م  عیچقدر سر 𝑉𝑀فاصله  

 

 بر کاربر یمبتن  یهاروش  -4-3
  تواند یاست، اما م  تمیبر آ  ی روش مبتن  کی  MBR  اگرچه

طور که در بر کاربر همان  یمبتن  یهاروش  یعنوان مبانبه

 استفاده شود. نیز ،  ه استداده شد حیادامه توض

 انس ی( استفاده از وار1
وارنجایا  در زبه  𝑖  تمیآ  یبندرتبه  انس ی،    ن ییتع  ریشرح 

 : شودیم

(10) 𝜇̃𝑢 =   
∑ 𝑠𝑢𝑖

𝑚
𝑖=1

|{𝑠𝑢i | 𝑠𝑢i ≠ 0,1 ≤ 𝑖 ≤ 𝑚}|
 

 

(11) 
𝑣̃𝑢 =   

∑ (𝑠𝑢𝑖 − 𝜇̃𝑢)2𝑚
𝑖=1

|{𝑠𝑢i | 𝑠𝑢i ≠ 0,1 ≤ 𝑖 ≤ 𝑚}| − 1
 

 

کاربر  /تمیموجود در جدول آ  یهاتمیتعداد آ  𝑚که در آن  

 است.

ا  𝑡و    𝑢  یهاتمیآاز    "𝑉𝑀فاصله  "   :فیتعر صورت   نیبه 

 : شودیم فیتعر
 

(12) 𝑣𝑚𝑑̃𝑢,𝑡 =   abs(𝜇̃𝑢 −  𝜇̃𝑡)

+ 𝛼 × 𝑎𝑏𝑠(𝑣̃𝑢 − 𝑣̃𝑡) 
 

𝛼که   ≥ اهم،  0 م  انسیوار  تیوزن  به    ن ی انگینسبت 

 کاربر است.  ی هایژگیعنوان وها بهآن  تیظرف

 گانیهمسا  یوزن  یبندرتبه بهبود  (  2

با    یوزنریغ   نیانگیمانند قبل، مه،  MBRبهبود دقت    یبرا

  تم یآ  یبند، رتبهنجای. در اشودیم   نیگزی جا  یوزن   نیانگیم

𝑖   توسط کاربر𝑢 شده است: ینی بشیپ   ریبا معادله ز 
 

(13) 𝑝𝑢𝑖

= {

∑ 𝑤̃𝑡𝜇𝑡{𝑡|𝑣𝑚𝑑̃𝑢,𝑡≤𝛿}

∑ 𝑤̃𝑡{𝑡|𝑣𝑚𝑑̃𝑢,𝑡≤𝛿}

|{𝑡|𝑣𝑚𝑑̃𝑢,𝑡 ≤ 𝛿}| > 0,

𝜇𝑢 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

 

 

 

𝑤̃𝑡که  >  است، که: 𝑡کاربر   یوزن گوس  0
 

(14) 
𝑤̃𝑡 = exp (

−𝑣𝑚𝑑̃𝑢,𝑡

𝜎2
) 

 

با   شده ی نیبش یپ  یها یبندرتبه   قی تلف  -5-3

 و کاربر آیتمبر  یمبتن  یهاروش 
م  ین یبشیپ   سامانه  ک ی  یهایخروج کمک   توانیرا  با 

روش شامل استفاده از چند    ن یبهبود داد. ا  جمعی  ریادگی

آرا دستبه  یبرا  ینیبشیپ  نتا  یاهیآوردن  سپس    ج یاز  و 

ا پ   ج ینتا  ن یادغام  ا  یینها   ی نیبشیدر  در  مقاله،    نیاست. 

آ  یمبتن  یهاروش مبتن  تمیبر  در    یو  که  کاربر  بر 

شده  یقبل  یهابخش داده  بهشرح  مؤلفه اند،    ی هاعنوان 

  یی روش، رتبه نها  نی. در اشوندیاستفاده م   جمعی  ریادگی

توسط  زده  نیتخم  یهایبندرتبه  یوزن   نیانگیم هر  شده 

ا در  است.  پ نجایروش  دقت  احتمال  وزن  کننده  ینیبشی، 

داده از  استفاده  با  که  زده    نیتخم  یابیارز  یها است 

 . شودیم

مقاله را   نیدر ا یشنهادیپ ستمیهشت س توانی، مانی پا در

 خلاصه کرد: ریصورت زبه

•  VMBR-Iروش آ  یمبتن  ی:  از  تمیبر  استفاده  شامل  که   ،

  افتن ی  یبرا  هاتمیآ  نیتفاوت ب  اریعنوان معبه  𝑉𝑀فاصله  

  ی وزنریغ   ن یانگیو سپس استفاده از م  هیهمسا  ی هاتمیآ

ناشناس    ینیبشی پ   یبرا  ها تمیآ  ن یا  یبندرتبه  کاربر 

 است. 

•  VMBR-Uبر کاربر، که شامل استفاده از    یمبتن  ی: روش

معبه  𝑉𝑀فاصله   ب  اریعنوان  برا  نی تفاوت   یکاربران 

همسا  افتنی م  هیکاربران  از  استفاده  سپس    ن یانگیو 

برا  نیا  یبندرتبه  یوزنریغ  کاربر    ینیبشیپ   یکاربران 

 ناشناس است.  

•  WVMBR-I  روش وزنی  ا ی  VMBR-Iبر    یمبتن  ی: روش

  ن یتفاوت ب  ار یعنوان معبه  𝑉𝑀که در آن از فاصله    تمیآ
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م  هی همسا  تم یآ  افتنی  یبرا  هاتمیآ و    شودیاستفاده 

م از  استفاده    ها تمیآ  نیا  یبندرتبه  ی وزن  نیانگیسپس 

 . د کن ینیبشیکاربر ناشناخته را پ  یبندتا رتبه شودیم

•  WVMBR-U  یوزنروش    ا ی  VMBR-Uروش   یمبتن  ی: 
از فاصله   تفاوت   اریعنوان معبه  𝑉𝑀بر کاربر که در آن 

برا  نیب همسا  افتن ی   یکاربران  استفاده    هیکاربران 
کاربران   نیا  یبندرتبه   یوزن  نیانگیو سپس از م  شودیم
استفاده   یبندرتبه  ینیبشیپ   یبرا ناشناخته  کاربر 
 . د کنمی

•  WMBR-I  ای  MBR-I  بر اقلام، که    یمبتن  یدار: روشوزن
فاصله   از  استفاده  معبه  𝑀شامل  ب  اریعنوان    ن یتفاوت 

از    ه یهمسا  تم یآ  افتنی  یبرا  هاتمیآ استفاده  سپس  و 
  ی نیبشیپ   یبرا  هاتمی آ  نیا  یبندرتبه  یوزن   نیانگیم

خود    MBRکاربر ناشناخته از آنجا که    یبنداست. رتبه 
مبتن  کی آ  یروش  ا  تمیبر  در  به    MBR-I،  نجایاست، 

MBR اشاره دارد. یاصل 
•  WMBR-U  ا ی  MBR-U   روشیوزن کاربر،    یمبتن  ی:  بر 

فاصله   از  استفاده  شامل  معبه   𝑀که  تفاوت   اریعنوان 
برا همسا  افتن ی   یکاربر  از    هیکاربر  استفاده  سپس  و 

برا   نیا  یبندرتبه  ی وزن  نیانگیم   ی نیبشیپ   یکاربران 
 است. 

•  EVMBR  ا ی  VMBR  بر کاربر، که    ی مبتن  ی: روشجمعی
فاصله   از  آن  معبه  𝑉𝑀در  ب  اریعنوان    ن یتفاوت 

  ه یهمسا  یهاتمیآکاربران/   افتنی  یبرا  هاتم یآکاربران/
  ن یا  یبندرتبه   یوزنریغ  نیانگیو سپس م  استفاده شده 
برا ناشناخته   یبندرتبه  ی نیبشیپ   یکاربران  کاربر 
 . شودیاستفاده م

•  EWVMBR  ای  WVMBR  روشجمعی بر    یمبتن  ی: 
  ن یتفاوت ب ار یعنوان معبه 𝑉𝑀کاربر، که در آن از فاصله  

  هیهمسا  یهاتمیآکاربران/   افتنی  یبرا  ،ها تم یآکاربران/

م م  شودیاستفاده    ن یا  یبندرتبه   یوزن  نیانگیو سپس 
کاربر    یبندرتبه  ین یبشیپ   یبرا،  ها تم یآکاربران/

 . شودیم هناشناخته استفاد
 

جمعی    -6-3 با   EWVMBR-Gروش  وزنی 

   گوسین کامل کوواریانس ترکیبی مدل
  ی گاوس  عیتوابع توز  یخط  بیبه ترک  یگاوس  آمیخته  مدل

دارد.   اشاره  نوع    تواندیم  𝐺𝑀𝑀1متعدد  هر  با  متناسب 
که    یعیتوز موارد  یبرا  طورمعمول بهباشد  که    یحل 
مختلف است،    عیتوز  نیمجموعه شامل چند  کی  ی هاداده

 . ردیگیمورد استفاده قرار م
 

1 Gaussian Mixture Model 

• EWVMBR-G بر کاربر، که در آن   یمبتن ی: روشجمعی
  ، هاتم یآکاربران/  نی تفاوت ب  اریعنوان معبه  𝑉𝑀از فاصله  

و    شودیاستفاده م  هیهمسا  ی هاتم یآکاربران/  افتنی  یبرا
م بر    هاتم یآکاربران/  نیا  یبندرتبه  یوزن  نیانگیسپس 

مدل   یبرا،  گوسین  کامل   کوواریانس   ترکیبی  اساس 
استفاد  یبندرتبه  ینیبشیپ  ناشناخته    . شودیم  هکاربر 

یک مدل بسیار    گوسین،  کامل   کوواریانس  ترکیبی  مدل
 :شودیم فیصورت تعر نیبه ا منعطف است که

(15) 𝑝(𝑥) =
1

√2𝜋𝜏
𝑒

−0.5(
𝑥−𝜇
𝑣̃𝑢

)2

= 𝑁(𝜇 − 𝑣̃𝑢
2) 

توسعه مانند  شکل  تصادفی  بردار  برای  رابطه  این   𝑥یافته 

 زیر است:  صورتبه

(16) 
𝑝(𝑥) =

1

√2𝜋
𝐷 2⁄

|𝛴|1 2⁄
𝑒−0.5(𝑥−𝑣̃𝑢)𝑇𝛴−1(𝑥−𝜇) 

رابطه   این  در  تصادفی،    𝑥که  میانگین    بردار  بردار 

و   تصادفی  متغیرهای    متغیرهای  کوواریانس  ماتریس 

 تصادفی است.  

 

 و نتایج تجربی  هاشیآزما -4
ا نتا  نیدر  و    یشنهادیپ   یهاروش  یابیارز  ج یبخش 

با    یهاسهیمقا شده  نزدMBR  [18]انجام    ن یترکی، 

نزد(P-kNN)  گان یهمسا بر    یمبتن  گانیهمسا  نی ترکی، 

روش[19]   (C-kNN)نوس یکس و   slope-one   [20 ]یها، 

است شده  دادهارائه  مجموعه  استفاده    یواقع  یها.  مورد 

  943با    MovieLens100kمجموعه داده    ی،ابیارز  نیا  یبرا

و   داده  لم یف  1682کاربر  مجموعه   ،DouBan    2965با  

و   داده    لم یف  39695کاربر  مجموعه  با    EachMovieو 

ارز  لمیف  1628کاربر و    72916 از   ها یابیاست.  با استفاده 

  ت یگابایگ  12،  گاهرتزیگ  1/3با پردازنده    یشخص  انهیرا  کی

 ت.انجام شده اس 10 ندوزیعامل و ستمیحافظه و س

رقیب هاروشدیگر  با    یشنهادیپ   یهاتم یالگور ی 

  ی، بندرتبه ی نیبشیعملکرد در پ  ی ارهایاند. معشده یابیارز

)   ی خطا  نیانگیم و خطا MAEمطلق    ات مربع  ن یانگیم  ی( 

(RMSE  )( 1)جدول    در  . هستند  ،MAE  ی هاروش  

)   نیبهتر  یبرا  یشنهادیپ  آستانه  روشδمقدار  با    ی ها( 

بهتر  سهیمقا  گرید پررنگ  اعداد  است.    ج ینتا  نیشده 

 هر مجموعه داده است. یآمده برادستبه

نشان داده شده است،    (1)طور که در جدول  همان

  ن یکمتر  EWVMBR-Gداده، روش  هر سه مجموعه   یبرا

ب  MAE  زانیم در  دارد.    یشنهادیپ   یهاروش  نیرا 
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برانیهمچن مجموعه  ی،  سه  روشهر  همه    ی هاداده، 

روش   یکمتر   یخطا  یدارا  یشنهادیپ  به    ی هانسبت 

MBR   ،P-kNN   ،C-kNN    وslope-one   هستند. بسته به

روش  دادهمجموعه    سی تا    بیستتوانسته    EWVMBRها، 

 دست آورد.به  MBRاز  ترنییپا  MAEدرصد 

 RMSE مقدار    نی بهتر  یبرا  یشنهادیپ   یهاروشδ 

طور که مشاهده  نشان داده شده است. همان  (4)  شکلدر  

براشودیم روش  یهامجموعه   ی،    ، EVMBRی  هاداده، 

EWVMBR    وEWVMBR-G  نیکمتر  دارای  RMSE   در

براهستند  یشنهادیپ   ی هاروش  نیب سه   ی.  هر 

  ی خطا  یدارا  VMBR-Iها همراه با  روش  نی، ادادهمجموعه 

و    MBR   ،P-kNN   ،C-kNN  یهانسبت به روش   یکمتر

slope-one  داده مجموعه  به  بسته  روشهستند.  ی  هاها، 

EVMBR  ،  EWVMBR    وEWVMBR-G  بیست تا    ده 

 اند.داشته  MBRاز  ترنییپا RMSEدرصد 
 

 
 ی مختلف هاروش  RMSEارزیابی مقدار (: 4-شکل)

(Figure-4): RMSE of the evaluated methods 
 ی مختلفها روش   MAE: ارزیابی مقدار  ( 1-)جدول

(Table-1): MAE of the evaluated methods 
Method MovieLens100K DouBan EachMovie 

P-kNN 0.8363 0.7089 0.2277 

C-kNN 0.7487 0.6366 0.1980 

Slope-one 0.7421 0.5902 0.2900 

[35] 0.6214 0.6137 0.1477 

[36] 0.6971 0.5740 0.1398 

[37] 0.7741 - - 

[38] 0.6733 - - 

MBR 0.7389 0.5869 0.1933 

VMBR-I 0.6702 0.5296 0.1410 

VMBR-U 0.7062 0.5794 0.1503 

WMBR-I 0.6175 0.4673 0.1294 

WMBR-U 0.6572 0.5119 0.1437 

WVMBR-I 0.6165 0.4637 0.1294 

WVMBR-U 0.6565 0.5116 0.1435 

EVMBR 0.6519 0.5310 0.1415 

EWVMBR 0.5970 0.4636 0.1292 

EWVMBR-G 0.5893 0.4612 0.1258 

 

  را با شده  یابیارز  هایروش  یزمان اجرا  (2)جدول  

گرفتهمقدار    نیبهتر نظر  پارامتر  در  برای  نشان    δشده 

هماندهدیم ا.  در  که  به  نیطور  داده  جدول  نشان  وضوح 

برا است،  مجموعه   یشده  سه    ا ی  VMBR-Iداده،  هر 

VMBR-U  ی اند. روش مبتنزمان اجرا را داشته   نیترکوتاه  

کاربر   برا  نیکمتر  VMBR-Uبر  را  اجرا    ی زمان 

داشته و    DouBanو    MovieLens100Kهای  دادهمجموعه 

مبتن آ  یروش  را   نیترکوتاه  VMBR-I  تمیبر  اجرا  زمان 

ا  EachMovie  دادهمجموعه   یبرا است.  داده    ن ینشان 

م را  اجرا  زمان  در  ا  توان یتفاوت  تفاوت  مجموعه    نیبه 

نسبت   ها تمیها از نظر نسبت تعداد کاربران به تعداد آداده

،  DouBanو    MovieLens100K  یهاداده  مجموعهداد. در  

آ از  کمتر  مجموعه  هاتمیکاربران  در  اما  داده هستند، 

EachMovie  ب کاربران  تعداد  آ  شتری،  موجود    یهاتمیاز 

ا از  برارونیاست.  داده    ی،  )با    EachMovieمجموعه 

  ی هاتمیآ  نیترکینزد  افتنی (،  تمیآ  1628کاربر و    72916

همسا  نیترکی نزد  از  ترعیسر  اریبس  هیهمسا   هیکاربران 

-VMBRبا    گانیهمسا  نیترک ینزد  نییتع  یبرا  رایاست، ز

I  فاصله ،𝑉𝑀  محاسبه    د یبا  هاتمیآسایر  هدف از    تمیآ  بین

برا اما  فاصله  VMBR-U  یشود،   ،𝑉𝑀  و    نیب کاربر هدف 

با  ریسا ب  تنها  شود.   نییتع  د یکاربران  و    MBR  ن یتفاوت 

VMBR-I  وار از  بر  علاوه  ها تمیآ  یبندرتبه   انس یاستفاده 

  رود ی، انتظار منیاست. بنابرا  ریها در روش اخآن  نیانگیم

داشته   MBRنسبت به    یشتریمدت زمان ب  VMBR-Iکه  
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ا  ( 2)اما جدول  ،  باشد م  ن یعکس  نشان  در  دهد یرا  زیرا   ،

مطلوب  از    VMBR-I  روش   استفاده  اجرا  حین  δمقدار 

مطلوب  است.  شده   بود    VMBR-I ،  0.001  یبرا  𝛿مقدار 

ی  کمتر  هیهمسا  تمی، آنیبود. بنابرا  MBR   ،0.002یاما برا

به    VMBR-Iدر   پ   MBRنسبت  شرکت    ی نیبشیدر 

اجرااه داشت زمان  به  منجر  که    VMBR-Iتر  کوتاه  یند، 

 . شودمی MBRنسبت به 

 

 ( هی)ثان شده یابیارز   یهاروش  یاجرا زمان :(2-جدول)
(Table-2): Runtime of the evaluated methods (in seconds) 

Method MovieLens100K DouBan EachMovie 

P-kNN 410.2365 120765.6565 21087.7639 

C-kNN 399.6544 118654.7629 20546.6532 

Slope-one 397.2097 117233.7626 20351.6334 

[35] 4.3344 9765.2024 3232.5632 

[36] 4.8934 9234.3250 8113.7501 

[37] 3.3250 - - 

[38] 4.5634 - - 

MBR 2.3885 6543.0187 1072.4803 

VMBR-I 0.5260 4040.3133 106.7081 

VMBR-U 0.2961 66.5703 584.4321 

WMBR-I 3.1222 8569.7917 1271.8774 

WMBR-U 3.0339 835.3166 7145.0752 

WVMBR-I 2.9670 4755.3064 1232.4631 

WVMBR-U 3.2888 814.72806 7113.4829 

EVMBR 0.6877 4093.5993 709.9855 

EWVMBR 6.5287 9444.0830 8374.5360 

EWVMBR-G 6.8901 9546.0932 8560.5500 
 

به    WVMBR-Iاز    MAE  تیحساس  (5)شکل  

برا  𝛿مقدار   نشان    Movielens100kداده  مجموعه   یرا 

ادهدیم در  شد. مشاهده    میتنظ  4−10  به  𝛿،  یاب یارز  نی. 

حال،   نی. با اابد ی یکاهش م  δ ،MAE ش یکه با افزا شودیم

ن  𝛿  ریمقاد زمان  زیبالاتر  به  است   تریطولان  یهامربوط 

ز6)شکل   ب  بهمنجر    رای(،  در    گانیهمسا  شتریمشارکت 

روششودیم   ینیبشیپ  در  ،   MBRمانند  یوزنریغ   ی ها. 

VMBR-I   ای  VMBR-U  آستانه ،𝛿  است که    یریتنها متغ

همسا پ   گانیتعداد  در  در  کند یم  نییتع  ینیبشیرا  اما   ،

WVMBR-Iروش از  که  م   یوزن  یها،   𝜎،  کند یاستفاده 

هم  تواند یم  نیهمچن  ی،وزن  ی گاوس را   گانیسااثر  دور 

آن  رییتغ مشارکت  از  و  پ داده  در   یریجلوگ  ینیبشیها 

کاهش   با  تأث𝜎کند.  ن  گانیهمسا  ری،  کاهش    زیدورتر 

ا  دی. توجه داشته باشابدییم  به   𝜎  میبا تنظ  یابیارز  نیکه 

اطم  10−4 که  است،  شده  م  نانیانجام    کند یحاصل 

بس  ،دورتر  گانیهمسا صفر(    یگاه )  یکمتر  اریوزن  اوقات 

به   نسبت  نزد  گان یهمسادارند،  فاصله  در  قرار   ترکیکه 

  گان یتعداد همسا  تواندیم  𝜎، پارامتر  ینوع ، بهرونیادارند. از

نمشارکت را  کند.  زیکننده    تیحساس  (7)  شکل  کنترل 

MAE    ازWVMBR-I    مقدار   داده مجموعه   یبرا  𝜎به 

Movielens100k  م نشان  ادهدیرا  در  مقدار ی ابیارز  نی.   ،

همان  میتنظ  0.1به    𝜎آستانه   مشاهده  شد.  که  طور 

در    نی، اما اابد ی یکاهش م  زین  𝜎  ،MAE، با کاهش  شودیم

  اریبس  𝜎ا  ب  رای، زشودیاعمال نم   0.0001کمتر از    𝜎  ریمقاد

همسا در  ی)گاه   یکم  اریبس  گانیکوچک،  صفر(  اوقات 

 نقش دارند.  ینیبشیپ 

نظر    (8)شکل   از  را  نهایی  پیشنهادی  روش  سه 

با   اجرا  مقایسه  هاروش زمان  رقیب  است. کری  ده 

، زمان اجرای باشد یممشخص    ( 8)که در شکل    گونههمان

روش    روشسه   به  نسبت  نهایی  تا    MBRپیشنهادی 

سایر   به  نسبت  ولی  بوده  بیشتر  زمان    هاروشحدودی 

 اجرای قابل قبولی دارند. 

  ی ریادگی  یشباهت ش  ،یئشروع سرد جز  طیدر شرا

توص منطق  در  و  شده  م  هی محاسبه  براشودیاعمال   ی. 

سردمحاسبه   شروع  شرایط  در  با    دقت  پیشنهادی  روش 

  ن یدر ا  ی مختلف مورد آزمایش قرار گرفته است.هاآستانه

فرع براانجام  ی هاشیآزما  ، یبخش   نکهیا  افتن ی  یشده 

توص دقت  آموزش  هاه ی چگونه  مواد  تعداد    ی بندرتبه   یبا 

ارائه (  𝛿مختلف )آستانه    ی هاشده با آستانه متفاوت است، 

توص  ، (11تا    9)  های شکل.  شوندیم برای   هیدقت  را 

.  دهندنشان میمختلف    یها آستانه  های پیشنهادی باروش

  ی وقت  ،شودیدرک م  (11تا    9)  هایشکل طور که از  همان

آستانه پ   4−10مقدار  دقت  بهینیبشی است،  با    جیتدرشده 

 . ابدی یم شیافزا کاربرانتعداد   شیافزا
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  یبرا δ به مقدار WVMBR-I از MAE تی: حساس(5-شکل)

 Movielens100k  داده مجموعه

(Figure-5): Sensitivity of MAE of the WVMBR-I to the δ-

value for the Movielens100k dataset 
 

 

 
 یبرا 𝛅 به مقدار WVMBR-I زمان اجرا تی: حساس(6-شکل)

  Movielens100k دادهمجموعه

(Figure-6): Sensitivity of runtime of the WVMBR-I to the δ-

value for the Movielens100k dataset 
 

 
 یابر 𝝈 به مقدار WVMBR-I از MAE تی: حساس(7شکل )

 Movielens100k  داده مجموعه

(Figure-7): Sensitivity of MAE of the WVMBR-I to the 𝝈-

value for the Movielens100k dataset 
 

 

: مقایسه سه روش پیشنهادی نهایی از نظر زمان  (8-)شکل

 ی رقیب  هاروشاجرا با 
(Figure-8): Comparison of the final three proposed methods 

in terms of execution time with competing methods 
 

 

 
در حالت شروع سرد کاربر با   EVMBR(: دقت روش 9-شکل)

 ی مختلف هاآستانه 
(Figure-9): Accuracy of EVMBR method in user cold start 

mode with different thresholds 

 

در حالت شروع سرد کاربر  EWVMBR: دقت روش (10-)شکل

 ی مختلف هاآستانه با 
(Figure-10): Accuracy of EWVMBR method in user cold 

start mode with different thresholds 
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در حالت شروع سرد  EWVMBR-G(: دقت روش 11-شکل)

 ی مختلف هاآستانه کاربر با 
(Figure-11): Accuracy of EWVMBR-G method in user cold 

start mode with different thresholds 
 
 

 

 ی ریگ جهینت -5
  MBRبر   یمبتن یشنهادیپ   ستمیمقاله، ما هشت س  نیدر ا

پ  ترک  میکرد  شنهادیرا  با  توسعه   ریز  یکردهایرو  ب یکه 

 : اندافتهی

عنوان به  هاتمیآ  یبندرتبه   انسیو وار  نیانگیاستفاده از م  •

در رویکرد  مشابه    یهاتمیآ  افتنی   یبرا  تم یآ  یهایژگیو

 های همسایهتمیآنزدیکترین 

عنوان به  انکاربر  یبندرتبه   انسیو وار  نیانگیاستفاده از م  •

برا  یهایژگیو در رویکرد  کاربران مشابه    افتنی  یکاربر 

 نزدیکترین کاربران همسایه

م  • فرمول  از    ی بندرتبه   قیتلف  یبرا  یوزن  نیانگیاستفاده 

 ه یهمسا یهاتمیبران/ آکار

 جمعی ریادگیاستفاده از  •

با سه مجموعه انجام  تحولات نشان    یداده واقع شده 

روش که  و    EVMBR،  EWVMBR  یشنهادیپ   یهاداد 

EWVMBR-G  از که  م  جمعی  ریادگی،  ،  کنندیاستفاده 

بروش   نیترقیدق در  هستند.  یابیارز  یهاروش  نیها  شده 

پ   نیترقیدق   30تا    EWVMBR-G  ،20،  یشنهادیروش 

م کمتر  یخطا  نیانگیدرصد  به    یمطلق   MBRنسبت 

روش  یاصل اجرا،  زمان  نظر  از  است.  داده    یهانشان 

مقا  یشنهادیپ  بس  MBRبا    سهیقابل  از    ترعیسر  اریو 

برا  slope-oneو    P-kNN  ،C-kNN  یهاروش  یبودند. 

آ  ییها دادهمجموعه  تعداد  به   یکمتر  یهاتمیکه  نسبت 

نسبت   تم یبر آ  ی مبتن  یشنهاد یپ   ی هاکاربران دارند، روش

 دارند. یمدت زمان کمتر اربربر ک یمبتن یهابه روش

از ترک  توانی، منده یآ  یکارها  در استفاده  از   ی بیبا 

وار  نیانگیم سا   انس یو  مانند  یآمار  اتیخصوص  ریبا   ،

چار  نیانگیم به  ای)  آیتم  یبندرتبه  کهر  عنوان کاربر(، 

روش  ا ی)   آیتم  یهایژگیو دقت  بر    یمبتن  یهاکاربر(، 

MBR دیرا بهبود بخش. 
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