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    چكيده
. ن برچسب بر عهده داردبدو يهادادهي پنهان را در الگوهاة كاوش فيوظي است كه كاودادهي اصلي از وظايف كي هاداده يبندخوشه

شده  تيهدا يبندخوشهاجماع  يهاروش، امروزه بيشتر مطالعات به سمت هيپاي بندخوشه يهاروشف عضو ي مسئله دگيچيپخاطر به
دهند، امّا دست ميقبولي به بندي منفردي وجود دارد كه نتايج قابلهاي خوشهها، الگوريتماست. اگرچه براي بيشتر مجموعه داده

با ، بهتر و پايدارتر جينتاي جستجوي بندخوشهي اجماع اصلبندي منفرد محدود است. در واقع، هدف توانايي يك الگوريتم خوشه
بندي پيشنهاد است. در اين مقاله، روشي مبتني بر اجماع خوشه هياول يبندخوشه نيچندحاصل از  جينتااطّلاعات و  بيتركاستفاده از 

هاي تعيين افراز -٢زمان و ساختن ماتريس مشاركت هم - ١هاي انباشت شواهد داراي دو گام است: تر روشخواهد شد كه مانند بيش
ها، از خوشه بودن نمونهبر همزمان، علاوهنهايي از ماتريس مشاركت پيشنهادي. در روش پيشنهادي، براي ساخت ماتريس مشاركت هم

هاي اوليه، ميزان ها، اندازة خوشهتوانند مربوط به ميزان شباهت نمونهاطّلاعات ميبرخي اطّلاعات ديگر هم استفاده خواهد شد. اين 
سازي صريح توسط الگوي آميختة صورت يك مسئلة بهينهبندي بههاي اوليّه و ... باشد. در اين مقاله، مسئلة خوشهپايداري خوشه

همچنين، روشي تكاملي مبتني بر آبكاري فلزات براي تعيين افراز  شود.گوسي تعريف، و با استفاده از الگوريتم آبكاري فلزات حل مي
ترين بخش روش تكاملي، تعيين تابع هدفي است كه تضمين كند زمانِ پيشنهادي ارايه خواهد شد. مهمنهايي از ماتريس مشاركت هم

ز نظر معيارهاي گوناگون ارزيابيِ كيفيّت دهد روش پيشنهادي اافراز نهايي از كيفيّت بالايي برخوردار است. نتايج تجربي نشان مي
  هاي مشابه بهتر است.بندي از ساير روشخوشه
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Abstract 
Data clustering is one of the data mining main tasks, which is responsible to explor hidden patterns in 
unlabeled data. Due to the complexity of the problem and the weakness of the basic clustering methods, today 
most studies are directed towards clustering ensemble methods. Although for most datasets, there are 
individual clustering algorithms that provide acceptable results, the ability of a single clustering algorithm is 
limited. In fact, the main purpose of clustering ensemble is to search for better and more stable results, using 
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 ٥٥پياپي  ١شمارة  ١٤٠٢سال 

١٠٠ 

the combination of information and results obtained from several initial clustering. In this paper, a clustering 
ensemble-based method will be proposed, which, like most evidence accumulation methods, has two steps: 1- 
building a simultaneous participation matrix and 2- determining the final output from the proposed 
participation matrix. In the proposed method, some other information will be used in addition to the samples 
clustering to construct the simultaneous participation matrix. This information can be related to the degree of 
similarity of the samples, the size of the initial clusters, the stability degree of the initial clusters, etc. In this 
paper, the clustering problem is defined as an explicit optimization problem by the mixed Gaussian model and 
is solved using the simulated annealing algorithm. Also, an evolutionary method based on simulated annealing 
will be presented to determine the final output from the proposed simultaneous participation matrix. The most 
important part of the evolutionary method is to determine the objective function that guarantees the final output 
will be of high quality. The proposed method uses a new method to determine the initial state in the problem. 
This method, according to the labels obtained from the initial clustering of data, determines the possible 
distributions in such a way that the clustering results are reflected in it. The amount of reflection can be 
controlled through a parameter in the proposed method. It uses a new and innovative mechanism to go to the 
next state. In this method, which can be controlled through several parameters, by focusing on some regions of 
the correlation matrix, the probability distributions of samples belonging to different clusters are changed in a 
controlled and soft manner and a new probability distribution is produced, but close to the previous one. The 
degree of closeness between the previous and the new state is controlled through several parameters that 
determine which regions of the correlation matrix should be focused on and how many changes are in the 
current state. In experimental tests, the proposed method was compared with four individual clustering 
methods and two combined clustering methods. Experimental results show that this proposed method generally 
produces higher quality classifications than other methods. Part of the experimental results show that the 
proposed method is able to identify clusters with normal distribution better than other methods. Overall, the 
experimental results show that the proposed method is better than other similar methods in terms of different 
clustering quality evaluation criteria. 
 
Keywords: Clustering ensemble, Gaussian mixture model, simulated annealing algorithm, simultaneous 
participation matrix, stability, objective function 
 

  مقدمه
كاوي و شناسايي داده ةدر حوز مهمي كه ليمسا از جمله

بندي به نوعي خوشه است. بنديالگو وجود دارد، خوشه
شود كه در آن سعي يادگيري بدون ناظر گفته مي

به چند دسته تقسيم شوند؛ به طوري كه  الگوها شودمي
با اعضاي ديگر و اعضاي هر دسته مشابه يكديگر باشند 

. دست ]١و  ٢[ندشاشترين تفاوت را داشته ببي هادسته
  بندي وجود دارد:كم پنج دليل اصلي براي اهميّت خوشه

گذاري يك مجموعة بزرگ از آوري و برچسبجمع )١
 تواند بسيار باارزش باشد.الگوهاي نمونه مي

كردن در جهت معكوس ممكن است ما به دنبال )٢
هاي همند باشيم؛ يعني آموزش با مقدار زياد دادعلاقه

بدون برچسب و سپس تنها استفاده از ناظر براي 
تواند براي هاي پيداشده. اين ميگذاري خوشهبرچسب

كاوي بزرگ كه محتويات يك پايگاه كاربردهاي داده
 شده نيست، مناسب باشد.شناخته دادة از قبل

توانند به هاي الگوها ميدر خيلي از كاربردها ويژگي )٣
خودكار  ١بنديكنند، مثل ردهآهستگي با زمان تغيير 

موادّ غذايي با تغيير فصل. اگر اين تغييرات بتوانند با 
 ٤رهگيري ٣صورت بدون ناظربه ٢كنندهبندييك رده

 

١ Classification 
٢ Classifier 

 تواند به دست آيد.شود، عملكرد بهتري مي

بندي) براي ناظر (خوشههاي بدونتوانيم از روشمي )٤
 ها استفاده كنيم.يافتن و استخراج ويژگي

توانيم بينشي از طبيعت و ساختار بندي ميوشهبا خ )٥
تواند براي ما با ارزش داده به دست آوريم كه مي

هاي بين مجزاّ يا شباهت ٥هايباشد. كشف زيررده
طور چشمگيري در روش الگوها ممكن است به

  به ما پيشنهاد ارايه كند. كنندهبنديطراّحي رده
وجود دارد. بندي هاي گوناگوني براي خوشهالگوريتم

هاي ها، الگوريتماگرچه براي بيشتر مجموعه داده
قبولي بندي منفردي وجود دارد كه نتايج قابلخوشه

ها محدود دهند، امّا توانايي يك اين الگوريتمدست ميبه
 ٦بنديهايي به نام اجماع خوشه. بنابراين روش]٣[است 

بندي تركيبي) وجود دارند كه الگوها را بسيار بهتر (خوشه
. ]٤[كنند بندي مياز مناسبترين الگوريتم منفرد خوشه

بندي با يكديگر بندي، نتايج چند خوشهدر اجماع خوشه
شود و از برآيند آنها افرازهايي جديد به دست تركيب مي

طور عموم درك بهتري از الگوها فراهم هآيد كه بمي
  كند.مي

                                                                   
٣ Unsupervised 
٤ Tracking 
٥ SubClass 
٦ Ensembling clustering  
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بندي افرازي توافقي را روي يك هاي اجماع خوشهروش
كنند كه برآمده از تركيب ها تعريف ميمجموعه از نمونه

بندي پايه است. رهيافت نتايج تعدادي الگوريتم خوشه
هاي بنديروي نتايج خوشه ٧بنديانباشت شواهد خوشه

سازد. اين مي ٨مشاركت-به نام ماتريس همپايه، ماتريسي 
اجتناب  ٩هارهيافت از برخورد به مشكل ارتباط برچسب

مشاركت نيازي به كند، زيرا براي ساختن ماتريس هممي
  ندارد. ١٠گذاريبازبرچسب

در اين مقاله، روشي پيشنهاد خواهد شد كه مانند بيشتر 
ختن سا -١هاي انباشت شواهد، داراي دو گام است: روش

هاي نهايي از تعيين افراز -٢زمان و ماتريس مشاركت هم
  ماتريس مشاركت پيشنهادي. 

در روش پيشنهادي، براي ساخت ماتريس مشاركت 
ها از برخي خوشه بودن نمونهبر همزمان، علاوههم

اطلاّعات ديگر هم استفاده خواهد شد. اين اطّلاعات 
ا، اندازه هتوانند مربوط به ميزان شباهت نمونهمي

هاي اوليّه و ... هاي اوليهّ، ميزان پايداري خوشهخوشه
باشد. همچنين، روشي تكاملي براي تعيين افراز نهايي از 

زمان پيشنهادي ارايه خواهد شد. ماتريس مشاركت هم
ترين بخش روش تكاملي، تعيين تابع هدفي است كه مهم

ر است. تضمين كند افراز نهايي از كيفيّت بالايي برخوردا
هاي روش پيشنهادي، معرّفي ترين نوآورييكي از مهم

هاي پسين است. يك روش نوين براي تعيين حالت
طور عمده مربوط به نحوة نوآوري روش پيشنهادي به

تعيين حالت آغازين و عملگر حركت است كه در بخش 
  ها صحبت خواهد شد.سه با تفصيل بيشتر در مورد آن

هاي مرتبط با موضوع ل دو زمينهدر ادامة مقاله، در فص
بندي ها شامل خوشهمقاله بررسي خواهند شد. اين زمينه

شود. بخش سه، به شرح و الگوي آميختة گاوسي مي
روش پيشنهادي اختصاص دارد. در بخش چهار، 

ها و نتايج تجربي ارائه شده است. بخش پنج نيز آزمايش
  دارد. گيري و معرفي كارهاي آينده اختصاصبه نتيجه
  

  ادبيات تحقيق و كارهاي مرتبط پيشين -٢
بندي اختصاص دارد. اين بخش، به مفاهيم پايه خوشه

به گستردگي موضوع، تنها بر مطالبي تأكيد شده توجهبا
 است كه ارتباط بيشتري با موضوع مقاله دارند.

  بندي بندي منفرد و اجماع خوشهخوشه - ١- ٢
 

٧ Evidence Accumulation Clustering 
٨ Co-association 
٩ Label correspondence 
١٠ Relabeling 

 يهانهيدر زم ياسابزار اس كيخوشه  ليو تحل هيتجز
]، كه ٣است [ يكاوالگو و داده صي، تشخنيماش يريادگي

ها داده ريم و تفسكارآمد، تجسّ  ليو تحل هيدر آن تجز
رشد مداوم  ليدلبه طور عمده،بهامر  نيا .است يضرور

اي از بندي مجموعهبندي، گروهخوشهاست.  هاحجم داده
نام خوشه) در  اشيا در يك گروه (به كهطوريبه، ستاشيا

]. ٤[ تر هستندها) مشابهها (خوشهگروهمقايسه با ديگر 
 يريادگيكار  كيها داده يبند، خوشهيتطور سنّ به

ها كه تعداد خوشه يمعن نيبه ا ؛نظارت استبدون
- برچسب ي،ورود ةاز نقاط داد كيچيناشناخته است و ه

توان يم يبندخوشه يربردهااند. از كانشده يگذار
 ليو تحل هي]، تجز٦[ يكاو]، متن٥[ ريتصو يبندميستق
 خطا صي] و تشخ٨هوا [ يآلودگ تحليل]، ٧ژن [ انيب
شده چند مورد ذكر اين فقط جا در اين] را نام برد، كه ٩[

   .است
بندي افرازي توافقي را روي يك هاي اجماع خوشهروش

كنند كه برآمده از تركيب ها تعريف ميمجموعه از نمونه
بندي پايه است. رهيافت ايج تعدادي الگوريتم خوشهنت

هاي بنديروي نتايج خوشه ١١بنديانباشت شواهد خوشه
سازد. مي ١٢مشاركت- پايه، ماتريسي به نام ماتريس هم

 ١٣هااين رهيافت از برخورد به مشكل ارتباط برچسب
-كند؛ چراكه براي ساختن ماتريس هماجتناب مي

  ندارد. ١٤گذاريمشاركت نيازي به بازبرچسب
اينكه بر بهبندي، باتوجّههاي خوشههر يك از الگوريتم

ها را به ها تأكيد دارد، دادههاي متفاوتي از دادهروي جنبه
كند. به همين دليل، بندي ميهاي متفاوتي ردهصورت

هايي هستيم كه بتواند با استفاده از تركيب نيازمند روش
وت هر يك، نتايج ها و گرفتن نقاط قاين الگوريتم

تري را توليد كند. در واقع، هدف اصلي اجماع بهينه
ها با استفاده از بندي جستجوي بهترين خوشهخوشه

  هاي ديگر است.تركيب نتايج الگوريتم
ها داده يبندطور خاص، خوشهو به ،پژوهشيداده  ليتحل

افراز داده  نيچند بياز ترك يريطور چشمگبه توانديم
 يبهتر يهاجواب توانديمبندي اجماع خوشهسود ببرد. 

انعطاف  و ١٧، پايداري١٦ نوآوري، ١٥استحكاماز نظر 
 كيآنها  يسازيعلاوه، قدرت موازدهد. به هيارا ١٨پذيري

 

١١ Evidence Accumulation Clustering 
١٢ Co-association 
١٣ Label correspondence 
١٤ Relabeling 
١٥ Robustness 
١٦ Novelty 
١٧ Stability 
١٨ Felixibility 
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دارد. هنوز، به  شدهعيتوز يكاوداده ازينبا  يعيانطباق طب
 يها با دشوارخوشه بيدر ترك يداريدست آوردن پا

از  يتركار مشكل هايبندخوشه بيست. تركا روهروب
 يآموزش ةداد ابيبا ناظر است. در غ يهايبندرده بيترك

خوشه در  يهابرچسب نيدار، ما با مشكل تناظر ببرچسب
. مطالعات ميب مواجه هستيترك كيمختلف از  يافرازها

 توانديم ي،بندكه اجماع خوشه دهندينشان م رياخ
با استفاده از  ،يريگأينوع ر يهاتيّ خارج از وضع

اطّلاعات، بدون  نظريّة اي يبر گراف، آمار يمبتن يهاروش
انجام شود. همچنين، ها مشكل تناظر برچسب دقيق حلّ
. اگرچه، توجه شده بود گريد يتجرب يتوابع توافقبه 

NPعنوان به يتوافق يبندخوشه ةمسئل − complete 
 هاي زيادي براي حل آن پيشنهاد، روششناخته شده

  .شده است

  
  بندي منفردالگوريتم خوشه - ٢- ٢
توان به دو بندي را ميهاي خوشهطور كلي، الگوريتمبه

 :]١١و  ١٠[ دسته كلي تقسيم كرد

  مراتبيهاي سلسلهالگوريتم -١
 هاي افرازبنديالگوريتم -٢

مراتبي، يك روال براي تبديل يك هاي سلسلهالگوريتم
هاي تو در تو، به ماتريس مجاورت به يك دنباله از افراز
طور مستقيم ها، بهصورت يك درخت است. در اين روش

ها سروكار داريم و از روابط بين آنها براي به دست با داده
  كنيم.ها استفاده ميآوردن خوشه

هاي مراتبي، الگوريتمهاي سلسلهدر نقطة مقابل الگوريتم
ها دهها، تقسيم داافرازبندي قرار دارند. هدف اين الگوريتم

هاي درون يك اي است كه دادهها، به گونهدر خوشه
خوشه داراي بيشترين شباهت را به همديگر باشند؛ و در 

هاي عين حال، بيشترين فاصله و اختلاف را با داده
  هاي ديگر داشته باشند.خوشه

مراتبي كه در اين بندي سلسلههاي خوشهترين روشمهم
  :]١١و  ١٠[شوند، عبارتند ازبخش بررسي مي

  ١٩اتّصال منفرد -١
 ٢٠اتّصال كامل -٢

  ٢١صال ميانگيناتّ  -٣

شوند و در هر هر سه روش به صورت گام به گام انجام مي
اي كه كمترين فاصله را با يكديگر دارند، با گام دو خوشه
ها ريشه در تفاوت شوند. تفاوت بين روشهم ادغام مي

 

١٩ Single Linkage (SL) 
٢٠ Complete Linkage (CL) 
٢١ Average Linkage (AL) 

نفرد، بين نحوة محاسبه فاصله در آنها دارد. در اتّصال م
ترين دو فاصلة بين دو خوشه برابر با فاصلة بين نزديك

نمونه از دو خوشة متفاوت است. در اتّصال كامل، فاصله 
بين دو خوشه به صورت فاصلة بين دورترين دو نمونه از 

شود. همچنين، فاصلة بين دو دو خوشه محاسبه مي
صورت ميانگين فاصله بين خوشه در اتّصال ميانگين به

شود، كه هر جفت هاي ممكن محاسبه مينمونهفتهمة ج
شامل يك نمونه از خوشه اول و يك نمونه از خوشة ديگر 

  است. 
 ١٠[بندي افرازبندي عبارتند ازهاي خوشهترين روشمهم

  :]١١و 
  Forgyالگوريتم  -١
Kالگوريتم  -٢ − means 

 Isodataالگوريتم  -٣

  
  الگوريتم الگوي آميختة گاوسي  - ٣- ٢

الگوي آماري است كه جمعيّتي از  ٢٢هر الگوي آميخته
ها را به صورت تعدادي زيرجمعيتّ بازنمايي مشاهده

كند. پس از ايجاد يك الگوي آميخته روي يك مي
ها سر و تك  مشاهدهها ديگر با تكمجموعه از مشاهده

كار نداريم، بلكه تعدادي زيرجمعيت داريم كه هركدام 
است. شايد توزيع  هاي اوليّهنمايندة تعدادي از مشاهده

طور معمول، براي تري باشد؛ چراكه بهآميخته نام مناسب
بازنمايي هر زيرجمعيت از يك توزيع آماري استفاده 

هاي يك زيرجمعيت را شود. در واقع، هر توزيع، ويژگيمي
جزء بهكند، بدون آنكه به توصيف جزءبازنمايي مي
  تك مشاهدات بپردازد.جمعيت و تك

هاي نوع خاصي از الگو ]٧[ ٢٣تة گاوسيالگوي آميخ
آميخته است كه در آن هر زير جمعيت با يك توزيع 

طور كلي تابع توزيع چگالي شود. بهگاوسي بازنمايي مي
صورت به ٢٤يانردهاحتمال گاوسي يك متغيّر تصادفي 

  :]٧[) است١رابطه (
)١(  

),(
2

1
)( 2

)(5.0 2







Nexp
x






  
بردار ميانگين   بردار تصادفي، x)، ١كه در رابطه (

انحراف معيار متغيّرهاي تصادفي  𝜎متغيّرهاي تصادفي و 
  است.

 𝑥يافتة اين رابطه براي بردار تصادفي مانند شكل توسعه
 

٢٢ Mixture Model 
٢٣ Gaussian Mixture Model 
٢٤ Scalar 
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 ٥٥پياپي  ١رة شما ١٤٠٢سال 
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  :]٧[) است ٢صورت رابطه (به
)٢(  )()(5.0

2/12/

1

2

1
)( 


 


 xx

D

T

exp

  
بردار ميانگين  بردار تصادفي،  x)، ٢كه در رابطه (

يس كوواريانس متغيّرهاي ماتر متغيرّهاي تصادفي و 
  تصادفي است.

بندي از الگوريتم هاي اجماع خوشهدر بسياري از روش
K − Means بندي پايه استفاده عنوان روش خوشهبه

Kشود. در الگوريتم مي − Means  هر خوشه با مركز آن
هاي عضو آن خوشه شود كه ميانگين نمونهنمايندگي مي

روش توصيف  و يا همان مركز ثقل خوشه است. اين
خوشه داراي يك نقص بنيادين است كه مفروض بر 

ها در هاست. در واقع، كشيدگي خوشهكروي بودن خوشه
شود شود و فرض ميجهات مختلف ناديده گرفته مي

نواخت پراكنده ها پيرامون مركز خوشه با فواصل يكنمونه
هاي هاي كروي، خوشهيافتة خوشهاند. شكل توسعهشده

توانند در هاي بيضوي، آنها مي. در خوشهبيضوي است
جهات مختلف فضاي ويژگي كشيدگي داشته باشند. 
الگوي آميختة گاوسي كه بررسي شد، فرض را بر بيضوي 

توان آن را شكل گيرد و ميها ميبودن خوشه
Kاي از الگوريتم يافتهتوسعه − Means  دانست. در الگوي

بعدي nتوزيع  ، هر خوشه با يكGMMآميختة گاوسي يا 
شود. اين الگو از آن جهت آميخته طبيعي نمايندگي مي

شود كه از تركيب چند توزيع طبيعي تشكيل ناميده مي
كنند. شده است، كه هركدام يك خوشه را نمايندگي مي

برچسب خوشة هر نمونه با توجه به مقدار تابع چگالي 
اي نمونه در آن ها كه در نقطهاحتمال هريك از توزيع

شود. در واقع، يك نمونه متعلّق به واقع شده، تعيين مي
اي است كه در توزيع طبيعي مربوط به آن خوشه خوشه

ها بيشترين مقدار چگالي احتمال را نسبت به ساير خوشه
  دارد.

بندي به كمك ترين ملاحظات در خوشهيكي از مهم
گيري از يك روش مناسب الگوي آميختة گاوسي، بهره

Kسازي الگو است. در براي بهينه − Means  از يك روش
شود تكراري براي بهينه كردن يا آموزش الگو استفاده مي

ها در هر تكرار بر مبناي كه مبتني بر تعيين مركز خوشه
شده به آن خوشه است. در الگوي دادههاي نسبتنمونه

روزرساني مراكز خوشه، بايد بر بهآميختة گاوسي، علاوه
ها را نيز س و وزن هريك از خوشهماتريس كواريان

روزرساني كند. ماتريس كواريانس كشيدگي خوشه در به
  كند.راستاي ابعاد مختلف فضاي ويژگي را مشخّص مي

هاي آموزش الگوي آميختة گاوسي ترين روشيكي از رايج
يا به  ٢٥سازي اميد رياضياستفاده از الگوريتم بيشينه

ريتم، نخست به است. در اين الگو ]٧[ EMاختصار 
ترتيب، اينشوند. بههاي مقداردهي اوليهّ ميشاخص

هاي اوليّه (كه مقادير اوليّه به توان بر مبناي شاخصمي
هاي كواريانس و وزن بردارهاي ميانگين، ماتريس

هاي نسبت داد. سپس، ها را به خوشههاست) نمونهخوشه
ساني روزرها بههاي شكل گرفته، شاخصبا توجه به خوشه

روزرساني ها و بهشود. اين فرآيند دوگانة تعيين خوشهمي
شود تا الگوريتم همگرا ها بارها و بارها تكرار ميشاخص

  شود.
ها به كمك ، مقداردهي اوليّه به شاخصEMدر الگوريتم 

Kبندي الگوريتم خوشه − Means گيرد. الگوي انجام مي
 از  دهند كه منظورنشان مي آميختة گوسي را با 

هايي است كه الگو را توصيف مجموعة همة شاخص
يا  عبارت است از تخمين  GMMكنند. آموزش مي

هاي الگو، يعني همان شاخص Mkkkkw 1,,   
ام، kبردار ميانگين  kام، kوزن خوشه  kw(در اين روابط 

k ي ماتريس كواريانس خوشهkهاي وسيلة نمونهام) به
آموزش  TxxX ,...,1 در الگوريتم .EM  هدف

ها به بيشينه كردن لگاريتم احتمال تعلقّ نمونه
هاست. بيشينه كردن كردن لگاريتم احتمال منجر خوشه

ها چگونه كند شاخصشود كه مشخّص ميبه روابطي مي
روزرساني شوند. فرمول الگوريتم بايد با استفاده از نمونه به

EM صورت رابطه ارهاي ميانگين بهروزرساني بردبراي به
  :]٧[) است٣(
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صورت رابطه روزرساني ماتريس كواريانس هم بهفرمول به
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٢٥ Expectation-Maximazation 
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 ٥٥پياپي  ١شمارة  ١٤٠٢سال 

١٠٤ 

ام، kبردار ميانگين  kام، kوزن خوشة  kwدر اين روابط 
k ي ماتريس كواريانس خوشهk ،امT ها و تعداد نمونهtx 

ام است. محاسبة احتمال tي بردار ويژگي نمونه
);tx|k(p  ) ٧[شود) انجام مي٦با استفاده از رابطه[:  
)٦(  









M

i
iiti

kktk
t

xNw

xNw
xkp

1

),;(

),;(
);|(


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);,(ها و وشهتعداد خ M)، ٦كه در رابطه ( kktxN  
 kمقدار تابع چگالي توزيع طبيعي با ميانگين و واريانس 

  است. txدر نقطه  kو 
  
 بندي اجماع خوشه - ٤- ٢

كه بر اينبهبندي، باتوجّههاي خوشههر يك از الگوريتم
ها را به ها تأكيد دارد، دادههاي متفاوتي از دادهروي جنبه

دليل، همينكند. بهبندي ميي ردههاي متفاوتصورت
هايي هستيم كه بتواند با استفاده از تركيب نيازمند روش
ها و گرفتن نقاط قوت هر يك، نتايج اين الگوريتم

تري توليد كند. در واقع، هدف اصلي اجماع بهينه
ها با استفاده از بندي جستجوي بهترين خوشهخوشه

 .]٤[هاي ديگر استتركيب نتايج الگوريتم

از تركيب تري ها كار مشكلبنديخوشه اجماع
آموزشي  ةهاي با ناظر است. در غياب دادبنديرده

هاي خوشه در دار، ما با مشكل تناظر بين برچسببرچسب
افرازهاي مختلف از يك تركيب مواجه هستيم. مطالعات 

تواند بندي، ميدهند كه اجماع خوشهاخير نشان مي
گيري، با استفاده از يأهاي نوع رتخارج از وضعيّ 

بتني بر گراف، آماري يا تئوري اطّلاعات، هاي مروش
. ]٥[ ها انجام شودمشكل تناظر برچسب دقيقبدون حل 
بود.  شدهتوجه  يتوابع توافقي تجربي ديگربه  همچنين،

NPعنوان بهبندي توافقي خوشه ةاگرچه، مسئل −

complete هاي زيادي براي حل آن شناخته شده، روش
  . ]٥[پيشنهاد شده است

بندي شامل دو مرحلة اصلي طور خلاصه، اجماع خوشهبه
 زير است:

 عنوان ها، بهيبندتوليد نتايج متفاوت از خوشه
بندي اوليه بر اساس اعمال نتايج خوشه

هاي مختلف كه اين مرحله را، مرحلة روش
  نامند.مي ٢٦ايجاد تنوع يا پراكندگي

 هاي بنديآمده از خوشهدستتركيب نتايج به
 

٢٦ Diversity 

ه براي توليد خوشه نهايي؛ كه اين متفاوت اوليّ 
(الگوريتم  ٢٧كار توسط تابع توافقي

  شود.ام ميكننده) انجتركيب

  شدهسازيتابكاري شبيهالگوريتم  - ٥- ٢
و  ٦سازي كاربردهاي متنوعي دارند [هاي بهينهالگوريتم

 )شدهيسازهيشب(تابكاري  تابكاري فلزات تميالگور]. ٧
٢٨)SA( ]ساده و  يفراابتكار يسازنهيبه تميالگور كي، ]٨

 تابكاري روشاست.  يسازنهياثربخش در حل مسائل به
 يبه حالت دنيرس يبرا هاستيمتالورژ ةليوسبه ،يجيتدر

 نهيآن كم يب و انرژمرتّ يخوبجامد، به ةكه در آن ماد
شامل قرار دادن  روش ني. اشوديم استفادهشده باشد، 

  دماست. نيا يجيتدر كاهشبالا و سپس  يه در دمامادّ 
 كيمشابه  يجستجو يدر فضا s ة، هر نقطSAروش  در

 ديكه با 𝐸(𝑠)است، و تابع  يكيزيف ستميس كيحالت از 
در آن حالت  ستميس يداخل يشود، مشابه با انرژ نهيكم

دلخواه، به  ةقال از حالت اوليّروش، هدف انت نياست. در ا
را داشته  يانرژ نيدر آن كمتر ستمياست كه س يحالت

  باشد.
از ، نخست، SA تميالگور ،يسازنهبهي ألةمس كيحل  يبرا
تكرار به  ةحلق كيدر  ،و سپس آغاز،جواب اوليهّ  كي

 هي. اگر جواب همساكنديحركت م هيهمسا يهاجواب
عنوان جواب آن را به تميباشد، الگور يبهتر از جواب فعل

)، كندي(به آن حركت م دهديقرار م كنوني
 ΔE/T-eآن جواب را با احتمال  تميالگورصورت، نياريدرغ

تفاوت  ΔE ،رابطه ني. در ارديپذيم يعنوان جواب فعلهب
 Tو  است هيو جواب همسا يتابع هدف جواب فعل نيب
كاهش  يآرامدما به در الگوريتم شاخص به نام دما. كي

بالا قرار داده  يلياوليّه دما خ يها. در گامشوديداده م
بدتر  يهاجواب رشيپذ يبرا يشتريتا احتمال ب شوديم

 يهادما، در گام يجيوجود داشته باشد. با كاهش تدر
بدتر وجود  يهاجواب رشيپذ يبرا ياحتمال كمتر يانيپا

جواب  كي سمتِبه تميالگور نيخواهد داشت و بنابرا
كه دما در آن درصورتي SA تمي. الگورشوديخوب همگرا م

هاي تواند جوابآهستگي تغيير كند، ميبه اندازة كافي به
  بسيار خوبي پيدا كند.

شده، چند يسازهيشب تابكاري تميهر مرحله، الگور در
و  رد،يگيدر نظر م s يحالت كنون يگيحالت را در همسا

 sرا از حالت  ستميس كه رديگيم ميتصم يطور احتمالبه
احتمالات  نيبماند. ا يحالت باق نيدر هم ايمنتقل كند 

  .دهديم ليكمتر م يرا به حالت با انرژ ستميس تيدر نها
 

٢٧ Consensus Function  
٢٨ Simulated Annealing 
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از مسئله  يديجد يهاحالت، حالت كي يهاهيهمسا
 يو با توجه به روش يدر حالت كنون رييهستند كه با تغ

 ةدر مسئل ،لمثا ي. براشونديم جاديشده انييتعشيازپ
 گشتيجا كي يطور كلگرد، هر حالت بهدوره ةفروشند

 يةملاقات شوند. همسا دياست كه با ييخاص از شهرها
جفت  كيهستند كه با انتخاب  ييهاگشتيجا ب،جوا كي

و  ها،گشتيجوار، از كل مجموعه جاهم ياز شهرها
در  ريي. عمل تغشونديم جاديجا كردن آن دو شهر اهجاب

 ٢٩»حركت« هيهمسا يهاو رفتن به جواب يلجواب فع
 يهاهيمتفاوت، همسا يهاو حركت شوديخوانده م

  .دهدارائه ميگوناگون را 
 
  مروري بر كارهاي گذشته - ٤-٢

بندي استفاده هاي متداول براي اجماع خوشهيكي از روش
 گذار ايناز روش انباشت شواهد است. فرد و جين، پايه

هاي بنديكه در آن نتايج خوشه ]٧و  ٥[روش هستند 
 ٣٠زمانپايه در ماتريسي به نام ماتريس مشاركت هم

كند كه هر شود. اين ماتريس مشخّص ميذخيره مي
اند. پس از ساختن خوشه بودهجفت نمونه چند بار هم

توان هر سطر از اين زمان ميريس مشاركت هممات
ماتريس را يك نمونه فرض كرد و با استفاده از هريك از 

هاي ويژه، روشبندي پايه بههاي خوشهالگوريتم
از  ]٩[مراتبي به افرازبندي نهايي دست يافت. در سلسله

الگوريتمي براي يافتن درخت پوشاي كمينه براي 
زمان هاي نهايي از ماتريس مشاركت هماستخراج خوشه

دو روش  ]١٠[استفاده شده است. همچنين، در 
مراتبي اتّصال منفرد و اتّصال ميانگين بندي سلسلهخوشه

اند تا زمان اعمال شدهروي ماتريس مشاركت هم
  افرازبندي نهايي مشخّص شود.

ها شمارش شدن نمونهخوشه در ماتريس مشاركت هم
ها در نظر گرفته شود و اطلاّعاتي همچون اندازة خوشهمي

هايي كه تنها بر پاية شود. به عبارت ديگر، روشنمي
كنند، داراي زمان كار مياستخراج ماتريس مشاركت هم

هاي مهم و مفيد را اين كمبود هستند؛ كه برخي ويژگي
روشي پيشنهاد شده است كه  ]١١[گيرند. در ناديده مي

اند. در اين روش، گذاري كردهنام ٣١آن را انباشت احتمال
ها، خوشه بودن نمونهجاي توجّه انحصاري به همبه

هاي اوليّه نيز شود كه اندازة خوشهاحتمالي محاسبه مي
  در محاسبة مقدار آنها نقش دارد.

 

٢٩ Move 
٣٠ Co-association matrix 
٣١ Probability accumulation 

جاي اعمال روشي پيشنهاد شده است كه به ]١٢[در 
زمان، بندي روي ماتريس مشاركت همالگوريتم خوشه

شود. سپس به نام گراف شباهت از آن استخراج مي گرافي
شود كه هدف آنها هايي روي گراف انجام ميپردازش

هاي نهايي است. در اين كار ادعا شده است تعيين خوشه
اي خاص نيست هاي دادهكه روش مذكور مقيد به توزيع

K(مانند الگوريتم  − Means هاي دايروي كه براي خوشه
ها از تعيين خودكار تعداد خوشه مناسب است). همچنين،

  هاي اين الگوريتم است.ديگر ويژگي
روشي پيشنهاد شده است كه هنگام پر كردن  ]١٣[در 

زمان، در محاسبة مقداري كه براي ماتريس مشاركت هم
كند، ميزان شباهت آن دو خوشه ثبت ميدو نمونه هم

ترتيب، ميزان تأثيرگذاري ايندهد. بهنمونه را تأثير مي
اهد شد. پس هاي پايه با يكديگر متفاوت خوبنديخوشه

شده، زمان به شيوة گفتهاز ساختن ماتريس مشاركت هم
زمان به ماتريس ديگري تبديل ماتريس مشاركت هم

  شود.ناميده مي ٣٢شود كه ماتريس شباهت مسيرمحورمي
جاي ساختن يك پيشنهاد شده است كه به ]١٤[در 

زمان ساده، ماتريس مشاركت ماتريس مشاركت هم
دار حاوي دار ساخته شود. ماتريس مشاركت وزنوزن

يه است و هاي پابنديتري در مورد خوشهاطلاّعات جامع
بندي نهايي ايفا تواند نقش بهتري در تعيين خوشهمي

  كند.
هاي بندي، الگوريتمهاي خوشهيك دسته از الگوريتم

روشي  ]١٥[بندي مبتني بر چگالي هستند. در خوشه
اي براي استخراج ماتريس همبستگي پيشنهاد دومرحله

شده است. در مرحلة نخست، يك روش جديد براي 
است كه در  ٣٣تخمين چگالي و استخراج ماتريس نزديكي

بندي مبتني بر چگالي استخراج هاي خوشهبرخي روش
براي مرحلة دوم، روشي براي استخراج شود. سپس، مي

شده از ماتريس شباهت مبتني بر چگالي اي طبيعينسخه
پيشنهاد شده است كه معادل با ماتريس همبستگي در 

  بندي انباشت شواهد است.روش خوشه
زمان تعداد روشي پيشنهاد شده است كه هم ]١٦[در 

ها و جواب نهايي را به كمك يك روش تركيبي خوشه
كند. در اين روش، ماتريس شباهت كه خّص ميمش

ست، براي مقادير هابندياي از خوشهبرآمده از مجموعه
شود. براي تعيين تعداد مختلف اندازة خوشه ساخته مي

ازاي مقادير به M ٣٤ها، نخست، ماتريس توافقيخوشه
 

٣٢ Path-based similarity matrix 
٣٣ Affinity matrix 
٣٤ Consensus matrix 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
1.

99
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

05
 ]

 

                             7 / 24

http://dx.doi.org/10.61186/jsdp.20.1.99
http://jsdp.rcisp.ac.ir/article-1-1219-fa.html


 
 ٥٥پياپي  ١شمارة  ١٤٠٢سال 

١٠٦ 

شود. سپس، مقادير ويژة مختلف تعداد خوشه محاسبه مي
 Mشود كه بر مبناي ماتريس استخراج مي Pماتريس 

  شود.ساخته مي
هاي جديد، از راهكارهاي انتخاب ويژگي در برخي از روش

بندي جمعي در كنار خوشه و همچنين، استخراج ويژگي
، يژگيانتخاب و يهاروشاستفاده شده است. 

- كنند، دريم ديرا تول ياصل يهايژگياز و يارمجموعهيز

 يديجد يهايژگي، ويژگياستخراج و يهاكه روشيحال
 ييكنند. هدف نهايم جاديا ياصل يهايژگياساس و را بر

 يربط برايب اي اينوفهزائد،  يهايژگيها حذف وروش نيا
نشده نظارت اينظارت تحت يهاتميالگور يريادگيكاهش 

 يهاتميالگور يو بررس خيبر تار يمرور ياست. برا
] ٢٠ - ١٧به [، يژگيانتخاب/ استخراج و يبرا شرفتهيپ

  .ديمراجعه كن
هاي جديدي ارائه شده روش، ياخوشهاجماع  ةنيدر زم
 يهاتمي] و الگور٢١از نوع داده [ يكه شامل آگاهاست 

] است. توابع ٢٣و  ٢٢نظارت [بدون ديجد يژگيانتخاب و
 يهامجموعه داده يبر انباشت شواهد برا ياجماع مبتن

در تعداد  ضاف يگديچيو پ بودن درجه دوم ليدلبه ميعظ
 يخوب اسيمق يزمانهم سينقاط داده هنگام ساخت ماتر

  ].٢٥و  ٢٤ندارند [
شوند از هايي كه در ادامه معرفي ميبرخي از روش

- ها براي اجماع استفاده ميدهي خوشهافرازبندي و وزن

 مجمعدر  افرازوزن  نييتع يبرا يمختلف يهاروشكنند. 
، ياخوشه يذات واصّ بر اساس خ يدهوجود دارد: وزن

اعتبار  يهابر اساس شاخص نانياطم تيّقابل ليتحل
با استفاده از  شنيارتباط پارت ليو تحل يخارج ةخوش

. با در نظر گرفتن اندازه ياعتبار خوشه داخل يهاشاخص
] ارائه ٢٦ع شواهد در [يتجم يصلا تميها، الگورخوشه

 ياحتمال ياحتمال يبندروش خوشه نيشده است. ا
)PACيهمبستگ سيماتر كي ةديشود و ايم دهي) نام 

كه به طوريكند، يرا مطرح م غيردودويي (غيرباينري)
 نيب يعدد واقع كي ،داده ياياش نيب يشباهت جفت كي

و  مجددداده  ياياش ني، روابط بنيبنابرااست.  يكو  صفر
- ينام معنبه نيگزيحل جاراه كي. دنشوش ديده ميآموز

ع وزن ثابت يعنوان تجمبه جانيو در ا يرهمكا دار بودن
)WEA] ارائه شده است. همچنين، تعداد ٢٧) در [

ها را در نقاط شباهت داده يريگو اندازه افراز يهاخوشه
  .رديگينظر م

بر اتّصال  يشباهت مبتن يزمانهم سيماتر پالايش راهبرد
 اجماع تمياز الگور يشود و بخشيم دهي) نامCTSگانه (سه

 اگر]، ٢٨]. در [٢٨) است [LCE( ونديبر پ يشه مبتنخو
باشد،  𝑘خوشه  هيشب 𝑗و خوشه  𝑗خوشه  هيشب 𝑖خوشه 

 هيشب يتا حد زين 𝑘و  𝑖 يهاخوشه شوديفرض م
ها آن نيب يمشترك ةنقطه داد چياگر ه يحتّ  ؛هستند

 ةگانسه كردي] رو٢٨در [ سندگانيوجود نداشته باشد. نو
 تيّ ها و قابلخوشه نيگرفتن شباهت ب متصل را با در نظر

 يبا استفاده از اعتبار خوشه خارج خوشه افراز نانياطم
 كيعنوان را به افراز نانياطم تيها قابلگسترش دادند. آن
كردند.  فيتعر خوشه افرازهاي رساي بهشباهت متوسط 

 يشاخص اعتبار خارج كيشباهت، از  اريمع كيعنوان به
استفاده كردند. هرچه  شدهطبيعيتقابل به نام اطّلاعات م

توافق بيشتري در مجمع بر روي يك افراز وجود داشته 
 برتريشود. يدر نظر گرفته م زين يشتريب ناني، اطمباشد

 يابيارز يبرا ياصل يهابه داده ازيعدم ن يكرديرو نيچن
با كيفيّت  افرازهايحال، اگر نياست. با ا مجمع ياعضا

 تيقابل ليو تحل هي، تجزد داشته باشندوجودر گروه  نييپا
همراه خواهد به يربطيب جي، نتاقيطر نياز ا نانياطم

  ].٣٢-٢٩[ داشت

  روش پيشنهادي - ٣
  روش پيشنهادي داراي چند ويژگي است، كه عبارتند از:

سازي صريح صورت يك مسألة بهينهبندي بهمسألة خوشه
سازي ينهترين مؤلّفة يك مسأله، بهشود. مهمتعريف مي

ارز با معرفي يك تابع هدف مناسب است كه اين كار هم
يافتن پاسخ براي مسألة اصلي است. در روش پيشنهادي 

) مشخّص شده است، ٧از تابع هدفي كه در رابطه (
شود. تابع هدف موردنظر يك تابع احتمالي استفاده مي
توان فرض كرد كه تعلقّ يك نمونه به است. مي

ك تابع توزيع احتمال است كه در آن هاي ممكن يخوشه
وجود دارد كه مشخّص  iyبراي هر نمونه يك بردار مانند 

ها كند احتمال تعلّق نمونة موردنظر به هريك از خوشهمي
توان تابع هدف را بر پاية بردارهاي چقدر است. اكنون مي

توزيع احتمال، ماتريس همبستگي و ماتريس مشاركت در 
 د.افرازبندي تعريف كر
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سازي تابكاري فلزات براي حل مسأله از ابزار بهينه
كارگيري الگوريتم تابكاري شود. بهسازي استفاده ميبهينه

- تر، بايد چند چيز بهفلزات الزاماتي دارد. به بيان دقيق

كه بايد مشخّص شود هر خوبي روشن شود. نخست اين
شود. دوم اينكه، حالت يي ميحالت مسأله چگونه بازنما
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شود. مورد سوم، نحوة تعيين آغازين چگونه تعيين مي
ها يا عملگر حركت است. نوآوري روش پيشنهادي همسايه

طور عمده مربوط به نحوة تعيين حالت آغازين و عملگر به
حركت است كه در ادامه با تفصيل بيشتر در مورد آنها 

  صحبت خواهد شد.
  مسألهتعريف حالت  - ١- ٣

هايي است كه حالت مسأله شامل مجموعة همه شاخص
)، از سه ٧بايد مقدار مناسب آنها مشخّص شود. در رابطة (

ترتيب ماتريس شود كه بهاستفاده مي Yو   C ،Nماتريس 
زمان در افرازبندي و همبستگي، ماتريس مشاركت هم

هاي نهايي است. ها به خوشهماتريس احتمال تعلّق نمونه
زمان در يس همبستگي و ماتريس مشاركت همماتر

افرازبندي، مقادير معلوم دارند كه با اجراي الگوريتم 
آيند. به عبارت ديگر، الگوريتم دست مي انباشت شواهد به

انباشت شواهد يك بار در آغاز روش پيشنهادي بايد اجرا 
زمان شود تا ماتريس همبستگي و ماتريس مشاركت هم

روي آن ساخته شود. پس از ساخت اين در افرازبندي از 
ها مشخّص است و تنها چيزي كه دو ماتريس، مقدار آن

 Yاست. در واقع، ماتريس  Yبايد مشخّص شود، ماتريس 
 Y*حالت مسأله است و يافتن مقدار بهينه براي آن يعني 

يك حالت از  ١هدف مسأله است؛ به عنوان مثال، شكل 
با  8xتا  1xمونة دهد كه هشت نمسأله را نشان مي

نسبت داده  3Cتا  1Cهاي مختلف به سه خوشه احتمال
بندي يك براي اين مسألة خوشه Yاند. ماتريس شده

ماتريس هشت در سه است كه سطرهاي آن مربوط به 
ها است. درايه هاي آن مربوط به خوشهها و ستوننمونه

2,2Y به خوشة  ٠,٦دهد كه نمونة دوم با احتمال نشان مي
نيز بيانگر احتمال تعلّق نمونه  6yدو تعلّق دارد. بردار 

شده دادهنشان Yششم به هريك از خوشه است. ماتريس 
در شكل، يك جواب خوب براي مسأله است، چون 

ها به نحوي است كه براي ها به خوشهاحتمال تعلّق نمونه
  هر نمونه، خوشة درست بيشترين احتمال را دارد. 

  
  لهأمس حالت يبرا مثال: ) ١-شكل(

Figure 1: Example for problem state  
  

  

  

  تعيين حالت آغازين در روش پيشنهادي - ٢- ٣
نخستين گام در روش پيشنهادي، تعيين حالت آغازين 
است. نحوه تعيين حالت آغازين در روش پيشنهادي در 

نشان داده شده است. تعيين حالت آغازين در  ٢شكل 
وش پيشنهادي نيازمند يك تخمين اوليّه از برچسب ر

هاست. براي اين كار، نخست، بايد يك الگوريتم نمونه
گذاري كند. ها را برچسببندي اجرا شود و نمونهخوشه

ها به برچسبباتوجّه Yتوان در ماتريس پس از آن، مي
-). ازآنaماتريس  ٢مقادير اوليهّ را تعيين كرد (شكل  

ها ممكن است باعث هي اوليّه با برچسبجاكه مقدارد
سازي شود، بايد به گرايي زودهنگام الگوريتم بهينههم

ماتريس  ٢ماتريس قبلي مقداري نوفه اضافه كرد (شكل 
b براي اين كار، يك ماتريس از اعداد تصادفي ساخته .(

شود با هم جمع مي bو  aشود. سپس دو ماتريس مي
كه هر اينبهگام، باتوجّه ). در آخرينcماتريس  ٢(شكل 

بايد يك توزيع احتمال باشد، ضروري  Yسطر از ماتريس 
ها در سطرها برابر با يك شود، بايد است كه جمع درايه

 ٢هاي آن تقسيم كرد (شكل  هر سطر را بر مجموع درايه
  ). dماتريس 

اي دارد كه نياز مبرم به پيمانهالگوريتم تابكاري فلزات 
هاي هر حالت را مشخّص كند. حالت هاي پسينحالت

هاي همسايه هستند و وجود چنين پسين همان حالت
كند تا الگوريتم بتواند در فضاي حالت اي كمك ميپيمانه

ترين مسأله جستجوي محلي انجام دهد. يكي از ساده
رسد، ايجاد تغييرات هاي پسين كه به ذهن ميحالت

عنوان مثال،  است؛ به Yجزيي در ماتريس حالت مسألة 
توان به هر درايه يك مقدار تصادفي اضافه كرد و مي

كه هر سطر بايد معرف يك توزيع اينبهسپس باتوجّه
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 ٥٥پياپي  ١شمارة  ١٤٠٢سال 

١٠٨ 

ها هاي سطر را تقسيم بر مجموع آناحتمال باشد، درايه
كرد (كم و بيش مشابه كاري كه در تعيين حالت اوليّه 

  انجام شد). 
هادي، معرّفي هاي روش پيشنترين نوآورييكي از مهم

- هاي پسين است. شبهيك روش نوين براي تعيين حالت

رمز نحوة حركت به حالت پسين در روش پيشنهادي در 
  آمده است. ٣شكل 
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 ٥٥پياپي  ١رة شما ١٤٠٢سال 
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  يشنهاديپ روش در نيآغاز حالت نييتع: )٢ -شكل(

Figure 2: Determining the initial state in the proposed method  
  
  

𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒 =  𝐺𝑒𝑡𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒(𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑆𝑡𝑎𝑡𝑒, 𝑀𝑖𝑛, 𝑀𝑎𝑥, 𝐶ℎ𝑎𝑛𝑔𝑒𝑁𝑢𝑚, 𝑆𝑡𝑒𝑝) 
𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒 =  𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑆𝑡𝑎𝑡𝑒; 
𝑀𝑖𝑛𝑉𝑎𝑙 =  𝐺𝑒𝑡𝑀𝑖𝑛𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑂𝑓(𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑆𝑡𝑎𝑡𝑒); 
𝑀𝑎𝑥𝑉𝑎𝑙 =  𝐺𝑒𝑡𝑀𝑎𝑥𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑂𝑓(𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑆𝑡𝑎𝑡𝑒); 
𝑅𝑎𝑛𝑔𝑒 =  𝑀𝑎𝑥𝑉𝑎𝑙 –  𝑀𝑖𝑛𝑉𝑎𝑙; 
𝑀𝑖𝑛𝑅𝑎𝑛𝑔𝑒 =  𝑀𝑖𝑛𝑉𝑎𝑙𝑢𝑒 +  𝑀𝑖𝑛  𝑅𝑎𝑛𝑔𝑒; 
𝑀𝑖𝑛𝑅𝑎𝑛𝑔𝑒 =  𝑀𝑖𝑛𝑉𝑎𝑙𝑢𝑒 +  𝑀𝑎𝑥  𝑅𝑎𝑛𝑔𝑒; 
 [𝑅𝑜𝑤𝑠, 𝐶𝑜𝑙𝑠]  =  𝑓𝑖𝑛𝑑(𝑀𝑖𝑛𝑅𝑎𝑛𝑔𝑒 < 𝐶𝑀 & 𝐶𝑀 < 𝑀𝑎𝑥𝑅𝑎𝑛𝑔𝑒); 
𝑓𝑜𝑟 𝑖 = 1: 𝐶ℎ𝑎𝑛𝑔𝑒𝑁𝑢𝑚 
    𝑟𝑛𝑢𝑚 =  𝑅𝑎𝑛𝑑𝑜𝑚𝑁𝑢𝑚𝑏𝑒𝑟(1); 
    𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒 (𝑅𝑜𝑤𝑠(𝑟𝑛𝑢𝑚, 1))  =  𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒(𝑅𝑜𝑤𝑠(𝑟𝑛𝑢𝑚, 1),1)  +  
                                                    𝑡𝑒𝑝 ∗  𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒 (𝐶𝑜𝑙𝑠(𝑟𝑛𝑢𝑚, 1)); 
𝑒𝑛𝑑 
 𝑓𝑜𝑟 𝑖 = 1: 𝑛 
    𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒(𝑖, : )  =  𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒(𝑖, : ) / 𝑠𝑢𝑚(𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒(𝑖, : )); 
𝐸𝑛𝑑  

  نيپس حالت به حركت رمزشبه: )٣ -شكل(
Figure 3: Pseudo-code to move backwards state  

  
  

  حركت به حالت پسين -٣- ٣
ها عددي بين صفر تا در ماتريس همبستگي، مقدار درايه

هايي از اين روش، روي درايهها است. بنديتعداد خوشه

شود كه مقدار آنها در يك ماتريس همبستگي تمركز مي
اين بازة خاص توسط دو شاخص ورودي  بازة خاص است.

Min  وMax ر دو عددي بين صفر شود كه همشخصّ مي

 1       0       0 
 1       0       0 
 0       1       0 
 0       1       0 
 0       1       0 
 0       1       0 
 0       0       1 
 0       0       1 
 

C1     C2     C3 

x1 

x2 
x3 
x4 
x5 
x6 
x7 
x8 
 

1 
1 
2 
2 
2 
2 
3 
3 

0.4    0.8    0.7 
0.9    0.0    0.5 
0.4    0.5    0.3 
0.7    0.9    0.7 
0.5    0.2    0.9 
0.8    0.1    0.2 
1.0    0.5    0.6 
0.4    0.3    1.0 
 

C1     C2     C3 

x1 

x2 
x3 
x4 
x5 
x6 
x7 
x8 
 

1.4    0.8    
0.7 
1.9    0.0    
0.5 
0.4    1.5    
0.3 
0.7    1.9    
0.7 
0.5    1.2    

C1     C2     C3 

x1 

x2 
x3 
x4 
x5 
x6 
x7 
x8 
 

0.48    0.28    0.24 
0.79      0       0.21 
0.18    0.68    0.14 
0.21    0.58    0.21 
0.19    0.46    0.35 
0.38    0.52    0.10 
0.32    0.16    0.52 
0.15    0.11    0.74 

C1       C2       C3 

x1 

x2 
x3 
x4 
x5 
x6 
x7 
x8 
 

ها  مقداردهي بر حسب برچسب a)  مقادير تصادفي در بازه صفر تا يكb) هابرچسب  

aجمع دو ماتريس  و   b  c)   ماتريس نهاييd) 
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 ٥٥پياپي  ١شمارة  ١٤٠٢سال 

١١٠ 

است؛ به عنوان  Maxتر از كوچك Minو يك هستند و 
باشد.  ١٠٠ها بنديمثال، فرض كنيم تعداد خوشه

ترين مقدار در ماتريس همبستگي ترتيب، بزرگاينبه
و  Min. اگر مقدار دو شاخص ٠است و كمترين آن  ١٠٠
Max  هايي از ماتريس باشد، درايه ٠,٨و  ٠,٦به ترتيب
 ٨٠تا  ٦٠ستگي براي ما جذاب است كه مقدار بين همب

داشته باشد. آغاز و پايان بازة موردنظر با دو شاخص 
MinRange  وMaxRange شود. پس از مشخّص مي

هايي را كه در اين بازه هستند، تعيين اين بازه، همة درايه
 Rowsپيدا و انديس سطر و ستون آنها را در دو ماتريس 

نيم. گام بعدي، تغيير برخي سطرها كذخيره مي Colsو 
 CurrentStateيا همان حالت كنوني  Yدر ماتريس 

هاي ورودي است كه است. تعداد تغييرها يكي از شاخص
طور تصادفي يكي از شود. بهمشخّص مي ChangeNumبا 

وجود  MaxRangeو  MinRangeها كه در بازة درايه
ام rnum شود. فرض كنيم اين درايهدارد، انتخاب مي

ترتيب، در درايه باشد كه انديس سطر و ستون آن به
Rows(rnum)  وCols(rnum)  آمده است. اكنون بايد

را با توجه به سطر  Yاز ماتريس  Rows(rnum)سطر 
Cols(num)  از ماتريسY  تغيير دهيم. معناي اين كار

ام را به Rows(rnum)آن است كه توزيع احتمال نمونه 
كنيم. در نزديك مي Cols(rnum)ونه توزيع احتمال نم

در  Cols(rnum)با ضرب  Rows(rnum)واقع، سطر 
Step شود. شاخص جمع ميStep كند كه مشخّص مي

 ٤سطر اول، به چه ميزان از سطر دوم تأثير بگيرد. شكل 
با يك مثال، نحوة حركت به حالت پسين را نشان 

  دهد.مي

  

 
 نيپس حالت به حركت يبرا مثال: )٤ -شكل(

Figure 4: Example for moving backwards  

    

C1     C2     C3 

𝑥1 

𝑥2 
𝑥3 
𝑥4 
𝑥5 
𝑥6 
𝑥7 
𝑥8 

 

𝐂𝐮𝐫𝐫𝐞𝐧𝐭𝐒𝐭𝐚𝐭𝐞 

𝑀𝑖𝑛 =  0.6 
𝑀𝑎𝑥 =  0.8 

𝐶ℎ𝑎𝑛𝑔𝑒𝑁𝑢𝑚 =  1 
𝑆𝑡𝑒𝑝 =  1 

10  9   7   4   0   0   0   0  
9   10  5   4   3   0   0   0 
7   0   10  6   8   0   0   0  
4   4   6   10  9   0   0   0 
0   3   8   9  10   0   0   0 
0   0   0   0   0  10  10 10 
0   0   0   0   0  10  10 10  
0   0   0   0   0  10  10 10 
 

 ماتريس همبستگي

1 
3 
3 
3 
4 
5 
 

3 
1 
4 
5 
3 
3 
 

Rows Cols 

rnum = 4 

C1     C2     C3 

 

C1     C2     C3 

0.1    0.9    0.0 
0.1    0.6    0.3 
0.3    0.4    0.3 
0.5    0.3    0.2 
0.9    0.0    0.1 
0.1    0.3    0.6 
0.0    0.1    0.9 
0.1    0.0    0.9 
 

0.1    0.9    0.0 
0.1    0.6    0.3 
0.3    0.4    0.3 
0.5    0.3    0.2 
0.9    0.0    0.1 
0.1    0.3    0.6 
0.0    0.1    0.9 
0.1    0.0    0.9 
 

0.1    0.9    0.0 
0.1    0.6    0.3 
1.2    0.4    0.4 
0.5    0.3    0.2 
0.9    0.0    0.1 
0.1    0.3    0.6 
0.0    0.1    0.9 
0.1    0.0    0.9 
 

C1     C2     C3 

0.1    0.9    0.0 
0.1    0.6    0.3 
0.6    0.2    0.2 
0.5    0.3    0.2 
0.9    0.0    0.1 
0.1    0.3    0.6 
0.0    0.1    0.9 
0.1    0.0    0.9 
 

ان هايي كه مقدارشانديس سطر و ستون درايه
.است ٨تا  ٦بين   

در ضرب ٥با سطر  ٣طر س 𝐬𝐭𝐞𝐩 .شودكه مقدارش يك است، جمع مي   

ا شوند تبر حاصل جمع اين سطر تقسيم مي ٣هاي سطر درايه
.مجموعشان يك شود و يك توزيع احتمال معتبر شوند  
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 ٥٤پياپي  ٤شمارة  ١٤٠١سال 
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هاي ورودي و ماتريس ، حالت كنوني، شاخص٤در شكل 
اند. نخستين گام، تعيين همبستگي مفروض گرفته شده

هايي است كه در بازة موردنظر هستند. اين بازه درايه
درايه از  شامل اعداد شش تا هشت است. تعداد شش

ماتريس در اين بازه وجود دارند كه سطر و ستون آنها در 
مشخّص شده است. در گام  Colsو  Rowsدو ماتريس 

برابر با يك  ChangeNumكه مقدار اينبهبعدي، باتوجّه
است، يك تغيير بايد در حالت كنوني انجام شود. عدد 

 شود كه مقدار آن برابر با چهارتوليد مي rnumتصادفي 
است. اين بدان معناست كه سطر سوم بايد با سطر پنجم 
جمع، و حاصل در سطر سوم ذخيره شود. در نهايت نيز، 

شود تا يك هاي سطر سوم بر مجموع آنها تقسيم ميدرايه
يك رمز ساده براي توزيع احتمال معتبر ايجاد شود. 

هاي روش نمايش چگونگي عملكرد برخي از بخش
  ه شده است:پيشنهادي در زير اراي

١  clc 
٢  clear 
٣  close all; 
٤  X = [1,1; 1,2; 3,3; 5,9; 8,2; 5,5; 6,7; 7,3; 2,9]; 
٥  k = 3; 
٦  [~,LabelSet,SampleIndicesSet] = 

ConstructingKMeansEnsembleWithSampling(X, k, 5, 7/8); 
٧  [CM,N] = 

ExtractMatricesCMandN(SampleIndicesSet,LabelSet); 
٨  Z = linkage(CM,'single'); 
٩  L = cluster(Z,'maxclust',k); 

١٠  plot(X(L==1,1),X(L==1,2),'or'); 
١١  hold on; 
١٢  plot(X(L==2,1),X(L==2,2),'*g'); 
١٣  plot(X(L==3,1),X(L==3,2),'+b'); 
١٤  Y = RandomY(size(X,1),k,L,1); 
١٥  [ObjectiveValue] = ObjectiveFunc2(CM, N, Y); 
١٦  [NY] = NextY2(Y,CM,0.7,1,1,1);  

 
گيريم كه اي را به صورت زير در نظر ميدهمجموعه دا

  شود): شامل نه نمونه است (خط چهار ساخته مي

  
شود شامل ها ساخته ميبنديسپس يك مجمع از خوشه

(يا  ٠,٨٧٥برداري بندي با سه خوشه با نرخ نمونهخوشه ٥
) كه در خط شش رمز آمده است. نتايج ٨/٧همان 
جا برچسب يك نمونه صورت زير است (هر بندي بهخوشه

برداري است. در صفر است، به معني عدم حضور در نمونه
بندي تنها هفت نمونه از هشت نمونه مشاركت هر خوشه

 دارد).

 بنديشمارة خوشه 
1 2 3 4 5 

شماره نمونه
 

1 2 1 3 2 2 
2 2 1 3 2 2 
3 2 1 0 2 2 
4 0 3 1 1 1 
5 1 2 2 0 0 
6 3 2 2 3 3 
7 3 0 1 3 3 
8 1 2 2 3 3 
9 3 3 1 1 1 

) و ماتريس حضور CMهاي همبستگي (سپس ماتريس
شود (خط ) استخراج ميNبرداري (زمان در نمونههم

  هفت رمز). كه به قرار زير هستند:
  CMماتريس 

 ٩ ٨ ٧ ٦ ٥ ٤ ٣ ٢ ١ 

١ 5 5 4 0 0 0 0 0 0 

٢ 5 5 4 0 0 0 0 0 0 

٣ 4 4 4 0 0 0 0 0 0 

٤ 0 0 0 4 0 0 1 0 4 

٥ 0 0 0 0 3 2 0 3 0 

٦ 0 0 0 0 2 5 3 4 1 

٧ 0 0 0 1 0 3 4 2 2 
٨ 0 0 0 0 3 4 2 5 0 
٩ 0 0 0 4 0 1 2 0 5 

 Nماتريس 
 ٩ ٨ ٧ ٦ ٥ ٤ ٣ ٢ ١ 

١ 5 5 4 4 3 5 4 5 5 
٢ 5 5 4 4 3 5 4 5 5 
٣ 4 4 4 3 2 4 3 4 4 
٤ 4 4 3 4 2 4 3 4 4 
٥ 3 3 2 2 3 3 2 3 3 
٦ 5 5 4 4 3 5 4 5 5 
٧ 4 4 3 3 2 4 4 4 4 
٨ 5 5 4 4 3 5 4 5 5 
٩ 5 5 4 4 3 5 4 5 5 

 CMسپس با اعمال يك الگوريتم اتّصال منفرد روي 
شود (خط هشت و نه)، تا بندي نهايي استخراج ميخوشه

استفاده شود. برچسب  Yاز آن براي مقداردهي اوليّة 
  ها:نهايي نمونه

 برچسب  نمونه

١ 3 
٢ 3 
٣ 3 
٤ 1 
٥ 2 
٦ 2 
٧ 2 
٨ 2 
٩ 1 
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١١٢ 

  
  بندي روي شكلحاصل خوشه

 ١٤رسد (خط مي Yسپس، نوبت به تعيين اوليّة ماتريس 
= Y(كد   RandomY(size(X, 1), k, L, 1 .(

كه مقدار شاخص آخر يك است، وزن اينبهباتوجّه
برابر با يك  Yهاي گام قبل در مقداردهي اوليّه به برچسب

  صورت زير است:حاصل به Yيس است. ماتر
  

 ٣ ٢ ١ 

١ 0.145652 0.35705 0.497298 

٢ 0.064247 0.339909 0.595845 

٣ 0.186866 0.242993 0.570141 

٤ 0.79636 0.065065 0.138575 

٥ 0.04725 0.56609 0.38666 

٦ 0.387276 0.611055 0.001669 

٧ 0.20549 0.711528 0.082982 

٨ 0.307244 0.548141 0.144615 

٩ 0.530406 0.291546 0.178048 

شود كه مقدار تابع هدف سپس، اين ماتريس ارزيابي مي
شود كه براي هر است. مشاهده مي ٣١,٨٣براي آن 

نمونه، احتمال مربوط به خوشة درست آن بيشتر است. 
ساخته  NextYبعدي به كمك تابع  Yدر گام آخر مثال، 

 Yجز شاخص آيد. بهدست ميشود كه ماتريس زير به مي
پيشين و ماتريس همبستگي هستند،  Yكه مقدار  CMو 

كنند كه دنبال ترتيب، مشخّص ميچهار شاخص ديگر، به
 Yها از ماتريس همبستگي بر ايجاد تغيير در كدام درايه

) و تعداد تغييرات MaxRangeو  MinRangeهستيم (
)ChangeNum) و چگونگي آنها (Stepست.) چگونه ا  

[NY]  =  NextY2(Y, CM, 0.7,1,1,1); 
 

[NY]  
=  NextY2(Y, CM, MinRange, MaxRange, ChangeNum, Step) 

 ٣ ٢ ١ 

١ 0.145652 0.35705 0.497298 

٢ 0.064247 0.339909 0.595845 

٣ 0.31489 0.204735 0.480375 

٤ 0.79636 0.065065 0.138575 

٥ 0.04725 0.56609 0.38666 

٦ 0.387276 0.611055 0.001669 

٧ 0.20549 0.711528 0.082982 

٨ 0.307244 0.548141 0.144615 

٩ 0.530406 0.291546 0.178048 

است. با دقّت   ٣٣,٢٢جديد  Yمقدار تابع هدف براي اين 
ها براي شود كه احتمالدر ماتريس جديد مشاهده مي

  نمونة سه تغيير كرده است.
 

  تجربي ها و ارزيابي نتايجآزمايش - ٤
سازي روش پيشنهادي اين بخش به بررسي نتايج پياده

هاي اختصاص دارد. در ادامه، نخست، مجموعه داده
هاي تجربي معرفي خواهد شد. شده در آزمايشاستفاده

سازي، نتايج سپس، بعد از بررسي شرايط پياده
شده براي مقايسة روش پيشنهادي با هاي طرّاحيآزمايش

هاي مختلف نمايش گذاشتن جنبه هاي ديگر و بهروش
  روش پيشنهادي بررسي خواهد شد.

  
  هامجموعة داده -١- ٤

هاي استاندارد دادههاي هريك از مجموعهويژگي ١جدول 
دهد. در همه نتايج تجربي، از مورد استفاده را نشان مي

شده با ميانگين صفر و واريانس هاي طبيعيمجموعه داده
 يك استفاده شده است.

  شدههاي استاندارد استفاده: مشخصات مجموعه داده١ل جدو
Table 1: Specifications of the standard data set used  

  هاتعداد رده  هاتعداد ويژگي  هاتعداد نمونه  نام مجموعه داده  

1 Breast Tissue  106 9 6 

2 Bupa 345 6 2 

3 Dolphins  62 62 5 

4 Ecoli  336 7 8 

5 Galaxy  323 4 7 

6 Glass  214 9 6 

7 Haberman  306 3 2 

8 Halfring  400 2 2 

9 Ionosphere  351 34 2 

10 Iris  150 4 3 

11 Planning 182 12 2 

12 SAHeart 462 9 2 

13 Seeds 210 7 3 

14 Vertebral3C 310 6 3 

15 Wine 178 13 3 

  
شود، مجموعه طوركه در جدول مشاهده ميهمان
ها و ها تعداد ويژگينتخابي از نظر تعداد نمونههاي اداده

 ها از تنوّع خوبي برخوردارهستند.تعداد رده

 Matlab R2013aافزار روش پيشنهادي در نرم
بندي پايه هاي خوشهسازي شده است. الگوريتمپياده

Kهاي تجربي شامل مورد استفاده در آزمايش − Means ،
GMM شده فرض تعبيهو اتّصال منفرد همان توابع پيش
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افزار هستند. همچنين، نتايج اجراي در اين نرم
هاي اوليّه روي هاي منفرد تصادفي كه شاخصالگوريتم

اجراي مستقل از هم  ٢٠ازاي كارايي آنها تأثير دارد، به
  گزارش شده است.

  
  جينتاي اعتبارسنجروش  -٢-٤

ي ديگر با هاروشو  پيشنهادينتايج تجربي روش 
عتبر جهاني نظير معيار فيشر، اطّلاعات معيارهاي م

  شده و با دقتّ  گزارش خواهد شد.متقابل طبيعي
روش اول اعتبارسنجي يك افراز، دقّت است. در اين 

دانيم، و ميزان دقّت هاي واقعي را ميحالت، ما برچسب
  كنيم. هاي واقعي را محاسبه ميافراز موردنظر و برچسب

شده طبق رابط زير بل طبيعيمعيار فيشر و اطّلاعات متقا
  شود:محاسبه مي

)٨(  𝑁𝑀𝐼(𝑃, 𝐿)

=

−2 ∑ ∑
𝑁௜௝

௉௅

𝑁
log 
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𝑁
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௜ୀଵ + ∑ 𝑁௝

௅log 
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௅
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طور كامل مشابه باشند، به 𝐿و برچسب  𝑃راز اگر دو اف
مقدار ماكزيمم، يعني يك و اگر دو افراز  NMIآنگاه 

طور كامل متفاوت از يكديگر باشند، مقدار صفر را به
  گرداند.برمي

معيار ديگري كه در اين مقاله براي ارزيابي يك افراز در 
  ) است؛FMنظر گرفته شده است، معيار فيشر (

)٩(  

𝐹𝑀(𝑃, 𝐿) = 𝑚𝑎𝑥
ఛ

෍

2 × 𝑁௜
௉ × (

𝑁௜ఛ(௜)
௉௅

𝑁௜
௉ ×

𝑁௜ఛ(௜)
௉௅

𝑁ఛ(௜)
௅ )

𝑁 × (
𝑁௜ఛ(௜)

௉௅

𝑁௜
௉ +

𝑁௜ఛ(௜)
௉௅

𝑁ఛ(௜)
௅ )

௄ು
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𝑃 ،𝑁௜هاي افراز تعداد خوشه 𝐾௉كه 
௉ د دهندة تعدانشان

𝑃 ،𝑁௝ام از افراز -iهاي موجود در خوشة داده
௅ 

ام از افراز -jهاي موجود در خوشة دهندة تعداد دادهنشان
𝐿 ،𝑁௜௝

௉௅ طور مشترك، هايي كه بهدهندة تعداد دادهنشان
قرار  𝐿ام از افراز - jو در خوشة  𝑃ام از افراز -iدر خوشة 

يك  τدهد و نشان مي ها راتعداد كل داده 𝑁دارد، 
و  𝑃است. اگر دو افراز  𝑁گشت از اعداد يك تا جاي

مقدار  FMطور كامل مشابه باشند، آنگاه به Lبرچسب 
طور كامل متفاوت از ماكزيمم يعني يك؛ و اگر دو افراز به

  گرداند.يكديگر باشند، مقدار صفر را برمي
  

هاي مقايسة روش پيشنهادي با روش -٣-٤
  ديگر

سازي روش پيشنهادي با چند اين بخش، نتايج پيادهدر 
 ٢- ٥شده در هاي معرفيروش ديگر روي مجموعه داده

بندي بر چهار الگوريتم خوشهگزارش خواهد شد. علاوه

Kپايه  − Means ،GMM) اتّصال منفرد ،SL و (
Fuzzy C − Means (FCM روش پيشنهادي با روش ،(

ف مقايسه شده تركيبي انباشت شواهد در دو حالت مختل
Kبندي پايه است. در حالت نخست، الگوريتم خوشه −

Means (EAKM)   و در حالت دومGMM (EAGMM)  

در نظر گرفته شده است. نتايج مقايسه در جدول نشان 
ها اندازة مجمع براي داده شده است. در همه آزمايش

  در نظر گرفته شد. ١٠٠هاي تركيبي روش
ده است كه جدول نخست آم ٣و  ٢نتايج در دو جدول 

كند و لحاظ دقّت مقايسه ميبرده را بههاي نام/روش
تنها بر حسب دقت، بلكه جدول دوم روش پيشنهادي را نه

را نيز، با روش انباشت شواهد مقايسه  NMIمعيار ارزيابي 
طوركه در جدول نشان داده شده است، كرده است. همان

ي تمام مجموعه طور تقريبي، رودقّت روش پيشنهادي به
هاي ديگر بيشتر است. قابل ذكر است كه ها از روشداده

، MinRangeهاي در روش پيشنهادي شاخص
MaxRange ،Step  وChangeNum  ٠,٩، ٠,٧به ترتيب ،

در نظر گرفته شده است. اين مقادير ثابت براي  ١و  ٠,٥
قبولي حاصل ها نتايج قابلها روي مجموعه دادهشاخص

ها نياز به راي انتخاب بهينة مقدار شاخصكنند. بمي
  آزمون و خطا براي هر مجموعه داده است.

  
  : مقايسة دقّت روش پيشنهادي و پنج روش ديگر)٢ -جدول(

Table 2: Comparison of the accuracy of the proposed 
method and five other methods  

# of data 
set 

KMea
ns 

SL FC
M 

EAGM
M 

EAK
M 

Propose
d 

1 0.412 0.44 0.43 0.432 0.443 0.621 
2 0.533 0.54 0.52 0.535 0.545 0.665 
3 0.459 0.45 0.42 0.453 0.468 0.687 
4 0.72 0.74 0.76 0.719 0.714 0.892 
5 0.275 0.29 0.28 0.28 0.272 0.423 
6 0.442 0.44 0.43 0.444 0.453 0.571 
7 0.545 0.51 0.53 0.511 0.516 0.559 
8 0.88 0.90 0.85 0.876 0.88 0.938 
9 0.707 0.65 0.70 0.695 0.707 0.836 

10 0.833 0.82 0.82 0.842 0.833 0.901 
11 0.534 0.55 0.52 0.534 0.555 0.703 

12 0.625 0.62
1 0.62 0.623 0.63 0.892 

13 0.919 0.91 0.89 0.91 0.919 0.993 
14 0.462 0.46 0.47 0.474 0.468 0.726 
15 0.966 0.88 0.96 0.966 0.966 0.989 

دهد، روش پيشنهادي با يك چنان كه جدول نشان مي
 مجموعه داده ١١ها روي بندي نوعي براي شاخصپيكره
ترين به پنج روش ديگر دارد. نزديكبالاتري نسبت دقّت

Kي بندي پايهرقيب آن روش انباشت شواهد با خوشه −

Means   دليل ها بهمجموعه دادهاست. روي برخي
بندي و همچنين، هاي خوشهطبيعت مشترك برخي روش

هاي مجموعه داده نتايج مشابهي به دست آمده ويژگي
هايي كه است. براي نمونه روي مجموعه داده نه روش

كنند، هاي كروي توليد ميبندي پايه در آنها خوشهخوشه
  اند.نتايج يكساني داشته

ه بهتر دو روش انباشت شواهد با همچنين، براي مقايس
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K − Means  و روش پيشنهادي كه عملكرد بهتري
نيز گزارش  NMIمعيار  ٣به بقيه دارند، در جدول نسبت

حاكي از برتري كامل روش  ٣شده است. نتايج جدول 
به روش نسبت NMIپيشنهادي از لحاظ دقّت  و معيار 

 انباشت شواهد است. 

هاي پايه شده روشينتايج اطّلاعات متقابل طبيع
هاي بندي و روش پيشنهادي بر روي مجموعه دادهخوشه

ارايه شده است. معادل اين  ٥گوناگون نيز در شكل 
 آورده شده است. ٦جدول، براي معيار فيشر در شكل 

 

روش پيشنهادي و روش  𝐍𝐌𝐈: مقايسة دقّت  و )٣ -جدول(
 انباشت شواهد

Table 3: Comparison of accuracy and NMI proposed 
method and evidence accumulation method  

 EAKM Proposed 
 Acc NMI Acc NMI 
1 0.443 0.497 0.527 0.665 
2 0.545 0.002 0.648 0.201 
3 0.468 0.394 0.563 0.558 
4 0.714 0.65 0.967 0.794 
5 0.272 0.196 0.425 0.401 
6 0.453 0.315 0.621 0.466 
7 0.516 0.001 0.722 0.2004 
8 0.88 0.506 0.901 0.706 
9 0.707 0.125 0.911 0.325 

10 0.833 0.659 0.936 0.853 
11 0.555 0.001 0.725 0.203 
12 0.63 0.074 0.745 0.279 
13 0.919 0.728 0.983 0.828 
14 0.468 0.303 0.764 0.409 
15 0.966 0.876 0.985 0.976 

  

  
  

  شدههاي استفادهبندي بر روي مجموعه دادههاي پاية خوشهشدة روشلاعات متقابل طبيعياطّ :)٥ -شكل(
Figure 4: Normalized Interactive Cluster-Based Interaction Methods on the Data Collection Used 

  

  
  هاي مورد استفادهبندي پايه بر روي مجموعه دادههاي خوشه: معيار فيشر روش)٦ -شكل(

Figure 6: Fisher's criterion of basic clustering methods based on the data set used  
  

و  𝐌𝐢𝐧𝐑𝐚𝐧𝐠𝐞هاي بررسي اثر شاخص- ٥- ٤
𝐌𝐚𝐱𝐑𝐚𝐧𝐠𝐞  

 MaxRangeو  MinRangeهاي براي بررسي اثر شاخص
نخست، بهتر است تغيير كوچكي در آنها ايجاد كرد. اين 

جاي استفاده از دو عدد است كه بهتغيير بدان صورت 
توان از دو عدد ديگر براي تعيين آغاز و پايان بازه، مي

براي تعيين آغاز و طول بازه استفاده كرد. آغاز بازه كه 
مانند قبل است؛ و براي اشاره به طول بازه نيز از متغيّر 

RangeWidth  دقّت را  ٦استفاده خواهد شد. شكل
به اين، كند. باتوجهزارش ميازاي اين دو شاخص گبه

هاي نامعتبر هاي دو شاخص، بازهازاي برخي تركيببه
هاي جدول خالي هستند. براي شود. برخي خانهايجاد مي

 ٠,٤و به طول  ٠,٧اي با شروع از توان بازهنمونه، نمي
كند و اين در داشت، چون پايان بازه از يك تجاوز مي

شود، كه مشاهده ميالگوريتم مجاز نيست. همان طور
= MinRangeبهترين دقّت  به ازاي  و  0.7 

RangeWidth = رسد حاصل شده است. به نظر مي 0.2
بازه بايد نزديك به يك انتخاب شود امّا نه چسبيده به آن. 

آن است كه بايد توزيع  ١دليل نزديك بودن بازه به 
اي نزديك شود كه با يكديگر احتمال هر نمونه به نمونه
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 ٠,٢اند. همچنين، برتري طول بازة خوشه بودههم زياد
بدان سبب است كه بازه بايد به نحوي انتخاب شود كه 

بر حفظ تنوّع كه نسبت مستقيم با طول بازه دارد، از علاوه
  كيفيّت بازه نيز كاسته نشود.

 
  𝐑𝐚𝐧𝐠𝐞𝐖𝐢𝐝𝐭𝐡و  𝐌𝐢𝐧𝐑𝐚𝐧𝐠𝐞ازاي مقادير مختلف به 𝐄𝐜𝐨𝐥𝐢داده  مجموعه: دقّت  روي )٦ -شكل(

Figure 6: Accuracy on the Ecoli data set for different MinRange and RangeWidth values  
  

بندي براي نشان دادن كاربردي بودن چارچوب خوشه
را در نظر بگيريد. در شكل  ٨و شكل  ٧پيشنهادي، شكل 

 هاي شباهت درتر از ماتريس، يك مثال جامع٨و شكل  ٧
مجموعه داده ارائه  Iris شدهنقاط دادة اصلي و نگاشت

ماتريس شباهت نقاط داده را در  ٧شده است. شكل 
  دهد. نشان مي  Irisمجموعه دادة اصلي 

شايان ذكر است كه ترتيب نقاط داده در هر ماتريس 
هاي واقعي مجموعه داده شده بر اساس برچسبتشابه ارائه

اتريس شباهت نقاط داده م ٨شكل  براي درك بهتر است.
طوركه از همان دهد.نشان مي  Iris را در مجموعه داده

شود، ماتريس شباهت در استنباط مي ٨و شكل  ٧شكل 
متفاوت از ماتريس شباهت در  Iris هايمجموعه داده

گيري، براي تعميم نتيجه است. Iris مجموعه داده اصلي
تكرار  wineهاي هاي مشابهي روي مجموعه دادهآزمايش

ماتريس شباهت نقاط داده را در  ٩شكل  شده است.
  دهد.نشان مي wineمجموعه دادة اصلي 

 
 Iris. ماتريس شباهت نقاط داده در مجموعه دادة اصلي )٧ -شكل(

Figure 7: Similarity matrix of data points in original Iris dataset. 
 
 

 
 Iris داده  : ماتريس شباهت نقاط داده در مجموعه)٨ -شكل(
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Figure 8: Similarity Matrix of data points in mapped Iris dataset 
 

 
  Wine: ماتريس شباهت نقاط داده در مجموعه دادة اصلي )٩ -شكل(

Figure 9: Similarity matrix of data points in original Wine dataset.  
  

 
 Wineشده هاي نگاشت. ماتريس شباهت نقاط داده در مجموعه داده)١٠ -شكل(

Figure 10: Similarity Matrix of data points in mapped Wine dataset 

  
همچنين، ماتريس تشابه نقاط داده را در  ١٠شكل 

 دهد.نشان مي wine شده هاي نگاشتمجموعه داده

 ١٠و شكل  ٩توان دوباره از شكل كه ميطورهمان

هاي عه دادهاستنباط كرد، ماتريس شباهت در مجمو
شده از ماتريس شباهت در مجموعه داده اصلي نگاشت
 .شده تفاوت داردنگاشت

  همراه توضيحات هر روشتوافقي در اجماع بهتوابع : )٤ -جدول(
Table 4: Consensus functions in ensemble with a description of each method 

description  method # 
evidence accumulation clustering  EAC  1 

cluster-based similarity partitioning alg  CSPA  2 
hypergraph partitioning algorithm  HGPA  3 

meta-clustering algorithm  MCLA  4 
joint weighted EAC  JWEAC  5 

probability accumulation clustering  PAC  6 
weighted evidence accumulation using coassociation signi_cance  WEA  7 

link-based cluster ensemble using connectedtriple based similarity [31],  LCE  8 
divisive clustering ensemble with automatic cluster number [54],  DICLENS  9 

EAC using PRA,  EAC-W  10 
CSPA using PRA,  CSPA-W  11 

DICLENS using PRA,  DICLENS-W 12 
EAC using PRAr,  EAC-Wr 13 

DICLENS using PRAr.  CSPA-Wr 14 
DICLENS using PRAr. DICLENS-Wr 15 
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 شده در اين بخش: مجموعه داده استفاده)٥ -جدول(

Table 5: The dataset used in this section 

 
 

توافقي در توابع  ياجرا برا ٣٠از  شيطور متوسط ببه REAL يهادر مجموعه داده AMI رتبه اريو انحراف مع نيانگيم: )٦ -جدول(
 .ه استهر مجموعه داده پررنگ مشخّص شد ينمره برا ني. بهتراجماع

Mean and standard deviation of AMI scores on REAL datasets averaged over 30 runs for consensus functions. The 
best score for each dataset is highlighted in bold.

 

 
 

-روش اجماع كه به ١٥در اين بخش روش پيشنهادي با 

از  ريغبهاند، مقايسه خواهد شد. شرح زير آورده شده
-  اجماع ذكرشده به هايروش ةهم،  DICLENSتميالگور
منظور دارند. به ازيشاخص ن كيعنوان به خوشه K تعداد

 ] ٢٣[روش  بادر اين مقاله مطابق منصفانه،  ياسهيمقا
،  EAC ،JWEAC  ،PAC. توابع اجماععمل شده است

WEA ،LCE  ،EAC − W  وEAC − Wr شني، پارت 
 يواحد يبندخوشه تميالگور كياجماع را با استفاده از 

شده استفاده  يمراتبسلسله تميكه از الگور يسيبه ماتر
به  يشاخص اضاف كيبه  LCE .كنندي، محاسبه ماست

همانند  ٠,٩دارد كه ما از مقدار  ازين ١تنزّل بينام ضر
  .مايهكرد ه] استفاد٣٣[

- براي اعتبارسنجي خارجي افرازهاي توليدشده با روش

 نامبه هاي اجماع، از يك شاخص اعتبار خوشه خارجي

 AMIيك شاخص خارجي تطابق . ]٢٣[شود استفاده مي٢
 

١ decay 
٢ Adjusted Mutual Information 
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شده را بندي و اجماع بهينة شناختهحل خوشهبين راه
عنوان يك حقيقت پايه يا كند، كه بايد بهري ميگياندازه

  AMIاستاندارد براي يك مجموعه داده خاص ارائه شود. 
يك اندازة شباهت است كه بر اساس اطّلاعات متقابل 

- جاازآن ] ساخته شده است.٢٣معروف [ (NMI) طبيعي

نسبت ها بهكه، تعداد نقاط داده در مقايسه با تعداد خوشه
هاي ريزآرايه شانس هنگام كار با داده كم است، تنظيم

عنوان رتبة عملكرد را به  AMI بنابراين، ما ضروري است.
] ٢٣يا شاخص رند تنظيم شده [ NMI جايها بهالگوريتم

زماني است كه دو افراز  AMI مقدار ايم.انتخاب كرده
كه طور كامل با هم مطابقت داشته باشند، درحاليبه

حدود صفر  AMI طور متوسط دارايافرازهاي تصادفي به
ها با رتبه تواند منفي باشد.مي AMI هستند؛ بنابراين

اجراي مستقل جمع  ٣٠استفاده از ميانگين بيش از 
در  AMI رتبه اريو انحراف مع نيانگيم اند.بندي شده

طور به )٥واقعي (مجموعه داده جدول  يهامجموعه داده
در مقايسه  اجماع يهاروش ياجرا برا ٣٠از  شيمتوسط ب

 ني. بهترآورده شده است ٦با روش پيشنهادي در جدول 
 .شده استهر مجموعه داده پررنگ مشخّص  يبرا رتبه

به حاكي از برتري روش پيشنهادي نسبت ٦نتايج جدول 
  هاي رقيب است.ساير روش

در اين بخش روش پيشنهادي از نظر معيار دقّت با 
هاي مجموعه داده هاي جديد مقايسه شده است.روش

اند. آورده شده ٧شده در اين بخش در جدول استفاده

دهد كه روش پيشنهادي نشان مي ٨نتايج جدول 
تري را از خود هاي رقيب كارآيي مناسببه روشنسبت

 Wilcoxonبر اساس آزمون  سهيمقانشان داده است. 
 ونديبر پ يمبتن يهاروش جا،نيانجام شده است. در ا

 ونديو پ يمركز ونديپ ط،وسّمت ونديتك، پ ندويشامل پ
 جمعي يبندخوشه يهاتميكامل، و همچنين، الگور

 WHACو  ]٣٥[ DSPA، ]٣٤[ HMMاز جمله  شرفتهيپ
 ةد. آزمون جمع رتبنشوياستفاده م سهيمقا يبرا ]٣٦[
تشابه طرح عملكرد و عدم دأييت يبرا لكاكسونيو

انجام  سهيمقاقابل يهاتميالگور ريبا سا پيشنهادي
بر  يمبتن يهاتمام روش ش،ياآزم نيا ي. براشوديم
و  HMM ،DSPA يهاتميو همچنين، الگور ونديپ

WHAC تحليل يبرا p-value كي. ما شونديم سهيمقا 
در نظر  ٠,٠٥را  يه مشابه مطالعات قبلتوجّقابل ةآستان

 ةآزمون مجموع رتب ن،يبنابرا .]٣٧[ ميريگ يم
 يصفر در سطح معنادار هيتفاده از فرضبا اس لكاكسونيو

 ليو تحل هتجزي) ٪٩٥ نانيسطح اطم يعني( ٪٠,٠٥
را بر اساس شاخص  هاتميالگور ةهم pشود. ما مقدار يم

Silhouette بياز ضر ياري، كه مع]٣٨[ ميكنيمحاسبه م 
و  نيب يبر اساس تفاوت زوج يبندكيفيّت خوشه

𝛼ر آزمون د نيا جياست. نتا ياخوشهندرو =  براي 0.05
ها در جدول  تميالگور ريبا سا سهيدر مقا پيشنهاديطرح 

 گزارش شده است. ٨

 

 
𝛂 با Wilcoxon ها در آزمون مجموع رتبهتميالگور ريبا سا روش پيشنهادي سهيمقا: )٨ -جدول( = 𝟎. 𝟎𝟓  

Table 8: Comparison of MCEMS with other algorithms in Wilcoxon rank sum test with𝛂 = 𝟎. 𝟎𝟓. 
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 شدهاستفاده ةشرح مجموعه داد :)٧ -جدول(
Table 7: Description of the dataset used. 

  
  

  ندهيگيري و پيشنهادهاي آنتيجه -٥
آمده از اجراي روش دستهبه بررسي نتايج ب بخشدر اين 

هاي پيشين و در نهايت آن با روش ةپيشنهادي و مقايس
  پرداخته خواهد شد.نهاد، بندي و ارائه پيشعبه جم

  
  گيرينتيجه - ١- ٥

بندي تركيبي در اين مقاله، يك روش جديد براي خوشه
پيشنهاد شد كه از يك توزيع احتمال براي توصيف 

كرد. هدف، ها استفاده ميها به خوشهاحتمال تعلّق نمونه
هاي احتمال بود كه تعيين مقدار صحيح براي اين توزيع

ع هدف تعيين و مسأله در همين راستا يك تاب
سازي شد. براي بندي تبديل به يك مسألة بهينهخوشه

سازي شده سازي، از روش تابكاري شبيهحل مسألة بهينه
استفاده شد. روش پيشنهاد داراي چند ويژگي مهم است 

  كه عبارتند از:
 شود. اين از تابكاري فلزات در آن استفاده مي

ثرّ در حوزة هاي مؤالگوريتم، يكي از الگوريتم
به طور موثرتري نسبتجستجوي محلي است كه به

كند و برخلاف هاي مشابه كار ميبسياري از روش
توان از نقاط نوردي، ميها مانند تپهبرخي از آن

 بهينة محلي بگريزد.
  از يك روش جديد براي تعيين حالت آغازين در

كند. اين روش، با الگوريتم پيشنهادي استفاده مي
بندي اوليةّ هاي حاصل از خوشهبه برچسب توجّه
كند هاي احتمالي را چنان تعيين ميها، توزيعداده

بندي در آن منعكس شده كه تا حدودي نتايج خوشه
اينكه ميزان انعكاس چقدر باشد، از طريق يك باشد. 

 كنترل است.شاخص در روش پيشنهادي قابل
 الت از يك روش جديد و هوشمندانه براي رفتن به ح

كند. در اين روش كه از طريق بعدي استفاده مي
شود با چند شاخص قابل كنترل است، سعي مي

ها از ماتريس همبستگي، تمركز روي برخي درايه
ها ها به خوشههاي احتمال تعلق نمونهتوزيع

شده و نرم تغيير كنند و يك توزيع صورت كنترلبه
ود. ميزان احتمال جديد، امّا نزديك به قبلي توليد ش

نزديكي حالت قبلي و حالت جديد از طريق چند 
كنند روي شود كه مشخّص ميشاخص كنترل مي

هاي ماتريس همبستگي بايد تمركز شود كدام درايه
 و تعداد تغييرات در حالت كنوني چندتا است.

هاي تجربي، روش پيشنهادي با چهار روش در آزمايش
تركيبي مقايسه  بنديبندي منفرد و دو روش خوشهخوشه

دهند كه روش پيشنهادي شد. نتايج تجربي نشان مي
تري نسبت به ساير هاي با كيفيتطور عموم افرازبنديبه

كند. بخشي از نتايج تجربي نشان ها توليد ميروش
ها قادر به دهد كه روش پيشنهادي بهتر از ساير روشمي

  هايي با توزيع نرمال است.شناسايي خوشه
  
  پيشنهاد ةئارا -٢- ٥

صورت يك مسأله بندي بهدر روش پيشنهادي، خوشه
ها در يك مسألة ترين مؤلّفهسازي تعريف شد. مهمبهينه
سازي است. سازي، تابع هدف و ابزار بهينهبهينه

توان توابع هدفي مشابه تعريف كرد كه ترتيب، مياينبه
نقطة اشتراك آنها با تابع مورداستفاده در اين مقاله، 

  ها باشد.ها به خوشهستفاده از توزيع احتمال تعلّق نمونها
در روش پيشنهادي از الگوريتم تابكاري فلزات براي بهبود 
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هاي تكاملي جاكه روشها استفاده شد. ازآنبنديخوشه
هاي كارگيري ساير روشبسيار گوناگون هستند، به

تكاملي از جمله الگوريتم ازدحام ذرات و كلوني زنبور 
 تواند در دستور كارهاي آينده قرار گيرد.وعي نيز ميمصن
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 لاتيتحص يديرشفروزان  دهيس
ارشد،  يخود را در مقطع كارشناس

در  وتريپ كام يدر رشته مهندس
و مقطع  قاتيدانشگاه علوم و تحق

را در رشته  يتخصص يدكترا
به  اسوجيواحد  يدانشگاه آزاد اسلام وتريكامپ يمهندس

دانشگاه آزاد  يعلم أتيهم اكنون عضو ه يرساند. و انيپا
 شان،يا يپژوهش يهانهياست. زم هيديواحد ام ياسلام
 .هاستداده يبندو خوشه يبندطبقه

 : عبارت است از شانيا ةاناميرا ينشان
foroozan.rashidi@iau.ac.ir 
 

 

 يتخصص يدكترا انيصمد نجات 
برق (مخابرات)، در  ةخود را در رشت

 UTM از دانشگاه ١٣٩٣سال 

و عضو  اريدانش يگرفت. و يمالز
 يسلامدانشگاه آزاد ا يعلم ئتيه

معاونت  شانيجمله سوابق ا از  .است اسوجيواحد 
و  اسوجيواحد  يدانشگاه آزاد اسلام يپژوهش و فناور

 يباشگاه پژوهشگران جوان دانشگاه آزاد اسلام استير
برق، مخابرات،  شانيا يكار يهانهياست. زم اسوجيواحد 

ها و هوش داده بنديخوشه گنال،يپردازش س ،كاوي¬متن
  .است يمصنوع

 : عبارت است از شانيا ةاناميرا ينشان
samad.nejatian.ir@ieee.org 

 
 

خود در  لاتيتحص نيپرو ديحم
را در دانشگاه  يمقطع كارشناس

 شانيرساند. ا انيچمران اهواز به پا
ارشد و دكترا را  يمدرك كارشناس

در دانشگاه علم و صنعت گرفت و 
 يعلم ئتيه تيّ پس از آن به عضو

 يو .درآمد يواحد نورآباد ممسن يد اسلامدانشگاه آزا
 وتريدر رشته كامپ يواحد دانشگاه نچندي در اكنونهم

 يمباحث يو يپژوهش هاينهياست. زم سيمشغول به تدر
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 بنديو خوشه بنديطبقه ،سازينهيبه هايتميالگور رينظ
 .هاستداده

 : عبارت است از  شانيا ةاناميرا ينشان
 parvin@iust.ac.ir 

  
مدرك  يدارا ييرضا دهيوح

 يدر مقطع دكترا يليتحص
است.  اتياضيرشته ر يتخصص

 ئتيهم اكنون عضو ه يو
 يدانشگاه آزاد اسلام يعلم

 هاي¬نهيزم است.  اسوجيواحد 
پردازش  كاويمتن ،ياضير سازينهيبه ،يو يپژوهش

 هاست.داده بنديو خوشه گناليس

 عبارت است از: شانيا ةاناميرا ينشان
vahidehrezaie@gmail.com 

  
فرد مدرك   يكرم االله باقر

 ةخود را در رشت يكارشناس
از دانشگاه  وتريكامپ يمهندس

ارشد  ياصفهان و مدرك كارشناس
از دانشگاه نجف آباد  بيترتخود را به

هم  يكرده است. و افتيو اراك در
واحد  يگاه آزاد اسلامدانش يعلم ئتياكنون عضو ه

 ،كاويداده شانيا يپژوهش هاينهيمز است. اسوجي
 است. شنهاددهندهيپ يهاو سامانه نيماش يريادگي

 عبارت است از:  شانيا ةاناميرا ينشان

k.bagherifard@iauyasooj.ac.ir 
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