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Abstract

Data clustering is one of the data mining main tasks, which is responsible to explor hidden patterns in
unlabeled data. Due to the complexity of the problem and the weakness of the basic clustering methods, today
most studies are directed towards clustering ensemble methods. Although for most datasets, there are
individual clustering algorithms that provide acceptable results, the ability of a single clustering algorithm is
limited. In fact, the main purpose of clustering ensemble is to search for better and more stable results, using
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the combination of information and results obtained from several initial clustering. In this paper, a clustering
ensemble-based method will be proposed, which, like most evidence accumulation methods, has two steps: 1-
building a simultaneous participation matrix and 2- determining the final output from the proposed
participation matrix. In the proposed method, some other information will be used in addition to the samples
clustering to construct the simultaneous participation matrix. This information can be related to the degree of
similarity of the samples, the size of the initial clusters, the stability degree of the initial clusters, etc. In this
paper, the clustering problem is defined as an explicit optimization problem by the mixed Gaussian model and
is solved using the simulated annealing algorithm. Also, an evolutionary method based on simulated annealing
will be presented to determine the final output from the proposed simultaneous participation matrix. The most
important part of the evolutionary method is to determine the objective function that guarantees the final output
will be of high quality. The proposed method uses a new method to determine the initial state in the problem.
This method, according to the labels obtained from the initial clustering of data, determines the possible
distributions in such a way that the clustering results are reflected in it. The amount of reflection can be
controlled through a parameter in the proposed method. It uses a new and innovative mechanism to go to the
next state. In this method, which can be controlled through several parameters, by focusing on some regions of
the correlation matrix, the probability distributions of samples belonging to different clusters are changed in a
controlled and soft manner and a new probability distribution is produced, but close to the previous one. The
degree of closeness between the previous and the new state is controlled through several parameters that
determine which regions of the correlation matrix should be focused on and how many changes are in the
current state. In experimental tests, the proposed method was compared with four individual clustering
methods and two combined clustering methods. Experimental results show that this proposed method generally
produces higher quality classifications than other methods. Part of the experimental results show that the
proposed method is able to identify clusters with normal distribution better than other methods. Overall, the
experimental results show that the proposed method is better than other similar methods in terms of different
clustering quality evaluation criteria.

Keywords: Clustering ensemble, Gaussian mixture model, simulated annealing algorithm, simultaneous
participation matrix, stability, objective function
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Figure 1: Example for problem state
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2 2 xs| 0 1 0 xs | 0.5 0.2 09
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X4 | 0.5 x4 | 021 0.58 0.21
Xs | 0.4 1.5 xs | 0.19 0.46 0.35
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x7 | 0.7 1.9 x7 | 032 0.16 0.52
xs | 0.7 xs | 0.15 0.11 0.}4
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Figure 2: Determining the initial state in the proposed method

NextState
NextState

GetNextState(CurrentState, Min, Max, ChangeNum, Step)
CurrentState;
MinVal GetMinElementOf (CurrentState);
MaxVal GetMaxElementO f (CurrentState);
Range = MaxVal - MinVal;
MinRange = MinValue + Min xRange;
MinRange = MinValue + Max x Range;
[Rows, Cols] = find(MinRange < CM & CM < MaxRange);
for i = 1:ChangeNum
rmum = RandomNumber(1);
NextState (Rows(rnum, 1)) = NextState(Rows(rnum,1),1) +
tep * NextState (Cols(rnum, 1));

end
fori=1n
NextState(i,:) = NextState(i,:) / sum(NextState(i,:));
End
Oy Sl 29 &8 52 G0 yant (Y - JSC0)
Figure 3: Pseudo-code to move backwards state
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Figure 4: Example for moving backwards

0O 2o ) 5L VFeY Jlw


http://dx.doi.org/10.61186/jsdp.20.1.99
http://jsdp.rcisp.ac.ir/article-1-1219-fa.html

[ Downloaded from jsdp.rcisp.ac.ir on 2026-02-05 ]

[ DOI: 10.61186/jsdp.20.1.99]

Gigduigd gloal Sgug sl IS GHUGT @i 98Ul 51 o Slaiwl

Sl gs o leus

1 2 3 4 5

1 2 1 3 2 2

2 2 1 3 2 2

3 2 1 0 2 2

4 0 3 1 1 1

5 1 2 2 0 0

& 6 3 2 2 3 3

t. 7 3 0 1 3 3

N 8 1 2 2 3 3

f 9 3 3 1 1 1
g peile 5 CM) (Soion o ple g

L) sgd o gl (N) ()b pdiges o lojen

W ) 8 4 aS (e, Can

ol g 60959 slaaly (GeS > ¥ S o
O ‘ralf s Sloads w)f P9 M
o3l cpl it Hlaisjse 850 H0 4T cl gleals
sl il sl cwl e Uil slael Jols
2 Wl s 5 sl & 0510 292y 03l (nl o e
Pl o ewl oad axiw Cols g Rows L sl g0
S5 b gl ChangeNum lude 45@'14.34.;531., e
dae g pll SeiS o Wb e SOl
Sz b oply ol Jlode a5 0gi 0 oJgs UM Solas
b Caled 3 09D 05033 pew Sy Jol 5 caex
S b 098 g el Ll g5ame g2 pse Sl slaalyo
Slp ool 3oy SO 0gd ol e Jlaiz! a8
Sy bt § Sy oSke (Sifr b

el 0ol 55 o golpring

cle

clear v

close all; v

X=[1,1;1,2;3,3;509;8,2;5,5;6,7,7,3;2.9]; ¢

k=3;0

[~,LabelSet,SampleIndicesSet] = 4

ConstructingKMeansEnsembleWithSampling(X, k, 5, 7/8);
[CM,N] =

ExtractMatricesCMandN(SampleIndicesSet,LabelSet);

Z = linkage(CM,'single"); A

L = cluster(Z,'maxclust'k); 4

plot(X(L==1,1),X(L==1,2),'or"); \.

\

hold on; N

plot(X(L==2,1),X(L==2,2),"g"); Y
plot(X(L==3,1),X(L==3,2),"+b"); \Y

Y = RandomY (size(X,1),k,L,1); V¥
[ObjectiveValue] = ObjectiveFunc2(CM, N, Y); 0
[NY] = NextY2(Y,CM,0.7,1,1,1); \#
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14 0.387276 0.611055 0.001669

\ 0.20549 0.711528 0.082982
A 0.307244 0.548141 0.144615
q 0.530406 0.291546 0.178048
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Table 1: Specifications of the standard data set used

[y
o

O R N W Hh U1 OO N 0 O

b 59y GunaligS Juol>
(Y = RandomY(size(X, 1),k L, 1) KLY
O3 el S BT Gasls ke oS pladzgl
S b plp Yo adgl oo jlaie jo L3 a5 slacis

\ Y Y
\ 0.145652 0.35705 0.497298
Y 0.064247 0.339909 0.595845
¥ 0.186866 0.242993 0.570141
\ 0.79636 0.065065 0.138575
I 0.04725 0.56609 0.38666
14 0.387276 0.611055 0.001669
v 0.20549 0.711528 0.082982
A 0.307244 0.548141 0.144615
q 0.530406 0.291546 0.178048

00ls dsgaze ol | ladiged slaes b Shgolaws | oo, ol
1 | Breast Tissue 106 9 6
2 | Bupa 345 6 2
3 | Dolphins 62 62 5
4 | Ecoli 336 7 8
5 | Galaxy 323 4 7
6 | Glass 214 9 6
7 | Haberman 306 3 2
8 | Halfring 400 2 2
9 | Ionosphere 351 34 2
10 | Iris 150 4 3
11 | Planning 182 12 2
12 | SAHeart 462 9 2
13 | Seeds 210 7 3
14 | Vertebral3C 310 6 3
15 | Wine 178 13 3
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Sl s olaxs 4 (MaxRange ¢ MinRange) o

Lol 465> (Step) Ll ( KigS> 4 (ChangeNum)
[NY] = NextY2(Y,CM,0.7,1,1,1);

[=NYN]eXtY2 (Y, CM, MinRange, MaxRange, ChangeNum, Step)
\ A\ Y

\ 0.145652 0.35705 0.497298

Y 0.064247 0.339909 0.595845

Y 0.31489 0.204735 0.480375

f 0.79636 0.065065 0.138575

I 0.04725 0.56609 0.38666
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Table 2: Comparison of the accuracy of the proposed
method and five other methods

# of data KMea SL FC EAGM EAK | Propose
set ns M M M d

1 0.412 0.44 | 043 0.432 0.443 0.621

0.533 0.54 | 0.52 0.535 0.545 0.665

0.459 045 | 042 0.453 0.468 0.687

0.72 0.74 | 0.76 0.719 0.714 0.892

0.442 044 | 043 0.444 0.453 0.571

2

3

4

5 0.275 0.29 0.28 0.28 0.272 0.423
6

7 0.545 0.51 0.53 0.511 0.516 0.559
8

0.88 | 0.90 | 0.85 0.876 0.88 0.938

9 0.707 | 0.65 | 0.70 0.695 0.707 0.836

10 0.833 | 0.82 | 0.82 0.842 0.833 0.901

11 0.534 | 0.55 | 0.52 0.534 | 0.555 0.703

2| oes | % oe | 063 | 06| 082

13 0919 | 091 | 0.89 091 0.919 0.993

14 0462 | 046 | 047 0.474 | 0.468 0.726

15 0.966 0.88 | 0.96 0.966 0.966 0.989
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Table 3: Comparison of accuracy and NMI proposed

method and evidence accumulation method

Srte ONles a5 (oolgiiny by, 3 K— Means
o)l 30 NMI jLso ¥ Joa 0 il ady aans

o) S8 sip )l S Y Jgaer mli el oads

EAKM Proposed . w .

Acc NMI Acc NMI ovg) aumd NMI Lo 5 i bl 3l golpainn
1 0443 0497 0.527 0.665
2 0545 0.002 0.648 0.201 Ll Q219 Ll
3 0.468 0.394 0.563 0.558 .
4 0.714 0.65 0.967 0.794 sl sl iy, cad ol Jlie Sldbl mls
5 0272 0.196 0.425 0.401 o o9 & &
6 0.453 0.315 0.621 0.466 oals A gosxe olgiin Audl g5
7 0.516 0.001 0.722 0.2004 i e S w0 5 SRy
3 0.88 0.506 0.901 0.706 ol Jolee ewl s @l O S 0 55 6566
9 0.707 0.125 0.911 0.325 el d - et
10 0.833 0.659 0.936 0.853 el 00 03551 S 40 pid Lre & .
11 0.555 0.001 0.725 0.203 99 2 et ke sl s
12 0.63 0.074 0.745 0279
13 0.919 0.728 0.983 0.828
14 0.468 0.303 0.764 0.409
15 0.966 0.876 0.985 0.976
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Figure 4: Normalized Interactive Cluster-Based Interaction Methods on the Data Collection Used
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Figure 6: Fisher's criterion of basic clustering methods based on the data set used
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Figure 6: Accuracy on the Ecoli data set for different MinRange and RangeWidth values
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Figure 7: Similarity matrix of data points in original Iris dataset.
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Figure 9: Similarity matrix of data points in original Wine dataset.
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Figure 10: Similarity Matrix of data points in mapped Wine dataset
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Table 4: Consensus functions in ensemble with a description of each method

# method description
1 EAC evidence accumulation clustering
2 CSPA cluster-based similarity partitioning alg
3 HGPA hypergraph partitioning algorithm
4 MCLA meta-clustering algorithm
5 JWEAC joint weighted EAC
6 PAC probability accumulation clustering
7 WEA weighted evidence accumulation using coassociation signi_cance
8 LCE link-based cluster ensemble using connectedtriple based similarity [31],
9 DICLENS divisive clustering ensemble with automatic cluster number [54],
10 EAC-W EAC using PRA,
11 CSPA-W CSPA using PRA,
12 DICLENS-W DICLENS using PRA,
13 EAC-Wr EAC using PRAr,
14 CSPA-Wr DICLENS using PRAr.
15 DICLENS-Wr DICLENS using PRAr.
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= Table 5: The dataset used in this section

a\: dataset name # of samples # of features # of clusters
l—sf breastCancerWisconsin 683 9 2
% contractions 98 27 2
2 fertility 100 9 2
T] glass 214 9 6
N ionosphere 351 33 2
9 iris 150 4 3
i laryngeal3 353 16 3
2 letterRecognitionABC 2291 16 3
é; respiratory 85 17 2
4 segmentationTrain 210 18 7
3 voice_3 238 10 3
3

Y

2 (Bl @lgh slp 121 ¥+ 5l oy bavgie jebas REAL (slaosls acgommo ;3 AMI 4 jlne Syl g (ko :(F - Jgo2)

] 0l Ua;ul.\.a Sy y1 0010 Acgozxo & (gl 0 08 (3 yids -Elo]
Mean and standard deviation of AMI scores on REAL datasets averaged over 30 runs for consensus functions. The
best score for each dataset is highlighted in bold.

DATASET DICLENS LCE EAC PAC CSPA HGPA MCLA WEA JWEAC ~ PROPOSED
P 0323 0.001 0.001 0.000 0.655 0.687 0.628 0.001 0.001 0.746
TEaSIanCerISconsn 0305 0002 £0001 0,001 $0023 0046 20030 0002 +0.001 +0.059
ontractions 0.188 0.021 0.000 0.005 0.326 0311 0328 0.000 0.011 0.571
oRTacions 0,088 +0.061 0003 20024 #0072 #0092 £0.126 0.000 0040 20132
sy 0.008 -0006  -0008  -0.008 0.002 0.005 -0.001 -0.006 -0.008  0.009
Jertlit +0.024 0013 0,003 +0.003 +0.007 0,010 0,007 +0.012 0003 +0.029
. 0.254 0.127 0.084 0.142 0257 0.255 0224 0.127 0.147 0289
8lass 0023 0004 20093 #0107 2004 0024 0064 £0092 0104 0076
i 0201 0.002 0.002 0.002 0.106 0.150 0,074 0.001 0.002 0.293
onasphiere 0,136 0,000 0.000 0000 #0015 #0052 20023 £0002 0002  +0149
n 0.635 0.576 0.564 0.574 0.665 0.693 0.692 0.566 0564  0.740
= +0.107 0,012 +0.020 40,054 +0.063 +0.082 £0.076 0018 0015 0.09
[ 0.058 0.001 0.000 0.000 0.195 0.191 0.203 -0.002 0000 031
aryngedt; +0.047 +0.006 +0.003 0,003 0013 0,012 0,019 +0.001 0006 £0.026
A 0.138 0.186 0.049 0.080 0.489 0424 0515 0.100 0082 0.639
CHETIeCORMAON: 0173 10237 20125 0170 #0031 20176 #0198 0190 £0169 10106
espiratory 0.186 0.030 0018 0015 0.598 0.469 0546 0.001 0033 0.619
feeptaiery 0224 +0.085 +0.022 +0.026 0,082 +0.197 +0.129 +0.004 +0083  +0.097
— 0.546 0.352 0.359 0.383 0.653 0.562 0.605 0.368 0368 0698
Scgmentationlrain +0.106 +0.104 +0.086 +0.088 +0.049 +0.069 +0.070 +0.067 0084 £0.056
e 0.105 0.033 0.032 0.032 0.117 0.108 0.115 0.028 0033 0183
poice +0.047 0002 #0001 0001 $0035  £0034 20038 0012 £0002  +0.0473
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Table 8: Comparison of MCEMS with other algorithms in Wilcoxon rank sum test witha = 0.05.

Dataset Single Average Centroid

Complete HMM DSPA WHAC

p-value SG p-value SG p-value

5G

p-value SG p-value 5G p-value SG p-value SG

Ds1 0.0020 - 0.0021 - 0.0023
Ds2 0.0010 - 00013 - 0.0006
DS3 0.0001 = 0.0001 - 0.0001
DS4 0.0008 = 0.0006 == 0.0004
DS5 0.0009 2 0.0005 - 0.0017
DSG 0.0002 - 0.0001 - 0.0001
D57 0.0005 = 0.0005 - 0.0005
DS8 0.0001 = 0.0001 - 0.0001
DS9 0.0005 - 0.0005 - 0.0007
D510 0.0006 - 0.0006 - 0.0006
Ds11 0.0003 - 0.0009 - 0.0005
D512 0.0001 - 0.0004 - 0.0004
D513 0.0002 - 0.0000 - 0.0002
D514 0.0016 - 0.0011 - 0.0014
Ds15 0.0010 = 0.0008 - 0.0011
DS16 0.0002 = 0.0002 = 0.0002
Ds17 0.0011 - 0.0015 - 0.0016
DS18 0.0008 = 0.0009 - 0.0004
DS19 0.0001 = 0.0004 - 0.0002
D520 0.004% - 0.0042 - 0.0032
Ds21 0.0014 - 0.0021 - 0.0024
DS22 0.0459 - 0.0552 - 0.0484
Ds23 0.0004 - 0.0000 - 0.0002
DS24 0.0023 - 0.0022 - 0.0023
DS25 0.0023 - 0.0020 - 0.0031
Average 0.0020 - 0.0019 - 0.0021

0.0156 - 0.0227 - 0.0163 - 0.0181 -
0.0008 - 0.0055 - 00013 & 0.0020 -
0.0000 = 0.0015 - 0.0013 = 0.0001 =
0.0008 - 0.0016 = 0.0028 - 0.0008 =
0.0019 - 0.0858 * 0.0413 % 0.0021 2
0.0002 - 0.0018 - 0.0014 - 0.0002 -
0.0005 - 0.0010 = 0.0035 - 0.0008 =
0.0001 - 0.0015 - 0.0013 = 0.0001 =
0.0008 - 0.0070 - 00013 - 0.0027 -
0.0008 - 0.0011 - 0.0188 - 0.0085 -
0.0004 - 0.0010 - 00016 - 0.0011 -
0.0003 - 0.0010 - 00120 - 0.0051 -
0.0001 - 0.0010 - 00013 - 0.0002 -
0.0011 - 0.0126 - 0.0017 - 0.0527 +
0.0005 - 0.0010 - 0.0059 = 0.0020 =
0.0002 - 0.0011 = 0.0021 % 0.0002 =
00013 - 0.0033 - 0.0368 - 0.0186 -
0,0007 - 0.0405 = 00013 - 0.0245 =
0.0002 - 0.0018 - 0.0020 = 0.0005 =
0.0067 - 0.0254 - 00073 - 0.0169 -
0.0017 - 0.0370 - 0.0025 - 0.0183 -
0.0438 - 0.3307 # 03270 + 0.2174 +
0.0003 - 0.0010 - 0.0201 - 0.0091 -
0.0024 - 0.0111 - 0.0075 - 0.0028 -
0.0029 - 0.0256 - 0.0034 - 0.0118 -
0.0024 - 0.0251 - 0.0209 - 0.0166 -
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Table 7: Description of the dataset used.

Index Dataset #Instances #Features #(lasses
D51 Wine 178 13 3
Ds2 Vehicle 846 18 4
D53 Seeds 210 7 3
D54 Pima-diabetes 768 8 2
DS5 Landsat-satellite 6435 36 6
DS6 Image-segmentation 2310 19 7
DS7 Mammographic 961 5 2
DsS8 Glass 214 10 7
D59 Bupa 323 4 7
D510 Breast 683 9 2
D511 Avila 20,867 10 12
D512 Yeast 1434 3 10
D513 Ecoli 336 8 8
D514 Digits 5620 63 10
D515 Banana 2000 2 2
D516 Ring3 1500 2 3
DS17 Imbalance 2250 2 2
Ds18 Bupa 345 6 2
D519 Aggregation 788 2 ¥
DS20 SAHeart 462 9 2
DS21 lonosphere 351 34 2
Ds22 Galaxy 323 4 7
D523 Half-Ring 400 2 2
DS24 Hand-made1 300 2 3
D525 Letter-recognition 20,000 16 26
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