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Proposing a Meta-heuristic Model of Intrusion Detection
Using feature Selection Based on Improved Gray Wolf
Optimization and Random Forest

Shahriar Mohammadi*, Ahmad Khalatbari, Mehdi Babagoli

Faculty of Industry, Khwaja Nasiruddin Toosi University of Technology, Tehran, Iran

Abstract

Rapid development in the Internet and communications have been led to dramatic growth in computer
networks, network size, and data exchange; hence, this can pose harmful threats to the network.
Intrusion detection systems play an important role in Internet networks security, which protects the
privacy, integrity, and availability of the network by inspecting network traffic. Intrusion detection
models in the field of network security are predictive models that are used to predict malicious data in
networks and one of the most widely used models in intrusion detection systems is based on machine
learning. The imbalance between the accuracy of detection and false alarm rate is one of the most
important challenges in this regard. In this paper, meta-heuristic algorithms are used to increase
searchability and machine learning method as well, to increase computational power and classification.
Several evaluation models have been developed recently that can consider the merit of a feature subset
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instead of evaluating individual features. Stochastic nature and effective search capability of meta-

heuristic algorithms play an important role in solving the high dimensional problem. Therefore, in order

to detect intrusion and prevent it, an efficient model based on the gray wolf optimization is used to select

the most relevant feature and random forest used as an evaluator. Gray wolf optimization (GWO) is a

metaheuristic algorithm that inspired from hunting behavior of social hierarchy of grey wolves.

According to less randomness and varying numbers of individuals assigned in global and local searching

procedures, the GWO algorithm is easier to use and converges more rapidly and the superiority of this

algorithm among many metaheuristic algorithms has been proved in many researches. The binary
version of this algorithm is used for feature selection method. The procedure of proposed model is
described as follows.

1. NSL-KDD dataset is a benchmark dataset that is consists of normal and abnormal traffics. despite
the oldness, the NSL-KDD dataset is analyzed and used in many recent studies in order to evaluate
the effectiveness of the various classification algorithms in intrusion detections. In preprocessing
phase, the data normalization is conducted and the class labels are converted to normal and
abnormal (0 and 1).

2. Binary GWO is used to select best feature subset by exploring and exploiting the search space. The
high strength of GWO in finding the optimal feature subset has been originated from three member
of grey wolves’ pack: Alpha, beta and delta. The random forest technique is used as a classifier in
this model. The generated subsets are evaluated with random forest.

3. In order to increase the performance of GWO, an improved GWO (IGWO) is proposed. The
proposed IGWO is used genetic algorithm nature for making balance between exploitation and
exploration. In each iteration, alpha and beta are considered as parents and produced two
individuals (child) using uniform crossover. The individuals can add to papulation if they have a
good merit. The merit of all individuals is obtained using random forest classifier.

4. As shown in the result, the detection accuracy of the traditional and improved gray wolf method is
obtained 97.14% and 98.97%, respectively, which is outperformed other methods.

5.

Keywords:

Intrusion detection system, Feature Selection, improved Gray Wolf Optimization Algorithm, Random

Forest, Machine Learning
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Figure 4. Individuals in proposed GWO
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Figure 5. binary representation of feature (Binary
GWO)
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Figure 3. proposed method flowchart
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Table 1. Confusion matrix
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Table 2. data of confusion matrix for proposed model
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Table 3. Results of conventional GWO

and Improved GWO
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Table 4. Comparison analyses
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Figure 7. comparison of proposed method and
methods in [25]
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Figure 6. Improved GWO roc curve

Ohgy 5l edelcawsdy mls Cwnd cpl o

2 eeS e ) alie slealis b 1, solyring
sel [YOl by lis yo a5 5,135 ool o biwl) o
5 el oo ools Las (F) Jgao &jg0as bl ol
NSL-KDD cewls 5l (imehs ol alan oads 53 Ulie
3 S g Comels Loy (pl a5 ouds colai]
sl el sad axg ol @ b iegh 5l gl
SUM . _bolas [Sim Lol 4l Al 1o oidiisjlsoslyy
sdeliewsdy s § Cawl ool ju g Stz (ygu )5,
JYS Gn e 51 0ebee ons pj Jear 0
e 5 55UsT slo g, s 3lansley e ool S
shls Jb cpl b .cwl sadgjlwesly sla by, cawlio
lie cpl j0 a5 sted Gwb cds asle axs bl
el 00l ol ) golpinn oS 5 oS pull Sguge g
Cal ALlgS S99 (S3loitan gy Wa0 o0 Ol s
Srte @S oddomyp slogtegn ple 4 Cons

b axsls

S5 b eoleiiny Nl S wh eae g o
S 25 il S0k g s,lE (65l

Ao by, dzets ubls <8 b ( Byb 5l ol ansls



http://dx.doi.org/10.61186/jsdp.20.1.133
http://jsdp.rcisp.ac.ir/article-1-1218-fa.html

[ Downloaded from jsdp.rcisp.ac.ir on 2026-02-05 ]

[ DOI: 10.61186/jsdp.20.1.133 ]

Sl cqz )il slapi oSl sy D08
olal Kz vyl 5l g b Shy asgeme )
ol S5l @l el ond ooliul gazes, skiteds
L sl cole cel Shy olbl a5 wog e
Sidd (Joene slo by, b amslie )0 33 LB SIS
S yeS oaldilyl g, yo 4 Cuwl S3LLE (aizmen
Al Bl b She Ay g ol by Sy wo o O

lgioe (S Ll Vb olal b slaosls (sl 9,015
Sorte biomizmen AL PRe 5 oSSl
cole glojose S S5 6 Sl e ,sNl
S 5 oSl (Saazey oled 50 5 wboe Jrals Sl

50 sdwlCawsdy LI laie Tr 9 oo g XN Dol o

5 Sl ooleiinn o8 LB 0le (soleininy i yoN!
S o 5 o Shes cesw a S Gl s
Olfise 55 eanl glayls (ol aiS e Slble S
e g N I S I -]
5 osls olul als cx jo il b g bl sla s,
& 8Ll3 slaei ;oS dwgas Yo sl loxs

D9 oslaiwl by T e ol cqe

5- Refrence &=l -0

[1] 1. Manzoor and N. Kumar, "A feature reduced
intrusion  detection system using ANN
classifier,” Expert Systems with Applications,
vol. 88, pp. 249-257, 2017.

[2] A. Khraisat, I. Gondal, P. Vamplew, and J.
Kamruzzaman, "Survey of intrusion detection
systems: techniques, datasets and challenges,"
Cybersecurity, vol. 2, no. 1, pp. 1-22, 2019.

[3] T.A. Alamiedy, M. Anbar, Z. N. Algattan, and
Q. M. Alzubi, "Anomaly-based intrusion
detection system using multi-objective grey
wolf optimisation algorithm,” Journal of
Ambient  Intelligence and  Humanized
Computing, pp. 1-22, 2019.

[4] E.-G. Talbi, "Machine learning into
metaheuristics: A survey and taxonomy of data-
driven metaheuristics," 2020.

[51 D. Molina, J. Poyatos, J. Del Ser, S. Garcia, A.
Hussain, and F. Herrera, "Comprehensive
Taxonomies of Nature-and  Bio-inspired
Optimization: Inspiration Versus Algorithmic
Behavior, Critical Analysis Recommendations,"
Cognitive Computation, vol. 12, no. 5, pp. 897-
939, 2020.

[6] X.Gao, C. Shan, C. Hu, Z. Niu, and Z. Liu, "An
adaptive ensemble machine learning model for
intrusion detection," IEEE Access, vol. 7, pp.
82512-82521, 2019.

[71 J. M. Fossaceca, T. A. Mazzuchi, and S.
Sarkani, "MARK-ELM: Application of a novel
Multiple Kernel Learning framework for

5 LIS Loy onBoslongngy ol a5 Canl Sgpine SLals

gl 42,2 45 35 4255 WL ROC (slalogas Jlos o
Lol 009y yign o501 oI5 il s ROC Hloges 5
ol QL a8 plg e (A) JSCE L (F) S Al
3 5335 )l jskaieds ool Jou3 JB oaboslssgage
5o onbpll gy wix b goleiig (b9, (O) Jsor

0.8
OJ
e
o 0.6
=
g 0.4
()
2
= 0.2
0
0 0.2 0.4 0.6 0.8 1
False positive rate
GMB SVM GWO RFMTR RF

ol 5095 9

Figure 8. comparison of roc curve for proposed
method and [25]

iy ple b golidion o3l (2L 5,1 (8 -Jgu)
Table 5. Evaluation of the proposed model
with other researches

9) sl
[vs] ol s S S5 oS 5 @AY, ) cds
SVM
[\ Y] Dynamic differential annealed s
optimizer A

ol e Olgiea 48 S0

[vvl] T @AYA-) s
=55 6,3 o )oSl
ohey | SRz s sl sge g S S S eds
solgininy olas (AAAY)

sl 1593 1 2V Corenl At ol 059 54!

Wb Cutal 0 e slagtlly 5 Bles 5 (S
on Sl sl el 39k Al
S5y S S ol el o i) 585 s
Ll Goll o goleiiay g, dente 5 soleien Q:L‘}j

g ooyl 358 ausis g ABlA by, 4 Sy

B8 by ) 5yl 1P Jl


http://dx.doi.org/10.61186/jsdp.20.1.133
http://jsdp.rcisp.ac.ir/article-1-1218-fa.html

[ Downloaded from jsdp.rcisp.ac.ir on 2026-02-05 ]

[ DOI: 10.61186/jsdp.20.1.133 ]

GI3Las S 9 Aidldgue G S T T Gilwding 2 e 9 Ll SeS &y D95 oudulis (5l 9T S &Sl

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

Intelligence and Humanized Computing, vol.
12, no. 1, pp. 1249-1266, 2021.

R. Ahmadi, G. Ekbatanifard, and P. Bayat, "A
Modified Grey Wolf Optimizer Based Data
Clustering  Algorithm,”  Applied Artificial
Intelligence, vol. 35, no. 1, pp. 63-79, 2021.

A. N. Singh, J. Mrudula, R. Pandey, and S. Das,
"A Comparative Study of Four Genetic
Algorithm-Based Crossover Operators for
Solving Travelling Salesman Problem,” in
Intelligent Algorithms for Analysis and Control
of Dynamical Systems: Springer, 2021, pp. 33-
40.

G. S. Kushwah and V. Ranga, "Optimized
extreme learning machine for detecting DDoS
attacks in cloud computing,” Computers &
Security, p. 102260, 2021.

K. Singh, L. Kaur, and R. Maini, "Comparison
of Principle Component Analysis and Stacked
Autoencoder on NSL-KDD Dataset,” in
Computational Methods and Data Engineering:
Springer, 2021, pp. 223-241.

S. Gavel, A. S. Raghuvanshi, and S. Tiwari,
"Distributed intrusion detection scheme using
dual-axis dimensionality reduction for Internet
of things (loT)," The Journal of
Supercomputing, pp. 1-24, 2021.

M. C. Belavagi and B. Muniyal, "Performance
evaluation of supervised machine learning
algorithms for intrusion detection,” Procedia
Computer Science, vol. 89, pp. 117-123, 2016.
S. Shakya, "Modified Gray Wolf Feature
Selection and Machine Learning Classification
for Wireless Sensor Network Intrusion
Detection," 2021.

O. Almomani, "A Hybrid Model Using Bio-
Inspired Metaheuristic Algorithms for Network
Intrusion Detection System," CMC-
COMPUTERS MATERIALS & CONTINUA,
vol. 68, no. 1, pp. 409-429, 2021.

L os> GliSe S e gohommo )l e
dRils 5 all, wiige XD, Lo
g Sl 00,5 Cdlb e ST o galle
Bails oo o gac jeSTes
GRS o ek (el azly

ol sale &350 ool gyl oaSails oMbl (5,5l

)

ol ciegh sleais; 9 (g Luils

oy (oliSie, 5 ), «Sg i SI Ol

] S aS
bl &bl Slas

Email: Mohammadi@kntu.ac.ir

0O 2bs ) 5Ll VFeY JLlo

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

improving the robustness of Network Intrusion
Detection," Expert Systems with Applications,
vol. 42, no. 8, pp. 4062-4080, 2015.

K. M. Prasad, A. R. M. Reddy, and K. V. Rao,
"BIFAD: Bio-inspired anomaly based HTTP-
flood attack detection,” Wireless Personal
Communications, vol. 97, no. 1, pp. 281-308,
2017.

A. A. Aburomman and M. B. |. Reaz, "A novel
SVM-KNN-PSO ensemble method for intrusion
detection system,"” Applied Soft Computing,
vol. 38, pp. 360-372, 2016.

D. Arivudainambi, V. K. KA, and S. S.
Chakkaravarthy, "LION IDS: A meta-heuristics
approach to detect DDoS attacks against
Software-Defined Networks," Neural
Computing and Applications, vol. 31, no. 5, pp.
1491-1501, 2019.

S. Velliangiri and H. M. Pandey, "Fuzzy-
Taylor-elephant herd optimization inspired
Deep Belief Network for DDoS attack detection
and  comparison  with  state-of-the-arts
algorithms,”  Future  Generation Computer
Systems, vol. 110, pp. 80-90, 2020.

A. J. Wilson and S. Giriprasad, "A Feature
Selection Algorithm for Intrusion Detection
System Based On New Meta-Heuristic
Optimization,” Journal of Soft Computing and
Engineering Applications, vol. 1, no. 1, 2020.

T. Khorram and N. A. Baykan, "Feature
selection in network intrusion detection using
metaheuristic algorithms," International Journal
of Advanced Research, Ideas and Innovations in
Technology, vol. 4, no. 4, 2018.

Q. Al-Tashi, S. J. Abdulkadir, H. M. Rais, S.
Mirjalili, and H. Alhussian, "Approaches to
multi-objective feature selection: A systematic
literature review," IEEE Access, vol. 8, pp.
125076-125096, 2020.

J. Cai, J. Luo, S. Wang, and S. Yang, "Feature
selection in machine learning: A new
perspective,”" Neurocomputing, vol. 300, pp. 70-
79, 2018.

M. Di Mauro, G. Galatro, G. Fortino, and A.
Liotta, "Supervised feature selection techniques
in network intrusion detection: A critical
review," Engineering Applications of Artificial
Intelligence, vol. 101, p. 104216, 2021.

R. Purushothaman, S. Rajagopalan, and G.
Dhandapani,  "Hybridizing  Gray  Wolf
Optimization (GWO) with  Grasshopper
Optimization Algorithm (GOA) for text feature
selection and clustering,” Applied Soft
Computing, vol. 96, p. 106651, 2020.

E. Emary, H. M. Zawbaa, and C. Grosan,
"Experienced gray wolf optimization through
reinforcement learning and neural networks,"
IEEE transactions on neural networks and
learning systems, vol. 29, no. 3, pp. 681-694,
2017.

A. Thakkar and R. Lohiya, "Attack
classification using feature selection techniques:
a comparative study,” Journal of Ambient


http://dx.doi.org/10.61186/jsdp.20.1.133
http://jsdp.rcisp.ac.ir/article-1-1218-fa.html

[ Downloaded from jsdp.rcisp.ac.ir on 2026-02-05 ]

[ DOI: 10.61186/jsdp.20.1.133 ]

&&yTuw‘b ‘5’....;.1’." > S|
oSils b)) wlib)lS aid,
Ay o owob (pallal axlys
Ml el 5 (5505555 Gy 658 Ll ot

byl &b, Slas

Email: Khalatbary@gmail.com

$lySs gemasly ISLL goge

ok pllal axlgs oKl

by Ay, o oRils 5l

.
W o Gl ol o oS

olas o slaxiwl deagu 3l 093 LSS O
soliel &bl Slas
Email: Mehdi.babagoli@email.kntu.ac.ir

B8 by ) 5yl 1P Jl


http://dx.doi.org/10.61186/jsdp.20.1.133
http://jsdp.rcisp.ac.ir/article-1-1218-fa.html
http://www.tcpdf.org

