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 چکیده
و همین  هداده شد تبادلِ شبکه و اندازة ،ایرایانه هایشبکه رشد چشمگیرو ارتباطات منجر به  نترنتیاهای نهیدر زم عیسر شرفتپی

 بر عهده دارند اینترنتیهای شبکه امنیّتدر  ینفوذ نقش مهم صیتشخهای سامانه امر زمینه را برای حملات مختلف فراهم کرده است.

 زمینهنفوذ در  صیتشخ یهاالگو .کندمیبودن شبکه محافظت پارچگی و دردسترسشبکه از محرمانگی، یک هایترافیکی با بازرسو 

و یکی از  روندیها به کار منفوذ در شبکه یکیترافهای داده ینیبشیهستند که در جهت پ یاکنندهینیبشیپ الگوهایشبکه،  امنیّت

تشخیص و  دقّتتوازن و تعادل بین  نبود .هستندمبتنی بر یادگیری ماشین  الگوهایتشخیص نفوذ ای هسامانهدر  الگوهاپرکاربردترین 

های تمیالگور. در این مقاله برای افزایش قدرت جستجو از شودیمبزرگ در این زمینه محسوب های نرخ هشدار کاذب یکی از چالش

ی الگودر این پژوهش  و،رازایند. شویادگیری ماشین استفاده می وشراز  بندیردهی و جهت افزایش قدرت محاسباتی و فراابتکار

های یژگیوجهت شناسایی بهترین مجموعه ،یو جنگل تصادف افتهیبهبود دودوییی گرگ خاکسترهای تمیالگورمبتنی بر  یکارا

 ،جموعه از الگوریتم گرگ خاکستریجهت پیداکردن بهترین زیرم .دشوترافیک برای تشخیص و پیشگیری از حملات اینترنتی ارائه می

بهبود عملکرد گرگ خاکستری، این الگوریتم  منظوربه همچنین،. شودیمو برای ارزیابی هر زیرمجموعه از جنگل تصادفی استفاده 

در روش گرگ  NSL-KDDها دادهدر مجموعه یشنهادیدر روش پ حیصح یبندطبقه یشده براحاصل دقّت. شودیمبهبود داده 

 .است بالاتری دقّتدارای  گردیهای با روش سهیکه در مقااست  درصد 98.97 و 97.14 برابر باترتیب به افتهیبهبودو  سنتّیتری خاکس

 

 ، جنگل تصادفی، یادگیری ماشینافتهیبهبودانتخاب ویژگی، الگوریتم گرگ خاکستری تشخیص نفوذ،  واژگان کلیدی: 

 

Proposing a Meta-heuristic Model of Intrusion Detection 

Using feature Selection Based on Improved Gray Wolf 

Optimization and Random Forest  

Shahriar Mohammadi*, Ahmad Khalatbari, Mehdi Babagoli 

Faculty of Industry, Khwaja Nasiruddin Toosi University of Technology, Tehran, Iran 

Abstract 
Rapid development in the Internet and communications have been led to dramatic growth in computer 

networks, network size, and data exchange; hence, this can pose harmful threats to the network. 

Intrusion detection systems play an important role in Internet networks security, which protects the 

privacy, integrity, and availability of the network by inspecting network traffic. Intrusion detection 

models in the field of network security are predictive models that are used to predict malicious data in 

networks and one of the most widely used models in intrusion detection systems is based on machine 

learning. The imbalance between the accuracy of detection and false alarm rate is one of the most 

important challenges in this regard. In this paper, meta-heuristic algorithms are used to increase 

searchability and machine learning method as well, to increase computational power and classification. 

Several evaluation models have been developed recently that can consider the merit of a feature subset 
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instead of evaluating individual features. Stochastic nature and effective search capability of meta-

heuristic algorithms play an important role in solving the high dimensional problem. Therefore, in order 

to detect intrusion and prevent it, an efficient model based on the gray wolf optimization is used to select 

the most relevant feature and random forest used as an evaluator. Gray wolf optimization (GWO) is a 

metaheuristic algorithm that inspired from hunting behavior of social hierarchy of grey wolves. 

According to less randomness and varying numbers of individuals assigned in global and local searching 

procedures, the GWO algorithm is easier to use and converges more rapidly and the superiority of this 

algorithm among many metaheuristic algorithms has been proved in many researches. The binary 

version of this algorithm is used for feature selection method. The procedure of proposed model is 

described as follows.  

1.  NSL-KDD dataset is a benchmark dataset that is consists of normal and abnormal traffics. despite 

the oldness, the NSL-KDD dataset is analyzed and used in many recent studies in order to evaluate 

the effectiveness of the various classification algorithms in intrusion detections. In preprocessing 

phase, the data normalization is conducted and the class labels are converted to normal and 

abnormal (0 and 1). 

2. Binary GWO is used to select best feature subset by exploring and exploiting the search space. The 

high strength of GWO in finding the optimal feature subset has been originated from three member 

of grey wolves’ pack: Alpha, beta and delta. The random forest technique is used as a classifier in 

this model. The generated subsets are evaluated with random forest. 

3. In order to increase the performance of GWO, an improved GWO (IGWO) is proposed. The 

proposed IGWO is used genetic algorithm nature for making balance between exploitation and 

exploration. In each iteration, alpha and beta are considered as parents and produced two 

individuals (child) using uniform crossover. The individuals can add to papulation if they have a 

good merit. The merit of all individuals is obtained using random forest classifier.  

4. As shown in the result, the detection accuracy of the traditional and improved gray wolf method is 

obtained 97.14% and 98.97%, respectively, which is outperformed other methods. 

5.  

Keywords: 
Intrusion detection system, Feature Selection, improved Gray Wolf Optimization Algorithm, Random 

Forest, Machine Learning 

 

 مقدمه -1
 یابزار ضرور کیه و روزمرّ یاز زندگ یبخش هامروز نترنتیا

مانند  یادیهای زموضوع به مردم در حوزه نیا شده و

. کندیکمک م رهیو غ لیتحص ی،وکار، سرگرمکسب

های مهم الگو یاز اجزا یکیعنوان به نترنتیا ژه،یوبه

هم شرکت  ،یتجار اتیّ. در عملشودیوکار استفاده مکسب

 رینظ نترنتیا یهای کاربرداز برنامه انیو هم مشتر

بهره  یتجارهای در فعاّلیّت یکیو پست الکترون تیساوب

استفاده از  در امنیّت اطّلاعاتبه ، رونی. ازارندیگیم

. جّه شودتوبا دقّت  دیبا یگروه ۀرسان کیعنوان به نترنتیا

های شبکه یبرا یمهم پژوهشینفوذ، مسئله  صیتشخ

 (1IDSنفوذ ) صیهای تشخاست. سامانه یو شخص یتجار

 هایقسمت نیترو کامل نترییدر حال حاضر جزء اصل

های . سامانهندهستنظارت شبکه  ای شیپا ۀسامان کی

هستند و  یدیجد باًیتقر یهایفناور ینفوذ دارا صیتشخ

 ییهانفوذ ییبه ما در جهت شناسا که دهندیمرا  دینو نیا

 صیکرد. تشخ واهندکمک خ ،شودیکه به شبکه انجام م

و  دادهایاست که در آن رو یندیفرآ ،درواقع ،2نفوذ

شده و بر اساس آن  شیشبکه پا ای ،سامانه کی یرخدادها
 

1 Intrusion detection system 
2 Intrusion Detection 

داده  صیسامانه تشخ ایوقوع نفوذ به آن شبکه  ها،شیپا

 است که یعمل ایواقع، فعاّلیّت نفوذ در  کی. شودیم

 هب یدسترس ایو  تیصحّت، تمام ،یتوسط آن محرمانگ

 ۀ. در چند ده[1]شودیتعرض م ایمنابع دچار اختلال و 

ای مشکلات های رایانهو سامانه نترنتیا ۀگذشته، در حوز

ها ستفاده از شبکهبا توجّه به حجم ا یمتعدد یامنیّت

مقدار  ،CERT3مرکز  یآماربه گزارش  .مطرح شده است

 شیسال افزابهتصور، سال حد ازشیب هارسوخ در سامانه

حمله باعث  ایب و مخرّ وذاست. هرگونه نف افتهی

اطّلاعات  ای ،ایهای رایانهشبکه، سامانه یریپذبیآس

 از جمله یو ممکن است منجر به حوادث جد شودیم

عنوان مثال، به ، ورایانه یامنیّت هایاستینقض س

. [2]ها شوددسترس بودن آن و در یکپارچگی ،یمحرمانگ

شکستن  ،یافزارنرم وبیطور عموم، از عنفوذگرها به

شبکه و نقاط ضعف  کیستراق سمع ترافکلمات رمز، ا

 یهای شبکه برارایانه ایو  هاسیدر شبکه، سرو یطراح

. برندیای بهره مهای رایانهو شبکه هانفوذ به سامانه

های و شبکه هامنظور مقابله با نفوذگران به سامانهبه

های تحت عنوان روش شماریبیهای روش ،ایرایانه

 عیست که عمل نظارت بر وقاا شده جادینفوذ ا صیتشخ
 

3 Computer Emergency Readiness Team (CERT) 
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ای را بر عهده رایانه ۀشبک ایسامانه  کیاتفاق افتاده در 

های تشخیص نفوذ به بندی مهم روشدر یک دسته دارند.

و ترکیبی  2، مبتنی بر ناهنجاری1سه دستۀ مبتنی بر امضا

های مبتنی بر ناهنجاری بندی می شوند. در روشتقسیم

ر یادگیری ماشین، هوش هایی نظیبا استفاده از روش

های فراابتکاری به ایجاد یک پروفایل از مصنوعی، الگوریتم

تا هر عمل  شودیمنرمال شبکه پرداخته های کیتراف

نفوذ تشخیص داده شود. از این رو،  عنوانبهغیرنرمال 

ایجاد یک الگوی کارا در ایجاد پروفایل بسیار مهم و 

در شبکه و امنیتّ  دیتا به امروز، تهد. [3]ستحیاتی

 هاپژوهشهم از مسائل مهم و قابل توجّه  زاطّلاعات هنو

 هایروش بندیو طبقه یدر بررس یادیز اتیو ادب هستند

های کیترافبه دلیل پیچیدگی  .ردنفوذ وجود دا صیتشخ

ها از روش بسیاری از پژوهش هایژگیوشبکه و ابعاد بالای 

های زاید استفاده یژگیوت حذف انتخاب ویژگی جه

های های اخیر، الگوریتمکنند. از طرفی در دههمی

های حل مسائل ای در زمینهفراابتکاری عملکرد شایسته

های . الگوریتم[4]اندپیچیدۀ مختلف از خود نشان داده

 یمبتن هاتمیالگور نیکه ااینبهباتوجهّ توانفراابتکاری را می

بندی دسته ،جمعیّت رب یمبتن ایجواب هستند  کیبر 

 ندیفرآ نیجواب در ح کیبر  یمبتنهای تمی. الگورکرد

 کهیدرحال ؛دهندیم رییجواب را تغ کیجستجو 

 کی جستجو نیبر جمعیّت در ح یمبتنهای تمیالگور

های تمی. الگوررندیگیها را در نظر مجمعیّت از جواب

جستجو تمرکز  یمناطق محل یجواب بر رو کیبر  یمبتن

 توانندیم ،بر جمعیّت یمبتنهای تمیدر مقابل الگور ؛دارند

 یاز فضا یدر مناطق مختلف ،زمانطور همجستجو را به

. در این پژوهش از الگوریتم [5]جواب انجام دهند

فراابتکاری مبتنی بر جمعیّت جهت انتخاب بهترین 

است که  شده استفادههای اضافی یژگیوو حذف  هایژگیو

بهبود عملکرد این الگوریتم روند جستجوی آن  منظوربه

بندی و رده منظوربهبهبود داده شده است. در گام بعدی 

ایش دقّت تشخیص از ها و افزتر ترافیکارزیابی دقیق

است. الگوریتم  شده استفاده( 3RFالگوریتم جنگل تصادفی)

های جنگل تصادفی یکی از پرکاربردترین الگوریتم

یادگیری ماشین است که در بیشتر مواقع بهترین عملکرد 

را دارد. این الگوریتم نسخۀ پیشرفتۀ درخت تصمیم 

محسوب  5( است که جزء یادگیری جمعی4DTگیری)
 

1 Signature base IDS 
2 Anomaly base IDS 
3 Random forest 
4 Decision Tree 
5 Ensemble learning 

برای آموزش استفاده  baggingو از روش  شودیم

از  یبرخ ،نفوذ صیتشخ ۀاست سامان ممکن. [6]کندیم

و  رمجازیغ یعنوان دسترسبه زیمجاز را ن یهایدسترس

بنابراین،  ؛دصادر کن یکرده و هشدار نادرست ینفوذ تلق

نفوذ  صیهای تشخکه در سامانه یمهم راداتیاز ا یکی

 ۀارائست. هاآن جادشدهیوجود دارد، نرخ هشدار نادرست ا

نفوذها و  کاملدرست و  صیکه ضمن تشخ یروش

دقّت، بتواند  شیدر شبکه و افزا رمجازیغهای یدسترس

 حیاتی اریکند، بس دیرا تول ینادرست کمتر یهشدارها

 . است

 دو: در بخش است بیترتنیااختار این مقاله بهس

روش سه شود. در بخش شده معرفی میکارهای انجام

روش ی ابیزو ار هاسهیمقا، جینتا شود.می بیان یشنهادیپ

شود و می دادهشرح یل صتفبه چهار پیشنهادی در بخش

 شود.میگیری کلی بیان ، نتیجهپنجنهایت در بخش  در

 

 ذشتهمرور کارهای گ -2

ۀ تشخیص نیزم در، مطالعات زیادی شد اشارهکه طورهمان

های یادگیری ماشین، هوش ی روشریکارگبهنفوذ با 

فراابتکاری شده است. در های تمیالگورمصنوعی و 

های فراابتکاری از الگوریتم طور عموم،بهموجود های روش

 شدهاستفادهو انتخاب ویژگی  ی و آموزشبندرده منظوربه

با استفاده از روش یادگیری گروهی به  [7]ست. در ا

متمایز  ی انواع مختلف حملات وبندردهتشخیص نفوذ و 

)عادی/طبیعی؟( نرمال پرداخته های کیترافبا  هاآنکردن 

شده است. جهت ارزیابی الگوی پیشنهادی از دیتاست 

NSL-KDD است. الگوی پیشنهادی کارایی  شده استفاده

خوبی از خود نشان داده است. یکی از حملات مهم در 

 جمله ازاست که  6HTTPای حمله سیل رایانههای شبکه

توان برای تشخیص این حمله می شدهارائهی ارهاکراه

. در این [8]را نام برد 7استفاده الگوریتم جستجوی فاخته

است که با استفاده از  شده ارائه 8BIFADمقاله الگوی 

دفاع  HTTPۀ سیل حملی ترافیک شبکه در برابر هایژگیو

ی بندردهکرده و از الگوریتم فراابتکاری فاخته برای 

کند که دقّت استفاده می نرمالریغترافیک نرمال از 

درصد به  4.5درصد و نرخ هشدار کاذب  95تشخیص 

بر استفاده از علاوه پژوهشگران [9]دست آمده است. در 

فراابتکاری، نظر افراد خبره را نیز برای بهبود های روش

همگرایی  منظوربهسامانه تشخیص نفوذ دخیل کردند. 
 

6 HTTP flood 
7 Cuckoo search 
8 Bio-Inspired Anomaly Based Real Time Detection 
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 داروزنی اکثریت دهیرأنظرات خبرگان از روش 

(1WMV )است که با سه الگوریتم ترکیب و  شدهاستفاده

یان ارزیابی شده است. در م KDD cupبر روی دیتاست 

شده الگوی یادگیری گروهی مبتنی یسازادهیهای پروش

بهترین عملکرد را از خود نشان داده  PSOبر الگوریتم 

درصد به  93تقریبی  صورتبهاست که دقّت تشخیص 

دست آمده؛ امّا از نرخ هشدار کاذب صحبتی نشده است. از 

 2DDoSمهم اخیر برای پیشگیری از حملۀ های روشدیگر 

. در این پژوهش از [10]فراابتکاری شیر است الگوریتم

ویژگی  رمجموعهیزانتخاب بهترین  منظوربهالگوریتم شیر 

است  شده استفادهی بندرده منظوربه 3CNNو از الگوریتم 

که در مقایسه با الگوریتم کلونی زنبور عسل و کلونی 

مورچگان عملکرد بهتری داشته است. الگوی پیشنهادی در 

 منظوربه( ارزیابی شده و 4SDNافزارمحور )شبکه نرم

، که شده استفاده KDDآموزش الگوریتم نیز از دیتاست 

 96برابر با  DDoSیص حمله آمده در تشخدستدقّت به

 -سازی گلۀ فیل الگوریتم بهینه [11]درصد است. در 

ند که داد ارائهرا  6مبتنی بر شبکۀ باور عمیق 5بسط تیلور

و دو دیتاست دیگر ارزیابی شده  KDDبر روی دیتاست 

را  DDoSدرصد توانسته حملات  93.81است و با دقّت 

های اخیر نیز از بعضی از پژوهش تشخیص دهد.

انتخاب ویژگی استفاده  منظوربههای فراابتکاری الگوریتم

برای روش  7DDAOسازی الگوریتم بهینه [12]اند. در کرده

انتخاب شده است که با  Wrapperجستجو در الگوریتم 

 10مختلف ارزیابی شده و با انتخاب های تابعاستفاده از 

درصد توانسته  94ویژگی و با دقّت  41ویژگی از میان 

عامل اصلی  [13]حملات را تشخیص دهد. همچنین، در 

ها بالا بودن نرخ هشدار کاذب را وجود افزونگی در داده

داند و به همین علت انتخاب ویژگی را نیز یک فاز مهم می

دانند. از این رو، به دلیل بالا بودن در تشخیص نفوذ می

های فراابتکاری، از سه الگوریتم قدرت جستجوی الگوریتم

ی مورچگان ، الگوریتم کلون(ABC)کلونی زنبور عسل

(ACO( و ازدحام ذرات )PSO برای انتخاب ویژگی و از )

ترین و نزدیک (SVMهای ماشین بردار پشتیبان )الگوریتم

 کند. بندی استفاده میرده منظوربه( KNNهمسایه )

 جمله از دقّت و صحّت که سرعت،اینبهبا توجه

 از یکی است، نفوذ های تشخیصارزیابی سامانه معیارهای
 

1 Weighted majority voting 
2 Distributed Denial of Service 
3 Convolutional neural network 
4 Software defined network 
5 Taylor-elephant herd optimization 
6 Deep belief network 
7 Dynamic differential annealed optimizer 

 نرخ دارد، وجود سامانه این در مشکلاتی که ترینممه

 صحتّ بناراین، بهبود ؛است دشدهیتول نادرست هشدارهای

 هشدارهای نادرست نرخ کاهش و سامانه دقّت و

های سامانه در پژوهشی مهم هایجنبه از یکی ،دشدهیتول

بررسی  به ما پژوهش نیز،  این است. در نفوذ تشخیص

بندی و دسته بر مبتنی هایشبکه در نفوذ تشخیص بهبود

 الگوریتم یریکارگبه و کاهش ویژگی با بندیطبقه

 که میدهیارائه م ای راسامانه و پردازیممی فراابتکاری

ها روشسایر  به نسبت را بالایی صحّت و دقّت میزان

 .باشد داشته

 

 روش پیشنهادی -3

انتخاب ویژگی در دقّت  ریتأثایدۀ کلی مقاله بررسی 

و  8(RFتشخیص نفوذ به روش جنگل تصادفی ) لگویا

است.  شدهنهیبهالگوریتم جستجوی گرگ خاکستری 

ها ی، هدف ایدۀ پیشنهادی کاهش ابعاد دادهطورکلبه

تر و کاراتر است. از طرفی جهت ساخت الگوی سریع

ها کاهش یافته است، پیچیدگی که ابعاد دادهاینبهباتوجّه

 د.یابالگو نیز کاهش می

روش پیشنهادی ما بر اساس ترکیب الگوریتم 

با الگوریتم  9(GWOسازی گرگ خاکستری )بهینه

جهت انتخاب ویژگی و ساخت الگو بهتر و  RFبندی طبقه

تر است. از همین رو، نخست، مفاهیم مرتبط با بهینه

سازی گرگ خاکستری انتخاب ویژگی، الگوریتم بهینه

GWO خواهد شدی ارائه و سپس الگوریتم جنگل تصادف .

تسریع روند و افزایش دقّت  منظوربه GWOسپس الگوریتم 

شود. در و با روش سنّتی مقایسه می شودیمبهبود داده 

در و  خواهد شدتفضیل شرح داده ادامه روش پیشنهادی به

ی و موضوعات سازادهیپآخر نتایج حاصل از  بخش

 شود.پیشنهادی آورده می

 

 انتخاب ویژگی -3-1
های پژوهشی و انتخاب ویژگی در بسیاری از زمینه

کاربردها همانند پردازش متن، به اسناد اینترنتی، تحلیل 

ها، ها که مجموعه دادۀ آن بیش از دهای حالت ژنآرایه

شده است. اهداف  توجّهصدها یا هزاران متغیّر دارد، 

 :[14]انتخاب ویژگی شامل سه مورد زیر است

 های یادگیری ماشینبهبود کارایی الگوریتم -

 تر و کاراترسریعهای زنندهنیتخمایجاد  -
 

8 Random Forest 
9 Gray Wolf Optimization 
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گرفته درک بهتر از فرآیندهای صورت کردنفراهم -

  جهت تولید داده

 نیب نیتخم نیماش یریادگیدر  یاساس ۀمسئل کی

، بر y یو خروجX={x_1 "," x_2 "," …"," x_M } هایورود

در حافظه )مجموعه  شدهرهیذخ یهااساس داده

اعداد هستند،   y_iبردار بوده و  کی  x_iداده(است.اغلب

 یورود یهایژگیو ۀتوسط هم y یاوقات خروج یگاه

{x_1 "," x_2 "," …"," x_M تعر}یجابه شود؛ینم فی  

 "," x_((1))} هایژگیاز و یارمجموعهیتوسط ز y  ۀدربار آن،

x_((2)) ","…"," x_((m)) که در آن }m<M   ،است

شامل  یژگیانتخاب و ی[. روند کل15] شودیم یریگمیتصم

نشان داده شده  (2)است که در شکل  یدیچهار مرحله کل

 اند از:است و عبارت

 هایژگیاز و یارمجموعهیز دیتول 

 رمجموعهیز یابیارز 

 توقفّ طیشرا یبررس 

 جهینت یابیارز 

 
 یژگیدر انتخاب و یاساس ۀچهار مرحل (1 -شکل)

Figure 1. four essential steps in feature selection 
 

 یژگیو Mمجموعه با  کیاز  هایژگیو نیبهتر

تعداد  کهیزمان هنگام نید که اشویانتخاب م 2mدر زمان

ی قبول محاسبات یبالا ۀنیهز لیبه دل ،باشد ادیز هایژگیو

 در این راستا یادیزهای تمیالگور ،نی؛ بنابراشودنمی

 بندبسته یکل ۀدست سهبه  توانندیم دند کهش شنهادیپ

بر  وند شو یبندمیتقس 3شدهو تعبیه 2فیلترو  1)لفافه(

 هایژگیو رمجموعهیز نیکردن بهتر دایپ یبرانیاز، اساس 

 یابیارز یرادر روش لفافه، ب .[16]روندیبه کار م

استفاده  یریادگی تمیاز الگور دشدهیتول ۀرمجموعیز

از  هایژگیو ،پیشین راحلم جیو بسته به نتا شودیم
 

1 Wrapper Method 
2 Filter Method 
3 Embedded approach 

روش فیلتر با شوند. یم حذف و یا به آن اضافه رمجموعهیز

ها، ی و دادن امتیاز به ویژگیبندرتبهاستفاده از 

ویژگی  رمجموعهیزاب های لازم را برای انتخیریگمیتصم

و روش سوم هم ترکیب دو روش قبلی است.  دهدیمانجام 

است، امّا  شیکندتر از روش پالا طور معمول،به روش لفافه

. در این پژوهش از روش لفافه برای دارد یبهتر ییکارا

های گرگانتخاب ویژگی و از الگوریتم فراابتکاری 

 .شودیم خاکستری برای جستجوی فضای مسئله استفاده

ۀ )الگوریتم یادگیری ماشین(، زنندنیتخمروش لفافه از 

تابع  عنوانبه زنندهنیتخمو از کارایی  اهیس ۀجعب عنوانبه

کند. ها استفاده میهدف برای ارزیابی زیرمجموعۀ ویژگی

2ارزیابی کهازآنجا
M

است،  Np-hardی امسئلهزیرمجموعه،  

تواند ها میه از ویژگینسبت بهینای بهانتخاب زیرمجموعه

 صورتبهوجویی که با استفاده از الگوریتم جست

کند، انجام شود. ای را انتخاب میای زیرمجموعهمکاشفه

 آمده است. (3)روند کلی روش لفافه در شکل 
 
 

 

 

 

 

 

 

 

 

 روند کلی انتخاب ویژگی به روش لفافه( 2 -شکل )
Figure 2. Wrapper method procedure 

 

 یگرگ خاکستر یسازنهیبه تمیگورال -3-2
پرکاربرد فراابتکاری، الگوریتم گرگ های تمیالگوریکی از 

ها در زمان شکار الهام ست که از حملۀ گرگخاکستری

جفت  ،های خاکستریگیرد. در زندگی اجتماعی گرگمی

گیری شوند و تصمیمشناخته می رهبر گروه عنوانبهآلفا 

بر را  رهیو غمان بیدار شدن دربارۀ شکار، مکان خواب، ز

یک دسته، متعلّق به  مراتبسلسلهدارند. ردۀ دوم در  عهده

ها گیریتصمیم های بتا به آلفا درهای بتا است. گرگگرگ

های گرگ کنند.های دسته کمک میو سایر فعاّلیّت

های امگا هستند. این گروه از ترین مقام، گرگپایین

کنند. به سته بازی میرا در د مرگشیپها نقش گرگ

های یژگیو

 دیتاست

یویژگ ۀمجموعرتولید زی  

 الگوریتم یادگیری

 ارزیابی ویژگی

 زیرمجموعه بهینه

 کارایی
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، نشده استبالا ذکر  مراتبسلسلههایی که در گرگ

های دلتا تحت فرمان شود. گرگهای دلتا گفته میگرگ

. [17]آلفا و بتا بوده، ولی نسبت به امگا برتری دارند

های اجتماعی گرگ مراتبسلسلهکردن الگو  منظوربه

گیریم. نظر میآلفا در  عنوانبهخاکستری، بهترین پاسخ را 

همچنین، دومین و سومین پاسخ مناسب را پس از آلفا، بتا 

گیرند. ها در گروه امگا قرار مینامیم. سایر پاسخو دلتا می

، بتا و دلتا سازی، شکار توسط آلفادر این الگوریتم بهینه

امگا از این سه دسته پیروی های هدایت شده و گرگ

 حرکت ها احاطه شد و ازشکار توسط گرگ یوقتکنند. می

 نی. اشودیگرگ آلفا شروع م یحمله به رهبر ستاد،یا

و برای  شودیالگو م aبا استفاده از کاهش بردار  ندیفرا

یر استفاده شکار(، از روابط ز سازوکارسازی این الگو )پیاده

 کنیم:می
D⃗⃗ = |C⃗ .Xp

⃗⃗ ⃗⃗ (t) − X⃗⃗ (t)|   (1                                           )
  
X⃗⃗ (t + 1) = Xp

⃗⃗ ⃗⃗ (t) − A⃗⃗ .D⃗⃗                                             (2)  

 یبردار Aازآنجاکه بیانگر شمارۀ تکرار است و  tکه 

هم کاهش  A بی، بردار ضراaاست، با کاهش  یتصادف

های گله گرگ ریباشد، گرگ آلفا و سا A|<1|. اگر ابدییم

ها از شکار دور گرگ، A|>1|و اگر  شوندیم کیبه شکار نزد

عنوان موانع به Cذکرشده بردار رابطۀ د شد. در نخواه

به شکار  را هاشدن گرگ کیکه نزد عتیموجود در طب

ه شکار وزن ب Cشود. بردار یدر نظر گرفته م ،کنندیکند م

 نی. اکندیتر میابیدسترقابلیها غگرگ یداده و آن را برا

بردار  𝑋𝑝 .ابدیینم کاهشی صورت خطبه aبردار برخلاف 

ست. بردار مکان گرگ خاکستری 𝑋مکان طعمه و 

زیر محاسبه  صورتبه)بردارهای ضریب(  Cو  Aهای بردار

 شوند:می
A⃗⃗ = 2a⃗ .r1⃗⃗  ⃗ − a⃗                                                          (3)   

C⃗ = 2.r2⃗⃗  ⃗                                                                (4)  

ی تکرارها از مقدار دو به صفر در طخطی و  صورتبه aکه 

 [0،1]بردارهای تصادفی در بازۀ  𝑟2و  𝑟1یابد و کاهش می

خاکستری، های ی نحوۀ شکار گرگسازهیشب هستند. برای

کنیم که آلفا، بتا و دلتا اطّلاعات بهتری نسبت به می فرض

، ما سه پاسخ برتر جهینت درموقعیت شکار دارند. 

ها تا بدین جای کار را ذخیره کرده و سایر گرگ شدهکسب

کنیم تا موقعیت خود را با توجّه به این سه را وادار می

ی کنند. روابط زیر برای این کار آورده روزرسانبهپاسخ برتر 

 اند:شده
Dα
⃗⃗⃗⃗  ⃗ = |C1

⃗⃗⃗⃗ .Xα
⃗⃗ ⃗⃗  − X⃗⃗ | ,Dβ

⃗⃗ ⃗⃗  = |C2
⃗⃗⃗⃗ .Xβ

⃗⃗ ⃗⃗ − X⃗⃗ | ,Dδ
⃗⃗ ⃗⃗  = |C3

⃗⃗⃗⃗ .Xδ
⃗⃗⃗⃗ − X⃗⃗ |   (5)  

X1
⃗⃗⃗⃗ = Xα

⃗⃗ ⃗⃗  − A1
⃗⃗⃗⃗ .(Dα

⃗⃗⃗⃗  ⃗) , X2
⃗⃗⃗⃗ = Xβ

⃗⃗ ⃗⃗ − A2
⃗⃗ ⃗⃗  .(Dβ

⃗⃗ ⃗⃗  ) , X3
⃗⃗⃗⃗ = Xδ

⃗⃗⃗⃗ − A3
⃗⃗ ⃗⃗  .(Dδ

⃗⃗ ⃗⃗  )        

     (6)  

X 
⃗⃗⃗   (t + 1) =

X1⃗⃗⃗⃗  ⃗+X2⃗⃗⃗⃗  ⃗+X3⃗⃗⃗⃗  ⃗

3
          (7)  

 :[18]در انتها ذکر چند نکته ضروری است

 شود تا اجتماعی در این روش باعث می مراتبسلسله

در طیّ  آمدهدستهای بهپاسخالگوریتم بهترین 

 چندین تکرار را ذخیره کند.

 دهد تا موقعیّت احتمالی کار شکار اجازه میوساز

 برتر تعیین شود.های طعمه با پاسخ

 جو و استخراج با توجّه به وجستa  وA  تضمین شده

 است.

  با کاهشAجو )و، نیمی از تکرارها به جست|𝐴| >

|𝐴|) استخراج به دیگر نیمی و (1 < اختصاص  (1

 یابد.می

 ( این روش فقط دارای یک شاخصa برای تنظیم و )

مقداردهی است. در حقیقت، تعادل بین روند 

، شودیماکتشاف و استخراج با یک شاخص کنترل 

 رد.سزایی در عملکرد الگوریتم دابنابراین، نقش به

 

 یجنگل تصادف -3-3
یک الگوریتم یادگیری ماشین با قابلیت ، 1یجنگل تصادف

اوقات نتایج بسیار خوبی را  بیشترآسان است که  ۀاستفاد

کند. این آن، فراهم می یهاشاخصحتی بدون تنظیم فرا

الگوریتم به دلیل سادگی و قابلیت استفاده، هم برای 

 نیکاربردتریکی از پر 3و هم رگرسیون 2بندیدسته

. این روش شودهای یادگیری ماشین محسوب میالگوریتم

شامل گروهی از درخت تصمیم است و با استفاده از روش 

bagging های لازم برای ایجاد هر درخت تنظیم شاخص

مستقیم به  طوربهی این روش سازنهیبهنتایج  .دشویم

با  کهیطوربهتصمیم بستگی دارد؛ های درختهمبستگی 

. این روش ابدییمخطا کاهش  هادرختفزایش همبستگی ا

. [19]کندی استفاده میدهیرأبرای نتیجۀ نهایی از روش 

 4جنگل تصادفی یکی از مهمترین نقاط ضعف الگوریتم

برازش است که سبب می شود تا الگوریتم دارای دقّت بیش

آموزش بالا اما دقّت تست کم باشد. یکی از بهترین 

ها برای غلبه بر این مشکل استفاده از مجموعه حلراه

است که در این پژوهش از اعتبارسنجی  5اعتبارسنجی

ها به هاستفاده شده است. در ابتدا داد 6متقابل با ده دسته

ده دسته تقسیم شده، نه قسمت برای آموزش و یک 
 

1 Random Forest 
2 Classification 
3 Regression 
4 Overfitting 
5 Validation set 
6 10-fold cross validation 
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شود. این کار ده بار قسمت برای تست در نظر گرفته می

های تست عنوان دادهتکرار می شود تا هر دسته یک بار به

 در نظر گرفته شود.

 

 یشنهادیپ تمیالگور -4-3
روش پیشنهادی بر اساس انتخاب ویژگی به کمک ترکیب 

RF  وGWO  نهاده شده است. این روش انتخاب ویژگی بنا

های لفافه است. روند کلی روش الگوریتم بر اساس

 نشان داده شده است: (3)شکل  صورتبهپیشنهادی 

 
 روند کلی روش پیشنهادی (3 -شکل)

Figure 3. proposed method flowchart 

زیر  صورتبهدر نظر پیشنهادی، برازندگی هر گرگ را 

 کنیم:محاسبه می

های دنبال کاهش و حذف ویژگیدر انتخاب ویژگی به 

نامربوط و تکراری و ساخت الگوی دقیق بر اساس مجموعه 

که الگوی اینبههای انتخاب شده هستیم، باتوجهّویژگی

در این پژوهش برای انتخاب ویژگی، از روش  شدهارائه

کند، باید دقّت الگو در ارزیابی هر عامل لفافه استفاده می

 درها ستفاده شود. بنابراین، جهت محاسبۀ برازندگی عاملا

 استفاده شد. (8) پیشنهادی از رابطۀ روش

𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝐴𝑔𝑒𝑛𝑡𝑖) =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝐷𝑒𝑡𝑒𝑐𝑡 𝑆𝑎𝑚𝑝𝑙𝑒

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒
                        (8)   

 Correctاست و  ا ُمiعامل  گرانی، بAgent_i 8 ۀدر رابط

Detect Sampleیدرستکه به ییهاتعداد نمونه گرانی، ب 

تعداد کل  Total Sampleداده شدند و  صیتشخ

 ریصورت زوجو بههر عامل جست ن،یهاست. همچننمونه

مذکور طول هر عامل  شی. بر اساس نماشودینشان داده م

حل مسئله که در  یهااست. عامل هایژگیبرابر تعداد و

بردار  صورتبه شدند،  یگذارکه گرگ نام GWO تمیالگور

 است. 4شکل 

 
 . اجزای گرگ خاکستری4 -شکل

Figure 4. Individuals in proposed GWO 
 

 Nو در آن  Nطول هر عامل برابر  (4)با توجّه به شکل 

، در مجموعه داده است. 1های هر نمونهتعداد ویژگی

 به آن توجّه شود، در انتخاب ویژگی هدفای که باید نکته

(، یک 0-عدم انتخاب )عدم وجود ( و1-انتخاب )وجود

که به یک ساختار ایناست. امّا در این نمایش برای ویژگی

و تنها  ها پرداخته شودتر در مورد بیان اهمیّت ویژگیقوی

ها بیان داشتن و وجود نداشتن اهمیّت ویژگی وجود با

است؛  شدهاستفادهها ی به ویژگیدهنوزشود، از روش 

یعنی هر بخش یک عامل در قسمت انتخاب ویژگی 

و هر چه این  دهنده درجه اهمیت آن ویژگی استنشان

; 𝑤𝑖) وزن 1 ≤ 𝑖 ≤ 𝑁تر باشد، شانس انتخاب آن ( بیش

های شود. حال جهت اینکه ویژگیتر میویژگی نیز بیش

حذف شوند، نمایش  های غیر مفیدمفید استخراج و ویژگی

برداری  صورتبهدر قسمت انتخاب ویژگی باید  (6)شکل 

دودویی )یک= انتخاب ویژگی، صفر= عدم انتخاب ویژگی( 

. برای تبدیل قسمت انتخاب ویژگی در شکل دشو لیتبد

شده استفادهبه برداری دودویی از تابع تبدیل زیر  (5)

 : است
𝑓(𝑤𝑖) = {

1  𝑖𝑓 𝑤𝑖 ≥ 𝑡ℎ
0     𝑂. 𝑤

 (9)                                          

 

مقدار  thاُم در عامل و iبرابر وزن ویژگی  𝑤𝑖، 9در رابطه 

تر از مقدار آستانه است. اگر وزن ویژگی در عامل بیش

 صورتنیاشود؛ درغیرآستانه باشد، آن ویژگی انتخاب می

مقدار  شود. در این پژوهشانتخاب نمی موردنظرویژگی 

( در نظر گرفته شد. بنابراین، با th=0.5) 0.5آستانه برابر 

 صورتبه (5)، شکل th=0.5و مقدار  (9)استفاده از رابطۀ 

ها در شکل شود. از نمایش عاملنمایش داده می 5شکل 

 شود.در تابع برازندگی استفاده می (5)

 
دودویی جهت مشخص  صورتبهنمایش عامل  (5 -شکل)

 شدهانتخاب هایکردن ویژگی

 
 

1 Instance 

Figure 5. binary representation of feature (Binary 

GWO) 
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های گرگیکی از مشکلات اصلی الگوریتم فراابتکاری 

خاکستری استفاده از یک شاخص برای ایجاد توازن بین 

اکتشاف و استخراج است که در این پژوهش از دو روش 

است. در روش  شدهاستفادهبرای بهبود این الگوریتم 

که در صورتییک رفتار خطی دارد به aسنّتی، شاخص 

ی آخر تکرارهاآغاز اجرای الگوریتم میل به اکتشاف و در 

میل به استخراج دارد. با تبدیل رفتار خطی این متغیر از 

توازن قابل قبولی بین اکتشاف  توانیمی رخطیغخطی به 

، فرمول زیر برای رونیازا. [20]و استخراج ایجاد کرد

 .شودیمی این متغیر در هر تکرار استفاده روزرسانبه

22 2( )
_

iteration
a

Max Iteration
                     )10( 

ی ریگمیتصمبتا در های گرگدر گام بعدی از موقعیت 

. شودیمف استفادۀ بیشتری حرکت به سمت هد

ژنتیک،  تمیالگورکه با ایده گرفتن از  بیترتنیابه

و  شوندیموالد در نظر گرفته  عنوانبهآلفا و بتا های گرگ

که  [21]شودیمدو فرزند تولید  1با استفاده از روش تقاطع

 شوندیمیا به جمعیّت اضافه  هاآنپس از بررسی برازندگی 

گیری ؛ یا در تصمیمشوندیمدلتا های گرگو باعث حذف 

. این روش باعث تسریع همگرایی و گذارندینمی ریتأث

ازدیاد  منظوربه. دشویمجستجوی بهتر فضای جستجو 

قاله از تقاطع انتخاب ویژگی در این مهای روشویژگی در 

 صورتبهاست.  شدهاستفادهیکنواخت برای تولید فرزند 

است که این روش بیشتر از تقاطع تک  درکقابلتجربی 

باشد. در تقاطع  رگذاریتأث تواندیمی انقطهی و جند انقطه

 یکنواخت هر بیت ویژگی با احتمال یکسان بین دو والد

 یبرا مقاله نیدر ا. شودیم) گرگ دلتا و بتا( آمیزش 

در متناسب  یارهایاز مع یشنهادیروش پ ییکارا یبررس

 نیاستفاده شد. بر هم یبندطبقه ییسنجش کاراجهت 

 انیکه در ادامه ب یابیارز یارهایمع ۀمحاسب یبرا ،اساس

شده است. جدول  اغتشاش استفاده سیاز ماتر شود،یم

  .دهدیاغتشاش را نشان م سیماتر (1)

 ۀمحاسب یبرا ریز یارهایشاش معاغت سیاساس ماتر بر

 .شودیاستفاده م یشنهادیهای پالگو ییکارا

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (TP + TN)/N                                (10)  

 𝑅𝑒𝑐𝑎𝑙𝑙 = TP/(TP + FN)                                           (11)  

𝐹_𝑠𝑐𝑜𝑟𝑒 = (2 ∗ TP)/(2 ∗ TP + FP + FN)   (21)                 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = TP/(TP + FP)  (31)                                

   
 

1 Crossover 

 یبندطبقههای تمیالگور کارایی سنجش یبرا ارهایمع نیا

باشد،  شتریب ارهایمع نی. هر چه مقدار اروندیبه کار م

 جینتا یداشته است. در بخش بعد یبهتر ییکارا تمیالگور

 .شودیآورده م یشنهادیحاصل از روش پ
 اغتشاش سی: ماتر(1 -جدول)

Table 1. Confusion matrix 
 واقعی نمونه رده

Negative Positive هاکل نمونه 

FP TP Positive  رده) هایبندطبقهخروجی 

 (شدهزدهتخمین 
TN FN Negative 

 

 یشنهادیروش پ جینتا  -4
متلب و برای  افزارنرمسازی روش پیشنهادی از برای پیاده

 شده استفاده NSL-KDDآزمایش الگو، از مجموعه داده 

ین مجموعه داده، همچنان است که با وجود قدیمی بودن ا

تشخیص نفوذ پژوهشگران از آن استفاده های نهیزمدر 

برای ارزیابی روش پیشنهادی نیز از  .[24-22]کنند. می

است، که بر همین اساس  شده استفادهماتریس اغتشاش 

 هایماتریس اغتشاش برای روش پیشنهادی روی داده

که در طورهمانبوده است.  (2)جدول  صورتبهآزمون 

ی خوببه، الگوی پیشنهادی شودیمجدول مشاهده 

توانسته است با دقّت و صحّت بالا و نرخ هشدار کاذب کم 

 منظوربهنفوذ را تشخیص دهد. در ادامه، روند پژوهش 

بهبود سرعت همگرایی و افزایش کارایی الگوی 

کستری بهبود داده شده که پیشنهادی، الگوریتم گرگ خا

نمایش داده شده است.  (3)نتایج حاصل از آن در جدول 

عملکرد  افتهیبهبوددر مقایسه با روش پیشنهادی، روش 

 بهتری دارد.

 الگوهای آزمون ماتریس اغتشاش برای داده( 2 -جدول)

 پیشنهادی

Table 2. data of confusion matrix for proposed model 

 

 برچسب واقعی

مثبت ردة منفی ردة   

دهشینیبشیپ  
مثبت رده  9609 (TP) 340 (FP) 

منفی رده  101 (FN) 5389 (TN) 

 افتهیبهبودنتایج روش پیشنهادی و  (3-جدول)
Table 3. Results of conventional GWO  

and Improved GWO  
Recall FPR F-score روش /معیار دقّت صحّت 

0.9896 0.0593 0.9776 580.96  0.9714 
ایده  

 یشنهادی
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 افتهیبهبود 0.9897 0.9883 0.9907 0.0175 0.9918

 

بوده  (6)شکل  صورتبهروش پیشنهادی  ROCنمودار 

 است:

 

 افتهیبهبودروش  ROCنمودار  (6-شکل)
Figure 6. Improved GWO roc curve 

 

از روش  آمدهدستبهدر این قسمت نتایج 

کنیم. در ابه ارزیابی میمشهای مقالهپیشنهادی را با 

آمده  [25]همین راستا بر اساس گزارشی که در مقالۀ پایه 

نشان داده شده است. در  (4)جدول  صورتبهاست، نتایج 

 NSL-KDDمقالۀ ذکرشده همانند این پژوهش از دیتاست 

دلیل جامعیت و یکپارچگی در استفاده شده که این به

گوهای ها به آن توجه شده است. البسیاری از پژوهش

، SVMشده در مقالۀ پایه شامل جنگل تصادفی، سازیپیاده

آمده دسترگرسیون لاجستیک و بیز ساده است و نتایج به

شود. یکی از مهمترین دلایل در جدول زیر دیده می

های گوناگون و مقایسۀ سازی روشانتخاب این مرجع پیاده

ی شده است. با این حال داراسازیهای پیادهمناسب روش

نقاط ضعفی مانند دقّت پایین هستند که در این مقاله 

جهت بهبود نتایج الگو ترکیبی پیشنهادی ارایه شده است. 

دهد روش پیشنهادی و بهبود توانسته است نتایج نشان می

کارایی بهتری  شدهیهای بررسپژوهشنسبت به سایر 

 داشته باشد.

اصراحت ها ببا مقایسه الگوی پیشنهادی با دیگر پژوهش

مدعی شد که الگوی پیشنهادی با ترکیب  توانیم

الگوریتم فراابتکاری و یادگیری ماشین کارایی بهتری 

داشته است. از طرفی، باید دقّت داشت نتیجه روش مقالۀ 

پایه بر اساس اینکه وابسته به نتیجه سایر 

، کارایی کمتری داشته است. برای هاستیبندطبقه

 صورتبهایسۀ چهار روش را مق (7)مقایسۀ بهتر، شکل 

 گرافیکی نمایش داده است.

 پیشنهادی ةمقایسه نتایج اید (4 -جدول)
Table 4. Comparison analyses  

Recall (TPR) F-score معیار/ روش دقّت صحّت 

 جنگل تصادفی 0.885 0.879 0.883 0.86

0.78 0.796 0.742 0.736 SVM 

رگرسیون  0.80 0.86 0.85 0.83

 یکلاجست

 بیز ساده 0.78 0.73 0.75 0.772

 پایه ۀروش مقال 0.83 0.85 0.84 0.835

 پیشنهادی ةاید 0.9714 0.9658 0.9776 0.9896

روش  0.9897 0.9883 0.9907 0.9918

 افتهیبهبود

 

 

 
در  شدهارائهپیشنهادی و روش های روش ۀمقایس (7 -شکل)

[25] 

 
 

 توان گفت:می (7)، در شکلشدهانیببر اساس موارد 

الگوریتم جنگل تصادفی بدون انتخاب ویژگی در سه معیار 

ها کارایی به سایر روشنسبت Fدقّت، صحّت و معیار 

به روش بهتری داشته است. از طرفی این اختلاف نسبت

باید توجّه کرد  همچنین،یشنهادی ما فاحش نبوده است. پ

است،  شدهساختهویژگی  18پیشنهادی ما الگو با  روش در

های مجموعه داده الگو با همۀ ویژگی RFولی در حالت 

که این امر بیانگر کارایی  ویژگی( ساخته شده است 41)

زیر  9در شکل  همچنین،خوب روش پیشنهادی است. 

شده، در کنار روش ش مقاله مقایسهرو ROCنمودار 

 6پیشنهادی نشان داده شده است و با مقایسۀ آن با شکل 

0.7

0.8

0.9

1

1.1

دقت صحت Fمعیار  فراخوانی

مقایسه کارایی

RF روش مقاله پایه روش پیشنهادی روش بهبود یافته

Figure 7. comparison of proposed method and 

methods in [25] 
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بسیار کارا و  شدهدادهمشهود است که الگوی بهبود کاملاً 

 مقاوم است.

باید توجّه کرد که هرچه سطح  ROCدر تحلیل نمودارهای 

بیشتر باشد، کارایی الگو بهتر بوده است، با  ROCزیر نمودار 

توان گفت کارایی الگوی می (8)با شکل  (6)ایسۀ شکل مق

تر، در منظور ارزیابی دقیقاست. به قبولقابل شدهدادهبهبود

شده در روش پیشنهادی با چند پژوهش انجام (5)جدول 

 زمینۀ تشخیص نفوذ مقایسه شده است. 

 

 
 

  [25]روش مقاله ROCمقایسه نمودارهای  (8 -شکل)

 و روش پیشنهادی

 
 

 هاارزیابی الگوی پیشنهادی با سایر پژوهش (5 -جدول)
Table 5. Evaluation of the proposed model 

 with other researches 

 

  روش معیار

ترکیب گرگ خاکستری و الگوریتم  (97.00دقتّ )
SVM 

[26] 

 دقّت

(94.70) 
Dynamic differential annealed 

optimizer [12] 

 (92.80دقتّ )
ترین الگوریتم عنوان بهبه j.48درخت 

 و الگوریتم فراابتکاری ترکیبی
[27] 

دقّت 

(98.97) 

گرگ خاکستری بهبود یافته و جنگل 

 تصادفی

روش 

 پیشنهادی

 

امروزه امنیّت شبکه از اهمیت بالایی برخوردار است. 

، امنیّت شبکههای مهم در لشیکی از مسائل و چا

های زیادی برای بررسی تشخیص نفوذ است. روش

تشخیص نفوذ ارائه شده است. در این گزارش یک روش 

انتخاب  بر اساسپیشنهادی و بهبود روش پیشنهادی 

شده و از ویژگی به روش لفافه جهت تشخیص نفوذ ارائه

فراابتکاری جهت انتخاب های تمیالگورقدرت جستجوی 

و از الگوریتم جنگل تصادفی  هایژگیو رمجموعهیز

است. نتایج بیانگر این  شده استفادهی بندرده منظوربه

های با بودند که انتخاب ویژگی باعث ساخت الگو مسئله

های معمولی هستند. در مقایسه با روش قبولقابلکارایی 

کمتر از  شدهارائه روش دراست که  ذکرانیشاهمچنین، 

ها حذف شدند. انتخاب و بقیۀ ویژگی هایژگیو درصد 50

تواند های با ابعاد بالا، انتخاب ویژگی می، برای دادهرونیازا

با بهبود  همچنین،باشد.  مؤثرو  کنندهکمکبسیار 

ساخت  زمانمدتالگوریتم فراابتکاری گرگ خاکستری 

، پیچیدگی الگو نیز کمتر تینها دریابد و الگو کاهش می

در  آمدهدستبهدقّت و صحّت و نرخ هشدار کاذب شود. می

الگوریتم پیشنهادی بیانگر کارایی الگوی پیشنهادی است و 

عملکرد و کاهش پیچیدگی  سرعت بهبهبود این الگو 

توان . برای کارهای آینده نیز میکندیمکمک شایانی 

فراابتکاری، های تمیالگورگفت بهتر است از دیگر 

و   هادادهلفیقی در جهت کاهش ابعاد های آماری یا تروش

فراابتکاری های تمیالگور وسیلۀبههای چندلایه یمعماراز 

 ها استفاده شود.جهت انتخاب ویژگی
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