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 چکیده 
ح  یبند خوشه برا  یابیباز  یهادر روش  یاتینقش  کم  درونِ  ،بزرگ  یهامجموعه  یده سازمان  یاطلاعات  دارد.    ةخوش  یتعداد  معنادار 

  یداده است. کاربران انسانمجموعه  کیو پنهان    یو آشکارکردن ساختار ذات  نییتع  ، یبنداستفاده از خوشه  یهازه یانگ  نیتراز مهم  یکی

سلبه در  تفاوت  ذات  قهیعلت  کشف ساختار  از  مختلف  تفکرات  درون  یو طرز  ناتوان  ی ادادهمجموعه  یو  متون  الگورابزرگ   یهاتمیند. 

  یهابرسند. روش  یبندخوشه  ی کل  سامانة  کیبه    تیتا درنها  کنند یم  بیرا با هم ترک  یبند خوشه  تمیچند الگور  ی بیترک   یبند خوشه

ب  یبهتر  یهاراه  افتنی  ی برا  یبیترک   یبند خوشه از  استفاده  چند  دن یکشرونیبا  از  اول  نیاطلاعات  ازآنجاکه  داده  یةافراز  هاست. 

 دیتول  ییهاداده  نیچننیرا از ا   یمختلف  یهاافراز  توانندی ها مآن  کنند، ی مختلف به نقاط مختلف داده نگاه م  یبند خوشه  یهاتمیالگور

ترک   ؛کنند الگوردستبه  یهاافراز  بیبا  از  ا  یهاتمیآمده  کارا  کی  جادیمختلف،  با  است، حت  ییافراز  ممکن  هم اگر خوشه  یبالا  از  ها 

 ن یدارتریشده، از پادیتول  یةاول یهاخوشه یاستفاده از تمام یجا است که بهشده یمعرف دیجد یمقاله، روش نیا در متراکم باشند. اریبس

  س ی بر ماتر  یمبتن  یاز تابع توافق  دارتریپا  یهاانتخاب خوشه  ی. براکندیاند، استفاده مشده  دیها که توسط شش روش مختلف تولآن

انتخاب خشودیبستگی استفاده مهم و سپس    ردیگیانجام م  شری ف  اریبر مع  یخوشه مبتن  یداریپا  اریبر اساس مع  دارتریپا  یهاوشه. 

  سیماتر   تینهادر  ؛دنشویها انتخاب م خوشه  نیدارتریپا  تمیالگور  نیو طبق ا  یابیارز  کیژنت  تمیالگور  وسیلةبهآمده  دستبه  یهاخوشه

بههم از اجماع خوشهدستبستگی  م  سیماتر  کیعنوان  به  نه، یبه  یهاآمده  گرفته   یبند خوشه  تمیالگور  کی.  شودیمشابهت در نظر 

تابع جمعبه  یمراتبسلسله م  یینها  ةکنندعنوان  گرفته  نظر  ماتر  شودیدر  بههم  س یو  بهدستبستگی  را  ورودآمده  و   یعنوان  گرفته 

متنوع    یهاخوشه  ، یشنهادیکه روش پ  دهد یداده نشان ممجموعه  نیچند  یرو  یتجرب  جینتا  .گرداندیرا برم  یینها  یتوافق  یبند خوشه

  ٪ 5  و  ٪12  زانیبه م  یقابل توجه  یبهبودها  بیترتبه   ARIو    NMI  یارهایروش در مع  نیطور مشخص، ا. بهکندی م  دیبالا تول  یداریو با پا

آورده  نیشیپ  یهاروش   نبهتری  به  نسبت دست  ابه  خوشه  یبرتر  ةدهندنشان  ، نیاست.  بر    یمبتن  یشنهادیپ  یبیترک   یبندروش 

 است. کی ژنت یهاتمیخوشه و الگور یداریپا
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Abstract 
Clustering is one of the fundamental tools in data analysis and data mining, enabling the extraction of 

hidden and meaningful structures from large datasets by grouping data based on intrinsic similarities. 

However, selecting optimal clusters in conventional clustering algorithms poses challenges, especially 

when clusters are dense or heterogeneous. In this study, a novel genetic algorithm-based method is 

proposed to identify the most stable clusters in ensemble clustering. By leveraging cluster stability 

criteria and a correlation matrix, the proposed approach improves the accuracy and stability of the final 

clustering results. The proposed method involves generating initial partitions of the data using six 

different clustering algorithms. Next, the Fisher criterion is applied to identify more stable clusters. 

These selected clusters are then evaluated and optimized using a genetic algorithm to construct an 

optimized correlation matrix. This matrix is subsequently fed into a hierarchical clustering algorithm, 

which produces the final consensus clustering. The proposed method was tested on standard datasets. 

Results demonstrated improvements of 12% and 5% in NMI and ARI metrics, respectively, compared 

to previous methods. The use of a genetic algorithm enabled the identification of clusters with higher 

stability and diversity, reducing the impact of noise and increasing the accuracy of the final clustering. 

Moreover, the method outperformed individual base clustering algorithms in providing more precise 

clustering results. Due to its ability to enhance the accuracy and stability of clustering, the proposed 

method holds potential for applications in domains such as big data analysis, machine learning, and 

information retrieval. The use of the Fisher criterion for selecting stable clusters and genetic algorithms 

for optimization are among the strengths of this research. This method not only preserves diversity 

among clusters but also significantly enhances clustering accuracy. Future studies could explore the 

combination of this approach with more advanced algorithms to assess its applicability to more complex 

datasets. 

Keywords: Ensemble clustering, Cluster Stability, Fisher Criterion, Correlation matrix, Genetic 

Algorithm. 
 

 

 مقدمه-1
داده روشبه  یکاوامروزه  دانش  یبرا  یعنوان    ی هااستخراج 

عظ  ، یهیربدیغ  حجم  از  باارزش  و  داده  یمیناشناخته  ها  از 
  ا ی  میاستخراج مفاه ، یکاو[. هدف داده2و1]شودیشناخته م

ا در  موجود  ا  یاگونهبه  ؛ هاستداده  نیدانش  دانش   نیکه 
تصم در  و  باشد  فهم  و  دسترس    ینده آ  یهایریگمیقابل 

 کار رود. به
 

 : شوندیم  میکل به چند گروه تقسدر ی کاوداده اهداف

  ر ی مقاد   ی ن ی ب ش ی پ   ی است برا   ی هدف ساختن مدل   : ی ن ی ب ش ی پ 
داده ن ی مع   ی ها ی ژگ ی و    یساز مدل   ی برا   ی ورود   ی ها . 
 ند: ر ی متغ   ا ی   ی ژگ ی شامل دو نوع و   انه ی گو ش ی پ 
انجام    ی برا که  هستند    یی ها ی ژگ ی که و   ی ح ی توض   ی رها ی ( متغ 1

   شوند؛ ی استفاده م   ی ن ی ب ش ی پ 
  ین ی ب ش ی پ   د ی آن با   ر است که مقدا   ی ژگ ی هدف که و   ر ی ( متغ 2

ا  دست   فه ی وظ   ن ی شود.  دو  تقس کوچک   ة به  :  شود ی م   م ی تر 
و    ی ژگ ی و   ک ی   ر ی مقاد   ی ن ی ب ش ی پ   ی )برا   ی بند رده  گسسته( 

 (. وسته ی پ   ی ژگ ی و   ک ی   ر ی مقاد   ی ن ی ب ش ی پ   ی )برا   1برازش 
تقس  یکاوداده  یهاتمیالگور  ،کلدر دسته  چند   میبه 

 اند از:ها عبارتآن یاصل ةکه دو دست شوندیم

پ   نیا  :2ی بندرده  شامل  برابرچسب   ینیبشی فرایند    ی ها 

[. 2خورده است]برچسب   از پیش   یهاها بر اساس دادهداده
دنبال    یبندرده )تابع  افتنی به  دادهیمدل  که  است  را  (  ها 
مدل    نیدهد. از ا  صیها را تشخآن  یهاردهو    ندک  فیتوص

 

1 Regression 
2 classification 

  شود، یناشناخته استفاده م   ی هاردهبرچسب    یی شناسا  یبرا
با برچسب   یی ها )داده  یآموزش  یهاداده  لیکه بر اساس تحل

 . دی آیدست مهمشخص( ب رده

ها را  داده  یهاکه برچسب  یبندردهدر مقابل    :یبندخوشه 

بدون برچسب   یهاداده  لیتحل  یبندخوشه   کند،یم  لیتحل
ا  ؛[3و  2است] برچسب   نیدر  داده  رده   یهاحالت،    ی هادر 

ناشناخته    ،ممکن است  رایز   ؛وجود ندارند  یسادگبه  یشیآزما
خوشه تول  یبندباشند.  کمک    یی هابرچسب   نیچن  دیبه 

کردن  بیشترشده بر اساس اصل  یبندخوشه   یای. اشکند یم
درون   کمردهشباهت  و  بنهیها  شباهت  ها  رده  نیکردن 

شباهت    نیدرون هر خوشه بالاتر  یای. اششوندیم  یبندرده
  گر ید  یهاردهدر    ایتفاوت را با اش  نیشتریاما ب  ،گریکدیرا به  

م خوشه  هر  اش  ردهعنوان  به  تواند یدارند.  از  دسته    ا یآن 
ها از آن استخراج  مربوط به آن  نیدرنظر گرفته شود و قوان

الگورشودیم از  به   توانیم  یبندخوشه   یهاتم ی. 
نگاشت    ،یمراتبسلسله   یبندخوشه  یهاتم یالگور
 .اشاره کرد Medoid-k، و Means-K، 3ه دمانزساخود 

معن   یبندخوشه  به  در    افتنی  ی درواقع  ساختار 
  ی بندرده  ای  یبنداست که هنوز گروه  یاداده  یهامجموعه 

د نشده عبارت  به  که    ی ندیفرا  یبندخوشه   گر، یاند.  است 
اساس شباهتداده بر  را  به گروه  یهاها    م یتقس  یی هاخاص 

بر   هخوش   کیداخل    یها، شباهت اعضاگروه  نیدر ا  کند؛یم
از    اریمع  کیاساس   ب  کیخاص  آستانه  و    رشتیمقدار 

آن اعضاشباهت  با  اخوشه   ریسا   یها  از  کمتر  آستانه   نیها 
 

3 Self-Organized Mapping 
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مهم    اریبس  یبندها در خوشه داده  نیب  ةفاصل  ةاست. محاسب 
  ی بندخوشه   یابیارز  یبرا  یمختلف  یارهایاست و تاکنون مع
تع آن  عملکرد  از   گرانپژوهشاست.  شده  نییو  استفاده  با 

اند.  مختلف پرداخته   یهایبند خوشه   یابیبه ارز  ارهایمع  نیا
دو   نیچقدر ا  دیفهم  توانیدو داده م  نیب  ةفاصل  ةبا محاسب

خوشه   کیها را در  اساس آن  ن ید و بر انکیداده به هم نزد
م معم یدهیقرار  م  اری.  تقابل    تواند یشباهت  فاصله، 
 [. 5و   4و... باشد] 2انس یکووار ،1ی اطلاعات

 : ]3[است ریشامل مراحل ز یبندخوشه یکل  روند
 الگوها  ییبازنما  -1
  ی ها، بررس شباهت بر اساس داده   ی اب ی ارز   ار ی مع   ف ی تعر   -2

 ها داده   ن ی فاصله و اطلاعات مشترک ب   ، ی بستگ هم 
 ی بندگروه ای  یبندخوشه  -3
 (ازیها )در صورت نداده یسازخلاصه -4
 ی خروج یابیارز -5
 ( از ی کاهش بُعد )در صورت ن   ا ی و    ای فه نو   ی ها نمونه   حذف   -6

موجود،    یهاها، تعداد نمونهردهالگوها به تعداد    شینما
مق و  الگور  یهایژگیو  اسینوع  در   یبندخوشه   تمیموجود 

ا  یاشاره دارد. برخ اطلاعات توسط کاربر قابل کنترل   نیاز 
نمونه ستندین مجاورت  از  طور  بهها  .  استفاده  با    ک یمعمول 

ب فاصله  الگوها  نیتابع  شود.  یم  یریگاندازه  یورود  یزوج 
حوزه  یری گاندازه  یبرا  ی متنوع   ی ارهایمع در    ی هافاصله 

استفاده م  ساده مانند    اریمع  کی.  ]7و    6،  3[شودیمختلف 
برا طور  به  یدسیاقل  ةفاصل بعدم  شینما  یمعمول    ن یتشابه 

به الگو  مدو    ی هاشباهت  صیتشخ  یبرا  اما  رود،یکار 
 زین  یگرید  ی ابیارز  ی ارهای از مع  توانیالگوها م   ن یب  یمفهوم
بودن داریمعن  نییتع  یبرا  ی خروج  یاب ی. ارز]8[کرد  هاستفاد
مبه  یخروج خوشه   کیو    رودیکار    ی زمان  یبندساختار 

 . ]9[فتدیاتفاق ن ی صورت تصادفمعتبر است که به
اول  لیدلبه اطلاعات  و  دانش  اشکال    ةدربار  هینبود 
انتخاب  خوشه  خوشه   کیها،  هر    یبرا  یبندروش 

ن  یادادهمجموعه  استیآسان  با  به    نی.  است  ممکن  دانش، 
مختلف    یایبا اش  یبندمختلف خوشه   یهاروش  بیفکر ترک

هم   م ی باش  به  روش   ل ی دل   ن ی و  از  استفاده    ی بند خوشه   ی ها به 
 . م ی آور ی م   ی بهتر رو   ی ها روش   افتن ی   ی برا   3ی ب ی ترک 

خوشه   نیچند دارد،    یبندروش  ا  یکیوجود    ن یاز 
  یاروش، مجموعه   نیاست. در ا  4ی افراز  یبندها خوشه روش

که   یاگونهبه  شودیم  میمجزا تقس   ةخوش  Kنقطه به    Nاز  
در   تنها  نقطه  م  کیهر  قرار  خوشه   ردیگیخوشه  ها  و 

روش  5ی پوشان هم  لیدلبه  یافراز  یبندخوشه   یهاندارند. 

 

1 Mutual Information 
2 Covariance 
3 Ensemble Clustering 
4 Partitioning Clustering 
5 Overlapping 

محاسب  ازین بس  تاحدودی   اتبه  در  از   یاریکم، 
گرفته  هایپژوهش قرار  مورداستفاده  نکتگذشته    ةاند. 

ا انتخاب تعداد خوشه روش  نیمهم در    یهاها و روشها، 
براخوشه  یاعضا  رییتغ نتادستبه  یها  بهتر   جیآوردن 

هم  ؛است   نیتخم  یبرا  ی افتیره  یهاروش  ل، یدل  نیبه 
خوشه شدهتعداد  ارائه  جملها  از  -Kها،  روش   نیا  ةاند؛ 

Means  کم اساس  بر  که  مربعات    یسازنه ی است  جمع 
 . کندیفواصل عمل م

فشرده  ی افراز  یبندخوشه   یهاروش  یسازبا 
رقم و  نزد  کردنیاطلاعات  ارتباط  دارند.    یکیبردارها 

براK-Meansمحبوب،    یافراز  یبندخوشه   مـتیالگور  ی ، 
است   نخستین توسط  سال    نهاوسیبار  مطرح   1956در 

  یهابرخلاف روش  ،یافراز  یبندخوشه  یهاتمیشد. الگور
خوش  کیکه    یمراتبسلسله  ارائه   یبنده ساختار  را 

داده  ی بندمیتقس  ک یتنها    کنند، یم نشان  از  را  ها 
 ر یها از نظر سرعت اجرا نسبت به ساروش  نی. ادهندیم

داراروش اما  بهترند،  ضعف  یها  از   زین  ینقاط  هستند؛ 
ا خوشه   یینها  جینتا  نکهیجمله  انتخاب    هیاول  یهابه 
 . دهندیمپاسخ را ارائه ن نیاند و همواره بهتروابسته 

های  بندی الگوها به گروهردهبندی روشی برای  خوشه 
توانند شامل مشاهدات، اقلام  مختلف است. این الگوها می

مشخصهداده از  برداری  یا  درنهاباشند    6ها ای  در    ت یکه 
م  ییها گروه آن  رندیگیقرار  به  گفته    «هاخوشه »ها  که 

شد،  های  در بخش  طور کههمان.  شودیم اشاره  پیشین 
پیمایش خوشه  در  مهمی  ابزار  داده   7بندی،  تحلیل  -و 

در   و  الگوهای    یی ها نه ی زم هاست  تحلیل  چون 
تصمیم 8اکتشافی  ماشین ،  یادگیری  دیگر    9گیری،  و 

داده  مانند  اسناد 10کاوی موضوعات  بازیابی   ،11  ،
تصاویر قطعه  الگو رده و    12سازی  کاربرد    13بندی 
   . [ 3] دارد 

گروه مشکل    نیها به چندداده  یبندمیاوقات تقسیگاه 
 یبرخ  یاست که برا  نیا  ی دگ یچیپ   نیا  ل یاز دلا  یکی  ؛است

ندارد    ،یاداده  یهامجموعه  ابهام وجود    نکه یا  ای افراز بدون 
ن  یحت انسان  ن  زیتوسط  ساخت  حت]10[ستیقابل  در   ی. 

ا  یموارد برخ  نیکه  ندارد،  وجود    ی هاتمیالگور  یمشکل 
آن است   لیدلبه  نی. اشوندیبا شکست مواجه م  یبنده خوش
ب فقط    یبند خوشه   ی هاتم یالگور  شتریکه  اساس  بر  موجود 

ارز  کی م  یدرون   یاب یتابع  اکنندیعمل  هدف    نی.  تابع 

 

6 Features Vector 
7 Exploration 
8 Exploratory Pattern Analysis 
9 Machine Learning 
10 Data Mining 
11 Document Retrieval 
12 Image Segmentation 
13 Pattern Classification 
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  ا یها  خوشه   نیب  یریافراز را مانند جداپذ  یباطن  اتیخصوص
اندازه خوشه  هر  درون  اجراکندیم  یریگتراکم  با   ی. 

خوشه   یهاتم یالگور رو  یبندمختلف    ی هامجموعه   یبر 
افرازها مبه  ی گوناگون  یداده،  با  د یآیدست  اساس    دی که  بر 

 افراز انتخاب شود. نیترتابع هدف، مناسب
 ی سازنهیروش به کی ةمقاله، ارائ  نیدر ا یاساس ینوآور

کارا  یبرا است.  شده   ی معرف  یبیترک  یبندخوشه  ییبهبود 
ا  مشکل   ن ی هدف  رفع  در    ی مقاله،  که    حی توض   ی قبل   بند است 

ارائة   شامل  و  شد  به   ک ی داده    ی بند خوشه   ی ساز نه ی روش 
رو   ی ب ی ترک  ز داده مجموعه   ی بر  اهداف  مقاله    ن ی ا   در   ر ی هاست. 

 : شوند ی دنبال م 
پا ▪ معخوشه   نیدارتریانتخاب  از  استفاده  با    : شریف  اریها 

از تمام  یبه جا  ،پژوهش   نیا  در   ی هاخوشه  یاستفاده 
پادیتول  یةاول از  که  آن  نیدارتری شده،  شش    وسیلةبهها 

تول مختلف  م شده  دیروش  استفاده  معشودیاند،    ار ی. 
خوشه   یبرا  شریف گرفته  به  دارتریپا  ی هاانتخاب  کار 
طر  شودیم از  خوشه،   یداری پا  یابیارز  قیکه  هر 

پارا    ییهاخوشه  انتخاب   یلاتربا  یداری که  دارند 
اکند یم افزا   ینوآور  نی.  به  پا  شیمنجر  و    ی داریدقت 

 . شودیم یی نها یبندخوشه 
الگور  استفاده ▪ انتخاب   یبرا  کیژنت  تمیاز  بهبود 

اول  پس  ها:خوشه  انتخاب  از  خوشه   یةاز  استفاده  با  ها 
  تم یالگور  وسیلةبهآمده  دستبه  یهاخوشه  شر،یف  اریمع
ارز  کیژنت الگوررندیگیقرار م  یابیمورد  با    کیژنت  تمی. 
پا خوشه   همجموع   یسازنه یبه را  خوشه   نیدارتری ها،  ها 

م اکندیانتخاب  توجه  نی.  قابل  بهبود  در    یمرحله 
 . کندیم  جادیا یی نها یبندخوشه  تیفیک

ماتر  استفاده ▪ ورودبه  ی بستگهم  سیاز   یبرا  یعنوان 
  ی بستگهم  سیماتر  :یمراتبسلسله   یبندخوشه 

خوشه دستبه اجماع  از   کیعنوان  به  نه،یبه  ی هاآمده 
 تمیالگور  کی.  شودیمشابهت در نظر گرفته م   سیماتر

جمعبه  یمراتبسلسله   یبندخوشه  تابع    ة کنندعنوان 
م   یینها گرفته  نظر  ا  شودیدر  را   س یماتر  نیکه 
ورودبه خوشه   یعنوان  و  را   یی نها  یتوافق  یبندگرفته 

 یداری پا  شیروش به حفظ تنوع و افزا  نی. اگرداندیبرم
 . کندیکمک م یینها یهاخوشه 

  ی تجرب  ج ینتا  :یبندخوشه   ی ابیارز  یارهایمع  بهبود ▪
  NMI  یارهایدر مع  یشنهادیکه روش پ   دهدینشان م

ترت  ARIو   توجه  یبهبودها  بیبه  م  یقابل    زان یبه 
دست به  نیشیپ   یهاروش   نینسبت به بهتر  ٪5و    12٪
نشان  نیا  ؛استآورده و    شیافزا  ةدهندبهبودها  دقت 

موجود   یهابا روش  سهیدر مقا  یشنهادیروش پ   ییکارا
 است.

تقس  نیا  مقاله:  ساختار بخش  پنج  به  است:  شده  میمقاله 
 یبندو خوشه   یبندخوشه   میاز مفاه  ایخلاصه  دودر بخش  

الگور  یبیترک معرف  نیا  یهاتمیو  بخش    ،ی حوزه   سهدر 
مجموعه  یشنهادیپ   ی هاتم یالگور و    ی هادادهمطرح 

بخش    استدهش  معرفیکاررفته  به در  کلی  چهارو  نتایج   ،
از   م   پژوهشحاصل  داده   نیهمچن  ؛شودیتوضیح 

 اند. آمده پنجدر بخش  نده یآ یو کارها یریگجه ینت
 

 مرور منابع-2
در    بار نخستین   ی اسناد: برا   ی بند در خوشه   ه ی اول   ی ها شرفت ی پ 

گارد 1971سال   ر   ن ی ،  ون  چند   1جزبرگر ی و  از  استفاده    ن ی با 
خوشه   ش ی آزما  که  دادند  م   ی بند نشان    یی کارا   تواند ی اسناد 

که   رود ی اطلاعات را بهبود ببخشد. انتظار م  ی اب ی باز  ی ها سامانه 
  را ی ز   ؛ ابد ی   ش ی افزا   ی بند با استفاده از خوشه   ها امانه س   ن ی ا   یی کارا 

  ی بند نشان داد که خوشه   1985در سال    2لت ی و   های پژوهش 
ب  ارتباط  به  افزا   ن ی توجه  را  اسناد    ش ی اسناد مجموعه  و  داده 

انتها   ی وجوها را که در جست   ی مرتبط  فهرست    ی معمول در 
م  نزد   رند، ی گ ی قرار  ا کند ی م   ک ی به هم  م   ن ی .  باعث    شود ی امر 

  یی کارا   جه ی بالاتر انجام شود و درنت   ی ها اسناد در رتبه   ی اب ی باز 
 . ابد ی   ش ی افزا   امانه س 

اسناد    کندیم  ان یبی  بندخوشه   یاساس  یةفرض که 
با   غ   کیمرتبط  اسناد  به  نسبت    ل یتما  رمرتبط،یپرسش، 

خوشه قرار   ک یدر    نیبنابرا  ؛ بودن دارنده یبه شب  یشتریب
مجموعه اسناد خاص،    کیبر    هیفرض  نی. اعمال ارندیگیم

غ   نیب  یخوب  کیتفک و  مرتبط   جاد یا  رمرتبطیاسناد 
 [. 12و  11]کندیم

تامبروس یبعد  یهاشرفتیپ  سال    ]44[  3:   2002در 
به  نیب  یها شباهت  ةمحاسب  یبرا  یفرمول دست  اسناد 

  نی. ادی شباهت حساس به پرسش نام  ار یآورد و آن را مع
سال    اریمع ول  2006در    ]45[ذوالقدری  و    زادهیتوسط 

آزمون    ها آن.  افتیارتقا   از  استفاده    نیترکینزد  Nبا 
کرد  4ی گیهمسا مند  ثابت  نسبت   شانیشنهادیپ   اری عکه 
 دارد. یعملکرد بهتر  ارهای مع گریبه د

 

 منظوره تک  یبندخوشه  یهاتم یالگور -1-2
م  منظورهتک  یبندخوشه  یهاتم یالگور چند   توانیرا  از 
 کرد:  یبندمیمختلف تقس  ةجنب

 ها: ها به خوشه( بر اساس نوع تعلق دادهالف
ا   : 5ی انحصار   ی بند خوشه  از    ن ی در  پس  داده  هر  روش، 
م   ک ی به    ق ی دق طور  به   ی بند خوشه  تعلق  .  رد ی گ ی خوشه 

 است.   K-Means  ی بند روش، خوشه   ن ی از ا   ی مثال 
 

1 Jardin & Van Rijsbergen 
2 Willett 
3 Tombros 
4 N-Nearest neighbor 
5 Exclusive or Hard Clustering 
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هم   یبندخوشه  ا  : 1ی پوشانبا  داده    نی در  هر  به  روش، 
م  ةدرج  کی داده  خوشه  هر  به  نسبت    ؛شودیتعلق 

به    ی متفاوت  یهابه نسبت   تواند یداده م  کیکه  ی طوربه
روش،   نیاز ا  یاخوشه تعلق داشته باشد. نمونه   نیچند

 [. 13است] یفاز یبندخوشه 

 ها:خوشه  ی ساختار  کردیاساس رو( بر  ب
مراتب ها در سلسله خوشه  :2ی مراتبسلسله   یبندخوشه

پا  شوند یم  ی سازمانده به  بالا  سطوح  از    ا ی  نییکه 
 . رند یگیعکس شکل مرب

ها  صورت مجزا به خوشه ها بهداده  :یافراز  یبندخوشه
 . شوندیم میتقس

چگال  یمبتن  یبندخوشه اساس  خوشه   :3ی بر  بر  ها 
 . شوندیم لیمختلف تشک یها در نواحتراکم داده

گر  یمبتن  یبندخوشه در  داده  :دیبر    ی فضا  کیها 
 . شوندیم  میشده تقسیدبندیگر

کرنل:  یمبتن  یبندخوشه اساس    یبندخوشه   بر  بر 
فضا  یژگیو   یفضا  لیتبد بالاتر    ییبه  بعد   وسیلة بهبا 

 . ردیگیتوابع کرنل انجام م 
 

 

 بندی ترکیبی های خوشه روش -2-2
  تمیالگور  نیچند  ،یبیترک  یبندخوشه  یهاتم یالگور

ترک  یبندخوشه  هم  با  به    کنندیم   بیرا    سامانة  کیتا 
  بیبا هدف ترک  هاتم یالگور  نیجامع برسند. ا  یبندخوشه 

م   نیچند مختلف،  خوشه به  توانندیروش    یبندعنوان 
شوند   4چندمنظوره  گرفته  نظر  کاردر  در  توسط    ی.  که 

 ن یچند  ،شد  هارائ  2005در سال    ]46[  و همکاران  یتوپچ
متفاوت    یهاخوشه  ییشناسا  یبرا  یبندخوشه   تمیالگور

شدهبه برده  درنها   استکار    ن یا  یهایخروج  تیو 
افرازهابه  ها تم یالگور م   یبیترک  یصورت    ؛ شوندیاستفاده 
ا خوشه    نیدر  هر  یبهروش،   تم یالگور  کوسیلة 
تول  یبندخوشه  خوشه   دیجداگانه  اساس    یینها   یهاو  بر 

ار م  یابیزتوابع  انتخاب    نیا  جه،یدرنت  ؛شودیمستقل 
برا  نیبهتر  تمیالگور را  هدف  مختلف    یهاقسمت   یتابع 
 [.14]کندیمشخصه انتخاب م یفضا

همکاران   و  خوشه   ]62[نجفی  روش  بندی  یک 
داده ارائه  را  خوشه   اند ترکیبی  روش  از  پایکه    ةبندی 

به  C-Means  ضعیف خوشه فازی  استفاده  عنوان  پایه  بند 
همچنین با اتخاذ برخی تمهیدات، تنوع اجماع    ؛استکرده

برده بالا  خوشهرا  روش  ترکیبیاست.  پیشنهادی    بندی 
خوشه الگوریتم  دارد  C-Means  بندیمزیت  را  که    فازی 

آن    ةهای عمدمچنین ضعف ه  این مزیت سرعت آن است؛
 

1 Overlapping or Soft Clustering 
2 Hierarchical Clustering 
3 Density-Based Methods 
4 Multi-Objective Clustering 

خوشه  کشف  قابلیت  عدم  که  غیررا  و  های  کروی 
 .یکنواخت است، نداردغیر

بهبود    یبیترک  یبندخوشه   ی هاتم یالگور دنبال  به 
ها  داده  یةافراز اول  نیاستخراج اطلاعات از چند  یهاروش

از   یبه نقاط مختلف  یبندخوشه   تمیهر الگور  ؛ زیراهستند
م نگاه  با  کنند یم  دیتول  یمتفاوت  یافرازها  و   کندیداده   .

ا  نیا  بیترک امکان  کارا  کی  جادیافرازها،  با  بالا    ییافراز 
متفاوت و    اریبس  گریکدی ها از  اگر خوشه  یوجود دارد، حت

اصل گام  دو  درکل،  باشند.  خوشه   یمتراکم    یبنددر 
 وجود دارد: یبیترک

تعداد  :نخست  گام از    یهاتمیالگور  یاستفاده 
مقادیر    هیپا  یبندخوشه  با  الگوریتم  یک  تکرار  یا 

که   هیاول  یاز افرازها  یامجموعه   جادیا  یبرا  متفاوت
افراز  شودیم   ده ینام  بیترک  کیعنوان  به هر    کتا، ی. 

 . کند یم انیها را نمامتفاوت از داده یاجنبه 
جمع   دوم:  گام اطلاعات  از  در  ی آوراستفاده  شده 
خوشه   یبرا  ب،یترک مرحل  یبیترک  یبندانجام   ة در 
 . کند یکمک م شتریب یسازنهیکه به به یبعد

مواردبه  کردهایرو  نیا در  داده   یخصوص  ها  که 
ن  ییبالا  یدگیچیپ  و  اطلاعات   ازی دارند  استخراج  به 

 . شوندیواقع م دیاست، مف یترقیدق
الگوریتم خوشه درکل  میهای  را  ترکیبی  توان  بندی 

 : [16و  15]های زیر تقسیم بندی کردبه گروه
 بستگیهای مبتنی بر ماتریس همروش •
 اطلاعات های تئوری )نظری( روش •
 های ابرگرافروش •
 مدل مخلوطی  •
 ( GAC-GEO)می بندی متراکم عموخوشه  •
 ترکیب بیضی •
 گیری های رأیروش •

 

 بندی ترکیبی های خوشه مروری بر روش -3-2
 5بستگی های مبتنی بر ماتریس همروش -2-3-1

هم بر  مبتنی  توابع  از  استفاده  باید  برای  ابتدا  بستگی 
تبدیل    N×Nبستگی  بندی ترکیبی را به ماتریس همخوشه 

این ماتریس هم از  نیز  کرد.  عنوان یک توان بهمیبستگی 
را    yو    xکه تشابه بین دو عضو    ادکردماتریس مشابهت ی

 . [16و  15]کندمیمحاسبه 
  یهاتم یاز الگور  توانیم  ، بستگیبر هم  یدر توابع مبتن

مانند    یمبتن  یمراتبسلسله   یبندخوشه  مشابهت  بر 
عنوان توابع اجماع استفاده کرد. استفاده از به  یوندیپ تک
ماتر  یمراتبسلسله  تمیالگور  نیچند   س یمتراکم به همراه 

دست امکان  نها  کی به    یابیمشابهت،  فراهم   ییافراز  را 
 

5 Co-Association Matrix 
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روشآوردیم برا  یها.    س یماتر  میترس  یمختلف 
چندهم به  کل   ن یبستگی  از    ؛ شوندیم  میتقس  یدسته 

  وندیکامل، پ   وندیپوشا، پ   کمینهدرخت  /یوندیپ جمله: تک
 . [ 16و  15]مرتبط  یهاتمیالگور گریمتوسط و د

 

 1های تئوری )نظری( اطلاعات روش -2-3-2

  یةبر پا  یهاتمیروش، الگور  نیا  یهاتمیالگور  نیترمعروف
ها، افراز روش  نیهستند. در ا  2اطلاعات متقابل درجه دوم 

هدف در نظر گرفته شده و هر   یژگیو  کیعنوان  اجماع به 
.  شودیم  یتلق  یورود یژگیعنوان وبه  هیپا یاز افرازها کی

توسط    پژوهشی همکاران    مجردکه  شد    امانج  ]13[و 
م با  دهدینشان  اجماع  افراز  که   یاگونهبه  دیکه  باشد 

  ی ورود  یهایژگ یهدف و و  یژگ یو  نیب  3اطلاعات متقابل 
تمام ازآنجاکه  برساند.  حداکثر  به    هیپا  یافرازها  ی را 

های  جفت صورت  ند، اطلاعات متقابل بهگریکدیمستقل از  
افرازها  ی ژگ یو  نیب  متقابل و  محاسبه   هیاول  یهدف 

ا  ؛شودیم به   یبیترک  یبندخوشه   ةمسئل  ب،یترت  نیبه 
اجماع   افتنی را    شودیم  لیتبد  یافراز  هدف  تابع  که 

 . کندیم بیشینه
دوم    اطلاعات درجه  بر    یمبتن  یهاروش  ا یمتقابل 

فضا  K-Means  تمیالگور  وسیلةبه  توانندیم  یژگیو   یدر 
برچسب   یاشدهلیتبد  یهایژگیو از   ی اخوشه   یهاکه 

م  یبیترک مقداربه    کند،یاستفاده  در   ؛برسند  بیشترین 
الگور  یخروج  کرد،یرو  نیا عنوان به  یبندخوشه   تمیهر 
از   یاو مجموعه  کند یمشده عمل  یبنددسته  ی ژگیو  کی

فضابه  هیپا   یافرازها نظر    یژگی و  ی عنوان  در  متوسط 
م رو  شودیگرفته  بر  سا  ی که    ی هاتمیالگور  ریآن 

   .شوندیاجرا م یبندخوشه 
بر  ی مبتنی  اجماع  تابع  در   K-Means بندیخوشه ک 

طور مؤثر یک تواند بههای استانداردشده میفضای ویژگی
به   را  متقابل  اطلاعات  از  کلی  مقدار تعریف   بیشترین 

است،    𝑂(𝐾𝑁𝐵)پیچیدگی زمانی این تابع اجماع.  برساند
  𝑁ها و  تعداد خوشه  𝐾تعداد افرازهای اولیه،    𝐵که در آن  
الگوریتم  ؛هاستتعداد داده اطلاعات متقابل درجه  اگرچه 

است دوم بهین  ،ممکن  یک  در  گیرد،    ةبالقوه  قرار  محلی 
دهد تا  پایین آن امکان می  کمابیشپیچیدگی محاسباتی  

حل اجماع با کیفیت و    چندین بار بازآغاز شود تا یک راه
 .]18و  17[با کاهش واریانس درون خوشه انتخاب شود

 

 4ابرگراف های  روش -2-3-3
قوش و  سال    ]19[  5استرل  اجماع   2002در  مفهوم 

مبتن  یرا معرف  یبندخوشه  اجماع  تابع  و سه  بر   یکردند 
 

1 Information Theory Approach 
2 Quadratic Mutual Information (QMI) 
3 Mutual Information (MI) 
4 Hyper-graph methods 

پ  را  افرازها  شنهادیابرگراف  نخست،  گام  در    یدادند. 
تبد  یاداده ابرگراف  رئوس   شوندیم   ل یبه  آن،  در  که 

نما داده  ةندیابرگراف  ها  خوشه  ةندینما  هاالیو    یانقاط 
  ،یانقاط داده ا ی رئوسو افراز   میتقس یسپس، برا ؛هستند

الگور م  یهاتمیاز  استفاده  برش  حداقل  .  شودیابرگراف 
به    kکه شامل حداقل    ندیفرا  نیا ابرگراف است،    kبرش 

م منجر  درنها  شودیافراز  تشک  تیکه  را  اجماع    ل یافراز 
 . دهدیم
 

 6مدل مخلوطی-2-3-4

الگور  یاافتهیتوسعه   رفضا،یز  یبندخوشه    یهاتمیاز 
ها  روش در تلاش است تا خوشه   نیاست. ا  یژگیانتخاب و
ز در  مجموعه   یمختلف  یرفضاهایرا  شناسادادهاز    ییها 

الگور  . ]21و    20[کند با  و  یهاتمیمشابه    ،ی ژگیانتخاب 
جست  ک یبه    زین  رفضا یز  یبندخوشه  و  روش    کیوجو 

ا  ازین  یابیارز  اریمع درواقع،  شناسا  نی دارد.  در    یی چالش 
مرتبط است که   یارابطه   نیقوان  افتنی با مشکل    رفضاهایز

  20[کندیمختلف را مشخص م  ی هایژگیمناطق جذاب و
ما  ]21و   اگر  و  رمجموعهیز  کی.  در    یهایژگیاز  موجود 

بگدادهمجموعه  نظر  در  را    ی رفضایز  کی  ی عنی  م،یریها 
خوشه داده ط  ییهاها،  در    تم یالگور  کی  شرفتیپ   یکه 

م  یبندخوشه  متفاوت  به  توانندیم   شوند،یکشف  شدت 
 . شوندیم  دایپ  رفضاها یز گری که در د  ییها باشند با آن

 

   7بندی متراکم عمومی خوشه -2-3-5

کل  یکی اصول  بازآفرGAC-GEO  تمیالگور  یدیاز    ی نی، 
با    ی تلاش انسان  کمینهموجود با    یبندخوشه   ی هاتم یالگور

نتا بهبود  استبندخوشه  جیهدف  در    GAC-GEO.  ی 
،  نخست:  کند یخود از دو فاز استفاده م   یبندروش خوشه 

  هیاول  یهااز خوشه   یاکه در آن مجموعه  پردازششیفاز پ 
همسا روابط  شکل  خوشه   نیا  نی ب  یی فضا  یگ یو  ها 

متراکم  رد؛ یگیم فاز  خوشه   ی سازدوم،  آن  در    یهاکه 
حر  هیهمسا صورت  م  گریکدیبا    صانهیبه  تا    شوندیادغام 

 [.23]به حداکثر برسد یتابع برازندگ 
 

 

 8گیری های مبتنی بر رأیروش -2-3-6
الگور صر  یازین  ،یقبل   یبندخوشه  یهاتمیدر  حل    حیبه 

شده و  شناخته  یهاخوشه   یهابرچسب   نیتطابق ب  ةمسئل
 ی برا  یریگی آن، روش رأ  یجاشده وجود ندارد. بهمشتق 
ا به  ةمسئل  نیحل  رفتهتطابق  از کار  آن  در  که  است 

استفاده    ییافراز اجماع نها  نییتع  یآرا برا   بیشترین مقدار
برچسب  نیا  یاصل  ة دیا.  ]24[شودیم که    یهااست 
 

5 Strehl and Ghosh 
6 Mixture model 
7 Generic Agglomerative Clustering(GAC-GEO) 
8 Voting approaches 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

1.
3.

11
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
1-

08
 ]

 

                             6 / 25

http://dx.doi.org/10.61186/jsdp.21.3.111
http://jsdp.rcisp.ac.ir/article-1-1217-en.html


 

 
 61پیاپی  3شمارة  1403سال 

117 

ة  
سئل

ی م
را

ک ب
نتی

م ژ
ریت

گو
ر ال

ی ب
بتن

ش م
رو

ة 
رائ

ا
شه 

خو
ن 

ری
ارت

د
پای

ن 
افت

ی
در  

ها 
شه 

خو
ی 

کیب
تر

ی 
د

بن
 

بهخوشه   بهتر  ابندی  رییتغ  یاگونهها  ب  نیکه   ن یتوافق 
به  یهابرچسب  افراز  آدو  تمام    ت،یدرنها   ؛دیدست 

اساس    دیبا  یبیترک  یافرازها ثابت   کیبر  مرجع  افراز 
 شوند.  یگذاربرچسب 

روش مرور  به  توجه  خوشه   یهابا   یبندمختلف 
ا  ،یبیترک از  و    ایها مزاروش   نیمشخص شد که هر کدام 
بر    یمبتن  یها، روشحالنیباا  ؛خاص خود را دارند  بیمعا
بههم  سیماتر از  آن  ییتوانا  لیدلبستگی  استفاده  در  ها 

جامع انعطافاطلاعات  و  به  یریپذتر  در بالا،  خصوص 
الگور  بیترک داده  یمراتبسلسله  ی هاتمیبا  که  نشان  اند 

ارائه دهند.   یبیترک  یبنددر خوشه   یبهتر  جینتا  توانندیم
معروش   نیا از  استفاده  با  تا  قادرند  مشابهت    یارهایها 

به  یترنهیبه  ی افرازها  تر،قیدق آورندرا    ن، یبنابرا؛  دست 
از روش  یحاضر بر رو  ةمقال   یمبتن  یهابهبود و استفاده 

ماتر شدههم  سیبر  متمرکز  از بستگی  استفاده  با  است. 
خوشه  یبرا  شریف  اریمع الگور  دارتریپا  یهاانتخاب    تمیو 
نتاارائه شده  یروش  ،یسازنه یبه  یبرا  کیژنت که    جیاست 

مع  یبهتر روش  ARIو    NMI  ی ارهایدر  به    یهانسبت 
  لیو تحل  ی تجرب  ج یانتخاب بر اساس نتا  نیدارد. ا  نیشیپ 

 است.هر روش بوده  بیو معا ایمزا قیدق
 

 بندی ترکیبی های جدید در خوشه روش -2-4
شامل    یبیترک  یبندخوشه   یهادر روش  دی جد  شیدو گرا

خوشه  به  یبیترک  یبندانتخاب    یبندخوشه   یسازنه یو 
روش    یبیترک در  انخستاست.  که    نیا  دهی،  است 

خوشه   یارمجموعه یز شود  هیاول  یها یبنداز    ؛انتخاب 
ز  یاگونه به از آن  اجماع حاصل  افراز  بهتر   رمجموعه،یکه 

ترک خوشه  بیاز  قبل  هاکامل  مطالعات  در  تمام    ، یباشد. 
افرازبندخوشه  و  ترک  هایها    یکسانیوزن    یدارا  ب،یدر 

ابوده به  ترک  نیاند،  عضو  هر  که  ارزش    یدارا  یبیمعنا 
 است. یی نها یریگمیدر تصم یکسانی

شده  اطلاعات متقابل نرمال  اریاز مع  ]47[  1ن یو ل  فرن
کرده قوشاستفاده  و  استرل  توسط  ابتدا  که   ]19[  اند 

ج  فیتعر و  فرد  توسط  سپس    ی ابیارز  یبرا  ]48[  2نیو 
آنشده  لیتکم  هیاول  ی های افرازبند نتااست.  با    ج یها 

داده  یتجرب انتخاب  نشان  که  از    رمجموعهیز  کیاند 
نتا  تواند یم  ها ی افرازبند بهتریبه  کل    یج  به  نسبت 
روش    نی. فرن و لابدیدست    یکل  بیدر ترک  های افرازبند
از    یااند که مجموعهداده  شنهادیرا پ   یبیترک  یبندخوشه 

ک اساس  بر  را  پراکندگ  تیفیافرازها  م   ی و    ؛کند یانتخاب 
  یبیترک  یبندخوشه   ییاند بر کارادو پارامتر که نشان داده

آنرگذاریتأث روش  برند.  ز  یاها    یهارمجموعه یانتخاب 

 

1 Fern and Lin 
2 Fred and Jain 

هم  هیاول  یافرازها داراکه  و    تیفیک  نیبالاتر  یزمان 
 است.  شده یند، طراحایپراکندگ نیشتریب

همکاران  نیپرو نو  ]15[  و   ی برا  ینیروش 
ارائه دادهداده  یبندخوشه    کیاند که شامل اختصاص  ها 

فضا به  وزن  اشودیم   یژگیو  یبردار  در  روش،    نی. 
وداده  انسیوار هر  اساس  بر  م  یژگیها  و    شودیمحاسبه 
دارا  ییهایژگیو در    یبالاتر  انسیوار  یکه  هستند، 

ب  یی نها  بیترک وزن    ؛ کنندیم  رکت مشا  یشتر یبا 
آن   یشنهادی پ   تمیالگور  ییگراهم  ن،یهمچن ها  توسط 

حل  قیدوم، افراز اجماع از طر  کردیاست. در روشده د ییتأ 
مبه  یسازنهیبه  ةمسئل  کی آن   دی آیدست  هدف  که 
به  افتنی از    نهیافراز  استفاده  مشخص    کی با  هدف  تابع 

ا هدف    نیاست.  ترکطور  بهتابع  اساس  بر   ب یمعمول 
 . شودیم  میها تنظخوشه 
روش   یکی ا  جیرا  یهااز   ی سازمدل  نه،یزم  نیدر 
گراف است که    کیصورت  به  یبیترک  یبندخوشه   ةمسئل

داده  𝑛شامل   تعداد  )معادل  چندگره  و  است    نیها(  لبه 
تشابه بمحاسبه  یهاکه  نما  ن یشده  را  گره    شی دو 

گراف  به  تمیالگور  یدگیچیپ   برخلاف.  دهدیم کاررفته، 
است  شدهدادهشینما نتا   ،ممکن  درج  جیباعث   ة با 

 شود.  نییپا تیمطلوب
ا  ریاخ  های پژوهش سمت    شتریب  نهیزم  نیدر  به 

بهفرموله  مسئله  و    یسازنهیبه  ةفیوظ  کیعنوان  کردن 
حل  توسط  آن    یحت  ای  یاضیر  یها کنندهحل 

  نیاند. اهوشمند معطوف شده  یسازنه یبه  یهاکنندهحل
دست  کردیرو نتا  یاب یبه  کمک    نهیبه  ج یبه  کارآمد  و 
 داشته باشد.  یلاتربا تیمطلوب ةدرج تواندیکه م  کند یم

به  یمبتن  یفرمول  ]49[  3ی ستویکر را    یسازنه یبر 
 رده   یکه مناسب برا  ارائه داده  یبیترک  یبندخوشه   یبرا

مانند    یارهایمع  یدارا  یهامسئله  خوشه،  درون 
و  کمینه  یبندخوشه  است.  مربعات  فرمول   یمجموع 

برا  یاصل  یبندخوشه  ةمسئل   ةمجموع   یافرازبند   ی را 
و    یبیترک  یدبنخوشه   تمیالگور  کیبه    یابیدست ساده 

تغ کرداده  رییکارآمد  تحت    د یتأک  یستو یاست.  که  کرده 
تسه  اتیفرض اصل  لاتیو  راه    افتن ی امکان    ،یفرمول 
ترک  یهاحل به  نسبت  تضم  باتی بهتر   ن یموجود 
 است.شده

ارائه    ی د ی جد   ی ساز نه ی فرمول به   ]50[  و همکاران   نگ ی س 
تشک داده  آن  هدف  که    ی برا   یی نها   ی ها خوشه   ل ی اند 

مقدار  و    بیشترکردن  مقدار توافقات  در    کمترکردن  اختلافات 
ا   ة ج ی نت  است.  توجه هم   کرد، ی رو   ن ی اجماع  اعضا با  به    ی زمان 

به  اطم   کند ی م   ی ساز نه ی گروه،  ن   نان ی تا  که    ج ی تا حاصل شود 
 با اهداف موردنظر دارند.   ی شتر ی ب   ی هماهنگ   یی نها 

 

3 Christou 
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  ی ها تم ی توجه به دو چالش عمده در الگور   ]51[در پژوهش  
  ی قو   ی ب یا ارز  ار ی مع   ک ی ساخت  ی یعنی ا مجموعه   ی بند خوشه 

ارتباطات محل  ها هنگام ساخت  خوشه   ن ی ب   ی و درنظرگرفتن 
گرفته   موردتوجه   بستگی هم   س ی ماتر  این  قرار  جهت  است. 

ی  خوشه   ک چالش،  نام    د ی جد   ی گروه   ی بند چارچوب  به 
وزن   ی بند خوشه  استراتژ   ره ی چندمتغ   ی تصادف   ی گروه    ی و 

 .  کند ی ارائه م   1ی تصادف   ی رو اده ی پ 
پابهبود    :مزایا و  در  ی،  داری استحکام  کاربرد 

 متنوع ی هادادهمجموعه 
تنظچالش  :معایب بالقوه در  برا  میهای  عملکرد   یپارامتر 

قابلو    نهیبه   یدگیچیپ   لیدلبه  ریتفس  تیکاهش 
 . چندگانه یبندخوشه جینتا عیروش و تجم

  ش ینما   ک، یبستگیهم  سیماتر  تیتقو  ]52[در مقالة  
دادهجامع روابط  از  نتا  صیتخصو  ها  تر  به    ج یوزن 
پاخوشه  منعکس  هیبندی  آن  ةکنند که  نتسهم  در   ةجیها 

است شده  مجموعه  پ است.  بررسی   ک ی  یشنهادیروش 
که هم    کندیم  یرا معرف  یبستگی فازهم  دی جد  سیماتر

هم بارتباط  روابط  هم  و  ب  یاخوشه   نی بستگی  در   ن یرا 
 . دهدینقاط داده نشان م 

ها  نمونه بر اساس ارتباط  ه ی بندی پا خوشه  ج ی نتا  ر ی تأث تنظیم   : مزایا 
  ی بند خوشه   ة ج ی نت   ی مستقیم )ایجاد بند گروه پویا،    طور به 

 بستگی(  هم   س ی از ماتر مستقیم    ة ن ی به   ی ا مجموعه 
ی بالا، چالش در تفسیرپذیری  محاسبات  یدگیچیپ   :معایب

 ماهیت پیچیدة روش پیشنهادی لیدلبه
مرجع   محدود   ]53[در    ی هاروش  ی هاتیبه 

  یکه شامل ملاحظات   است  موجود اشاره شده  یبندخوشه 
جدخوشه   ةانداز  رامونیپ  ابتکارات  و  انتخاب    یبرا  دیها 

مداده اشودیها  و    ها تیمحدود   نی.  شده  گرفته  نظر  در 
افزا به  نتا  شیمنجر  دقت  و    یبندخوشه   جیاستحکام 

روشانددهش ا  ی.  خوشه   رائهکه   ی مراتبسلسله  یبندشد 
از   ینظارتمه ین  یریادگیبا    یتجمع استفاده  با  که  است 
  ،یابتکار  ةفاصل  یارهایو مع   یوندیپ   یتیمحدود  یهاداده

 است.  دهیرا بهبود بخش یبندعملکرد خوشه 
نتا  یاب یدست   :مزایا در    ژهیوبه  ،یقو  یبندخوشه   ج یبه 

داده  با    تمیالگور  یسازگارفه،  نو  یهاحضور 
 مختلف ة داد یساختارها

به    :معایب نسبت  پارامترها حساسیت  حد    انتخاب  و 
 آستانه، پیچیدگی محاسباتی بالا 

هدف    ]54[پژوهش   ب   ی ر ی ادگ ی با    ی ها ی ژگ ی و   ن ی ارتباط 
ها  وزن   م ی تنظ .  است شده انجام    ی بند خوشه   ی ها ها و وزن داده 

و    ی ها داده مجموعه   ی برا  استحکام  بهبود  منظور  به  مختلف 
نتا  ا   رسیدن   ی برا   است.   ی بند خوشه   ج ی دقت  از    ن ی به  هدف، 

م   ی ر ی ادگ ی فرا   ی استراتژ   ک ی  است    شود ی استفاده  قادر  که 
در    ه ی پا   ی ها ی بند خوشه  ی را برا  نه ی به  ی ها طور خودکار وزن به 

 

1  Weighted Ensemble Clustering for Multivariate Randomness 

درنظرگرفتن مجموعه   ک ی  با  فرد  منحصربه   یهایژگیو   داده، 
 کند.  نییها تعداده
مبتن  یبندخوشه   ینیگزیجا  :مزایا دانش   یاجماع  بر 

مبتن)نظارت اکتشاف  یشده(  ضر،  بر    بیاعمال 
 ها خوشه  یبندجهت رتبه 

ابردادهامکان    :معایب نامناسب    یدگ یچیپ ،  انتخاب 
 هبه پردازش فراداد  ازیو ن  یمحاسبات
ارائ  ]55[پژوهش   خوشه   کی  ةبه   یبرا  یبندروش 

ساختار  پردازدیم   ده یچیپ   ی هاداده اطلاعات  از    یکه 
نتابه  یو محل  یسراسر  بهبود  بهره    یبندخوشه   جیمنظور 

همچنینبردیم تکم؛  مدل  دو  از  م  یلی،  :  شودیاستفاده 
 ک یو    یساختار کل  یریادگی  یبرا  فیمدل خودتوص  کی

خودافزا   یریادگی  یبرا  بستگیهم  سیماتر  شیمدل 
محل  اتیجزئ رگرس  ن،یبراعلاوه  ی؛ساختار   کمینه   ونیاز 

به بتشابه  یسازبیشینه منظور  مربعات    یساختارها  نیها 
محل  سراسری م  یو  ازشودیاستفاده  هدف  تابع   ق یطر  . 

 . دشویم یسازنهیبه 2ب یروش جهت متناوب ضرا
 ی نماارائة  و    یو محل  یسراسر   یساختارها  بیترک  مزایا:

 هااز روابط داده یترو کامل ترقیدق
به    تیحساسبندی،  پیچیدگی تفسیر نتایج خوشه   معایب:

 مقادیر اولیه
با هدف بهبود استحکام، ثبات و دقت    ]56[در مرجع  

مجموعه  یبندخوشه  جینتا داده  یادر  از از  استفاده  با  ها 
قطع  یریگاندازه لا  تیعدم  شده  هی دو  اانجام    نیاست. 
در سطح خوشه و در سطح    یهایابیشامل ارز  یریگاندازه

ا  یابیدست  یبرا  . شودیم  یبندخوشه  هیپا هدف،    نیبه 
است که اتخاذ شده  یاخوشه  تیعدم قطع  یبرا  یکردیرو

از مع استفاده  برچسباصلاح  یآنتروپ   یارهایبا    یهاشده، 
م  هیپا  یبندخوشه  اشود یرا شامل  افزا  ندیفرا  نی.    شیبه 

ارز   هیپا  یبنددر سطح خوشه و سطح خوشه  ها یابیدقت 
م جد  دو  ن،یبراعلاوه  ؛کند یکمک  اجماع  تجمع    د،یتابع 

دار نمودار وزن   یبندمیو تقس  3ی دار دو سطحشواهد وزن
به  اندافتهیتوسعه    4یدوسطح دستکه  به    یابیمنظور 
بهبودبخش  یی نها  یبندخوشه  نتا   دنی و  استفاده    جیبه 

 . شوندیم
خوشه   تمایزاعمال    :ایمزا احتساب   هیپا  هایبنددر  با 

 یوزن بیضرا
کم و    ی ژگیبا و  یهادادهدر مجموعه  ناپایداری  :بیمعا

 کوچک اسیمق
بستگی  هم  سیبهبود ماترهدف اصلی    ]57[  در مقالة

ماتر کمک  شده  نیلاپلاس  سیبه   یة نظر  ةارائاست.  ذکر 
مرتب خوشه   ةاتصال  در    ک ی عنوان  به  ترکیبی  یبند بالاتر 

پا  ةنیبه  یلاپلاس   سیماتر  یریادگی  کردیرو و   نییرتبه 
 

2 Alternating Direction Method Of Multipliers 
3 Two-Level Weighted Evidence Accumulation 
4 Two-level weighted graph Partitioning 
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متوسط   وندیپ   یمراتبسلسله  یتجمع  یبندخوشه   سپس 
نتدستبه  یبرا گرفته نها  ةج یآوردن  قرار  توجه  مورد  یی 

تقوهم  سیماتراست.     ش ینما  ییتوانا  شدهتیبستگی 
ماتر  یبهتر به  درنها  داشته  یسنت  یهاسینسبت    ت یو 

 است.دادهرا بهبود  ی گروه یبندخوشه جینتا
کمک   یبندخوشه   جینتا  بهبود  :ایمزا به    ترکیبی 

   شدهتیبستگی تقوهم  سیماتر
ک  :بیمعا به  توجه  پایه،  هاخوشه   تیفیعدم  ی 

 نتایج ریتفس  در یدگیچیپ 
مرجع     یبندخوشه   یهاکیتکن  تیتقو  ]58[در 

ز  یمبتن انتخاب  با  اجماع  راه  یارمجموعه یبر    یهاحل از 
ک  یبندخوشه  به  ت،یفیکه  طور  به  را  اندازه  و   نه یتنوع 

م راه  کند یمتعادل  به  منجر  خوشه و  اجماع   یبندحل 
بنابراین  شده  ترقیدق با    ةسی مقااست؛    گر یکدیافرازها 

افرازها حذف  برا  حد  اعمالو    فیضع  یجهت   ی آستانه 
ب  یارهایمع از  انتخاب  جهت  تنوع  و  پوشش    ن ی اندازه، 

 است.مورد توجه قرار گرفته مانده یباق یافزارها
امکان    جهت  متنوع  ی هاروشاعمال    :ایمزا که  اجماع 

ن اساس  بر  خاص    یهاتیمحدود  ای  ازها یانطباق 
 . کندیها را فراهم مداده

 منفرد در سطح افراز   ی ها ه خوش   ت ی ف ی عدم توجه به ک   : ب ی معا 

مرجع   اصلی    ]59[در  نمونهایدة  به  وزن    یی هااعمال 

به ماترشده  یبندخوشه   یدرستکه  ساخت  جهت    سیاند 

  دی مفهوم جد  کاست. در این پژوهش ی  نهیبستگی بههم

اش با  یایاز  مخلوط   داده  مدل  و  نفوذ  شاخص  به  توجه 

کشف به  KNNروش  است.  شده  ف یتعر  ی گاوس منظور 

  یبندخوشه   تمیالگور  کو ی ها  شباهت جفت نمونه   زانیم

ماتر  هیچندنما از  استفاده  پ هم  سی با    شنهادیبستگی 

 است.شده

اش  ییتوانا  :ایمزا به  یهاداده  یایپردازش  طور مختلف 
 .استداده شیرا افزا یریپذ جداگانه انعطاف

فاصل  KNN  :بیمعا اساس  و  زمان  یدسیاقل  ةبر  بوده  بر 
 . نامطلوب است ادیهای با ابعاد زمجموعه  یبرا

پژوهش   پ   ]60[در  چارچوب    کی  شنهادیبا 
ماتر  ندهیخودافزا مهم  سیکه  بهبود  را  و    بخشدیبستگی 

به چالش    ابد،ی می  بهبود   یبندبه عملکرد خوشه   جهیدرنت
پرداخته است.   نییپا  تیفیبا ک  بستگیهم  سی ماترایجاد  

اطم  نیا با  اطلاعات  استخراج  با  از   نانیروش  بالا 
  س یماتر  کی  لیتشک  یبرا  هیپا  یهایبندخوشه 
  ةدهندپراکنده که نشان  یمراتبسلسله   ةبندی انباشتخوشه 

ب  یروابط جفت اعتماد  شده و  هاست، شروع  نمونه  نیقابل 
با انتشار اطلاعات با    بستگیهم  س یاصلاح ماتر  یبرااز آن  

 است.شدهبالا استفاده  نانیاطم

ی  :ایمزا جد  کمعرفی    جهت  شیخودافزا  دیچارچوب 
خارج  بستگی هم  س یماتر اطلاعات  به    ای  ی که 

 ستین یمتک  یاضاف  یپارامترها
به   تواندمی  تمیالگور  یتکرار  تیماه  :بیمعا منجر 

 . بالا شود یمحاسبات  یهانهیهز
برای محاسبة میزان شباهت   ]61[رضایی و دانشپور  

ویژگی »تعداد  پارامتر  به  فاصله،  تعیین  مشابه« و  های 
دادن هر نمونه به خوشه در مواردی  اند. در نسبت توجه کرده 
های مشترک  ها برابر یا نزدیک باشد، تعداد ویژگی که فاصله 

است. برای محاسبة  کنندة خوشة مناسب بوده ها تعیین نمونه 
شده  سازی فاصله در الگوریتم مورد نظر از تفاضل عددی نرمال 

های  های عددی و از فاصلة همینگ برای ویژگی برای ویژگی 
شده  استفاده  نیز  غیرعددی  اولیه  خوشة  مرکز  تعیین  است. 

ها تصادفی انجام شده و در تکرارهای  مانند بسیاری از روش 
عنوان مرکز خوشه انتخاب  تر به بعدی الگوریتم، نمونة مناسب 

 .شود می 

 

 بندی توافقی معیارهای ارزیابی و خوشه -3
الگور  جیتان اعمال  از  رو  یبندخوشه   یها تمیحاصل    یبر 
م مجموعه   کی تحتبه  تواندیداده  انتخاب   ریتأثشدت 

ا 25]باشد  تمیالگور  یپارامترها م تفاوت  نی[.    توانندیها 
تخم  گرانپژوهش  یبرا  یاعمده  یهاچالش   ن ی در 
که    جادیا  نهیبه  یهاخوشه  ارائ  تازگی بهکنند،   ة به 

خوشه   یهاشاخص منجر   یبنداعتبار  متعدد 
ا25]استشده عنوان طور  بهمسئله،    نی[.  تحت  معمول 
  هایپژوهشو در    شودیها شناخته م اعتبار خوشه   ةمسئل

 [. 26]قرار گرفته است  یاژهیمورد توجه وجدید 
  ی هاتم یاز الگور توانیم نه،یبه  یهاخوشه  افتنی یبرا

  دی روند، ابتدا با  نیدر ا  ؛مختلف استفاده کرد  یسازنه یبه
برازندگ الگور  جادیا  یتابع  توسط  سپس    یهاتمیو 

قرار   یکه مورد بررس  یا شود. در مطالعه  نهیبه  یسازنه یبه
الگور بهبه  کیژنت  تمیگرفته،  ابزار    انتخاب  یسازنه یعنوان 

و    ی اصول تکامل  یةکه بر پا   کیژنت  ی هاتمیاست. الگورشده
مشده  یطراح  یکیژنت مسائل    توانندیاند،  حل  در 
دارا  یسازنه یبه و   یوجوجست   یفضاها  یکه  بزرگ 
 مؤثر واقع شوند.  اریند، بسادهیچیپ 

 

 ها گیری اعتبار خوشه های اندازه بررسی تکنیک -1-3
معشاخص  نیا دو  اساس  بر  اغلب    ی ابیارز  یدیکل  اریها 
جدا:  شوندیم و  میی تراکم  به  تراکم  داده  زانی.  ها  تجمع 

  یداخل  تیفیک  ةدهنددرون هر خوشه اشاره دارد و نشان
  گریکدیها از  خوشه   کیتفک   زانیبه م  ییخوشه است. جدا

م نشان  کندیاشاره  تفک  تمیالگور  ییتوانا  ة دهندو    کیدر 
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داده  زیمتما  یاهخوشه  اعتبارسنج27]هاستاز   ی [. 
براخوشه  خوشه نیا  نیتضم  یها  شده  انتخاب  یهاکه 

داده  یندگ ینما  نیبهتر از  مرا  ارائه    یضرور  ،دهند یها 
  ی ها، دشوار خواهد بود تا به درکشاخص  نیاست. بدون ا
کارا از  دست   یبندخوشه  یهاتمیالگور  یواقع   ییواضح 

 ی معتبر اعتبارسنج  یهااز شاخص  ادهاستف  ن،یبنابرا  ؛افتی
تحل م  گرانلیبه  تصم  کندی کمک  و    ماتیتا  مستند 

 . رندیبگ یبندبر داده در مورد انتخاب مدل خوشه  یمبتن
 
 :یبندخوشه  یاعتبارسنج یارهایمع

تا حد ممکن    د ی خوشه با   ک ی متعلق به    ی ها : داده تراکم  .1
  زان ی م   ن یی تع   ی برا   ج ی را   ار ی باشند. مع   ک ی نزد   گر ی کد ی به  

  ن ی هاست. ا ها در درون خوشه داده  انس ی ها، وار تراکم داده 
کوچک داده   ی فشردگ   ة دهند نشان   ار ی مع  و  بودن  ها 

 است.   ی ا درون خوشه   ی ها فاصله 
با: خوشه ییجدا .2 انداز  د یها  جدا    گریکد یاز    ی کاف  ة به 

برا روش  سه  م  یباشند.    یی جدا  زانیسنجش 
 :ردیگیها مورد استفاده قرار مخوشه 

 ها از دو خوشه داده نیترکینزد نیب ةفاصل ▪
 ها از دو خوشه داده نیدورتر نیب ةفاصل ▪
 هامراکز خوشه نیب ةفاصل ▪

  ن یب  ییو جدا  یتا فشردگ  کنندیها تلاش مشاخص  نیا
  ن یب  یپوشانموارد، هم  یها را محاسبه کنند و در برخخوشه 

نآن  را  ترک  ی ابیارز  ز یها  تا  آن  ی مناسب  بی کنند  برااز    ی ها 
 . دیدست آبه یبندخوشه  نیترمناسب افتنی

از    یاریبس  :یاعتبارسنج  یهاشاخص  ی هاچالش
از تمام اطلاعات موجود در   یبنداعتبار خوشه   یهاشاخص

که ممکن است باعث    کنندیمورد شکل خوشه استفاده نم
نتا  یشود در برخ برخ  قیدق  جیموارد،  ها  شاخص  ینباشند. 

مجموعه   توانندینم   ی هاخوشه  ،نوفه  یدارا  یهادادهدر 
تشخ را  آن   یبرخ  ن،یهمچن   ؛دهند  صیمناسب  ناز    ریظها 

ها  خوشه ی [، فشردگ29و   28]  میشده توسط کشاخص ارائه 
 . رندیگیرا در نظر نم

خوشه   یهاخوشه   یابیارز  یهاروش از    ی بندحاصل 
 به:  شوندیم میتقس

ها را با  خوشه   تیفی ک  ارهای مع  نی: ایخارج  یارهایمع .1
خاص دانش  از  از    ی استفاده  و  کاربران  توسط  که 

بهبرچسب  ی هاداده مدار    ی اب یارز  د، ی آیدست 
شده  دیتول  یهاتطابق خوشه   زانیها به م. آنکنندیم

برچسب و    پردازندیم  یخارج  فرضشیپ   یهابا 
مواردطور  به در  داده  یمعمول    ی شیآزما   یهاکه 

 .شوندیاستفاده م ،موجود است  یواقع

ها را بر  خوشه   تیف یک  ارها ی مع  ن ی: ای درون  ی ارهایمع .2
استخراج  اطلاعات  مستقاساس  داده  میشده    ی هااز 

ارزیبندخوشه  اکنندیم   یابیشده    ها یابیارز  نی. 
محاسب خوشه داده  یفشردگ  ةشامل  درون  و  ها  ها 

  ا ی   ی به دانش قبل  ازیها هستند و نخوشه   ن یب  ییجدا
 ندارند.  یخارج یهابرچسب 

ای نسب  یارهایمع .3 پا  ارهای مع  نی:    ن یب  سهیمقا  یةبر 
پارامترها  یبندخوشه   تمیالگور  نیچند مختلف    یبا 

رو بر  که  ممجموعه   کی  یاست  اجرا  .  شوندیداده 
چند آزما  نیانجام  روش  شیبار  مختلف   یهابا 

  ن یمختلف به انتخاب بهتر  ی با پارامترها  یبندخوشه 
ب  یبندخوشه   یشما گز  ن یاز  کمک    ها نهیتمام 

شاخصکند یم مبنابه  یاعتبارسنج  یها.    ی عنوان 
 . کنندیعمل م   هاسهیمقا نیا

 شنهاد یپ   یبندخوشه   یبرا  یابیشاخص ارز  یادیتعداد ز
برخشده که  را  یاند  شاخصآن   نیترجیاز  شامل    ی هاها 
ها  شاخص  نیهستند. ا  یده و دان   لهوتیس  ن،یبولد-سیداو

بهتر  کنندیکمک م  گرانلیبه تحل  ییاز کارا  یتا به درک 
تصم  ابند یدست    یبندخوشه  یهامدل  یمستندتر  ماتیو 

 . رندیمدل بگ نتخابدر مورد ا
  ی فشردگ   ی ر ی گ اندازه   ی برا   ی ار ی مع   ن ی بولد -س ی داو   شاخص 

جدا خوشه   ی داخل  و  ا آن   ن ی ب   یی ها  برا   ن ی هاست.  هر    ی شاخص 
داخل خوشه به فاصلة خوشه تا    ی ها فاصله   ن ی انگ ی خوشه نسبت م 

 . کند ی را محاسبه م   گر ی د   ة خوش   ن ی تر ک ی نزد 
به    لهوتیسشاخص   شی  یک  شباهت  میزان  معیار 

خوشه   ةخوش با  مقایسه  در  )انسجام(  دیگر  خودش  های 
  -1  نیمعمول ببه طور  شاخص    ن یا  .)جداسازی شده( است

مقاد  ریمتغ  1تا   که  دهندة  نشانیک  به    کینزد   ریاست 
 هاست. خوشه  نیخوب ب ییجدا

ها در  خوشه   ة ن ی تعداد به   ن یی تع   ی اغلب برا   ی ده دان   شاخص 
م داده  استفاده  م   شود ی ها  نسبت  اساس  بر  داخل    ان ی و  فاصلة 

 . د شو ی محاسبه م   ی ا خوشه   ن ی به فاصلة ب   ی ا خوشه 
ا  استفاده تحلشاخص  ن یاز  امکان  از   یترقیدق  لیها 

اجازه    گرانلیو به تحل  کندیرا فراهم م   یبندخوشه   تیفیک
اطم  دهدیم با  مدل  یشتریب  نانیتا  انتخاب  مورد    ی هادر 

 کنند. یریگمیتصم یبندخوشه 
 

 بندی مختلف ارزیابی خوشه های روش -2-3
هطور  به  ،یبندخوشه   ةچرخ در   از   یاطلاعات  چیمعمول 

 ندیفرا  نیا  لیدل  نیو به هم  ها وجود نداردرده  یهابرچسب 
م   یریادگیرا   ناظر  خوشه31،  30]نامندیبدون    ی بند[. 

  ن یب  یدرون  یهاها را بر اساس شباهتتا داده  کندیتلاش م
گروهنمونه  در  خواص    یی هاها  گروه  هر  که  دهد  قرار 

شود که هر نمونه   نییتع  ش یدارد، بدون آنکه از پ   یمشترک
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کدام    دیبا  باشد  ردهبه  داشته    ی بندردهمقابل،    در؛  تعلق 
نمونه  یندیفرا آن  در  که  به    دهید  یهااست  را  نشده 

[.  32]دهدیها اختصاص مردهاز    شدهن ییتع  شیازپ   یادسته 
 شود،یبا ناظر محسوب م  ی ریادگی  ةدست  وروش، که جز  نیا

مدل اساس  داده  یبر  از  برچسب    یآموزش  یهاکه    اد یبا 
 صیتخص  یدانش را برا  نی و سپس ا  کند یعمل م   رد،یگیم

داده به  مبه  دی جد  یهابرچسب  روش،    نیا  .بردیکار  دو 
بس  ،یبندردهو    یبندخوشه  کاربردها  یاریدر  پردازش   یاز 

دارند، هر کدام    یدی بزرگ نقش کل  ی هاداده  لیداده و تحل
  ی بندکشف الگوها و دسته   یمتفاوت برا  یکردیبا هدف و رو

 اطلاعات. 
 :ند از ا عبارت   ی بند خوشه   تم ی الگور   ک ی مراحل    ن ی تر ی اساس 
  یی ها ی ژگ ی و   ی آور مرحله جمع   ن ی هدف از ا  : ی ژگ ی و   انتخاب  •

توز  از  اطلاعات ممکن  تا حد ممکن، حداکثر    ع ی است که 
  یی کارا  ی ساز نه ی به  ی مرحله برا  ن ی دهند. ا  ش ی ها را نما داده 
 .مهم است   ار ی بس   ی بند خوشه   تم ی الگور 

انتخاب    نیا  :یبندخوشه   تمیالگور • شامل    ک یمرحله 
مجموعه  تمیالگور با  اخت  یهادادهمناسب  است   اریدر 

ارائ به  قادر  خوشه   یشما  کی  ةکه  از  باشد.  خوب  ها 
ا  یدو فاکتور اساس  یبندو خوشه   ی کینزد  اریمع   ن یدر 

دارند    تمیالگور  ییبر کارا  یمیمستق  ریثأ ند که تامرحله 
تقس به  منجر  خوشه   یماتیو  ماز  حد    شوندیها  تا  که 

 .اندشده میداده تنظممکن با مجموعه
  نیب  ی کینزد  ا یشباهت    زانیم  اری مع  نیا :یکی نزد  اریمع •

اندازه  را  نمونه  وکندیم  یریگدو    ی هایژگی. 
وزن    کیمعمول با  طور  به   یقبل  ةشده در مرحلانتخاب

  یبندتا دقت خوشه   شوندیشرکت داده م  اری مع  نیدر ا
 .دهند شیرا افزا

درست  :جی نتا  ی اعتبارسنج • و   تم یالگور  یصحت 
مختلف    یارهایو مع  ها کیبا استفاده از تکن  یبندخوشه 

م خوشهردیگیصورت  ازآنجاکه  از    یماتیتقس  یبند. 
  ی در مورد چگال  ی که اطلاعات  کند یم   دیها را تولخوشه 

ا شکل  نخوشه   ن یو    یاعتبارسنج  یهاروش  ست، یها 
ارز  دیبا به  ا  جینتا  زا  قیدق  یابیقادر  به  توجه   نیبا 

 .]33[ناشناخته باشند یفضا
به طور متخصص،    کی موارد،  بیشتر  در    :جینتا  ریتفس  •

انسان حوز  یمعمول    ج ینتا  دی با  ،یکاربرد  ةدر 
آزما  یبندخوشه  شواهد  با   لیوتحلهیتجز  گرید  یشیرا 

 را ارائه دهد.  یینها ةجیکند تا بتواند استنتاج و نت
  ی هاخوشه  افتنی ، یبندپارامترها در خوشه  نیتراز مهم یکی

برا  نهیبه است    نه،یبه  یهاخوشه   نیتخم  یاست.  ممکن 
مختلف خوشه   یتعداد  ها  دادهمجموعه  یرو  هایبنداز 

نوع   شیآزما و  بر    یبند میتقس  ی شوند  بنا  که  انتخاب شود 
 عملکرد را داشته باشد.  نیبهتر ، یخاص اریمع

پا  یبندخوشه   یهاروش سع  ةیبر    کنند یم   ی مدل 
 ی ها جور کنند، به طورداده  ی را بر رو  ی بیمدل ترک  کی

نما خوشه  هر  اجزا  یکی  ةندیکه  ا  بیترک  یاز    نیباشد. 
براروش توز  یها  داده  عضو  یرو  ی عیهر   ت یتوابع 

معمول با  به طور    هاعیتوز  نیکه ا  کنند یم  دیها تولخوشه 
 د یتول  یاز اجزا  کیداده به هر    که  یکردن احتمالاتنرمال
بهشده ماست،  اندیآیدست  تخص  نی.  مشابه   ص،ینحوة 

روش معمول   کیاست و    ینرم فاز  یهاتمیعملکرد الگور
  عیتا چه حد توز  یبیاست که مدل ترک  نیا  یابیارز  یبرا

 . کند یها را منعکس مداده
 

 :  )𝐍𝐌𝐈(  1شدهاطلاعات متقابل نرمال-3-2-1
معی برا  یمبتن  اریک  که  است  متقابل  اطلاعات    یبر 

م ب  زانیسنجش  تقس  نیتوافق  مختلف   یبندمیدو 
اطلاعات   زانیم یریگشاخص، اندازه نی. اشودیاستفاده م

استفاده بمشترک  متغ  نیشده  انجام    یتصادف  ریدو  را 
  اریاست بس  ادیها زکه تعداد خوشه   یطیو در شرا  دهدیم

 . شودیواقع م دیمف
مع  ی حال  در آنتروپ   یارهایکه  و   ی برا  زین  ی خلوص 

ک م  یبندخوشه   تیفیسنجش  دو    شوند،یاستفاده  هر 
افزا  اریمع با  است  خوشه  ش یممکن  )تعداد  دچار  kها   )

افزا با  شوند.  اk  ش یانحراف  احتمال  خوشه    نکهی،  به  هر 
انحصاری نمونه   طور  افزا  رده  کی  یهاشامل    شیباشد 

کاهش    امامنجر به بالارفتن خلوص    تواند یکه م  ابد، ییم
 شود.  یریپذمی در تعم یبندخوشه  ریتفس ییکارا

NMI   کند یاستفاده م   ردههر خوشه و هر    یاز آنتروپ  
نرمال را  متقابل  اطلاعات  بررس  یساز تا  به  که    یکند 

تأث  یبندخوشه   تیفیک خوشه  ر یبدون  کمک  تعداد  ها 
اکند یم آن  یی ها ل یتحل  یبرا  ژهیوبه  ار یمع  ن ی.  ها  که در 

خوشه نمونهتعداد  کل  تعداد  به  نسبت  بالاست،  ها  ها 
 .است ناسبم اریبس

کنی به   P(Ci) دفرض  نمونه  یک  که  باشد  این  احتمال 
و   Ci   رده باشد،  داشته  که   P(Cj)تعلق  باشد  این  احتمال 

 P(i,j) همچنین،  ؛تعلق داشته باشد   Cjةیک نمونه به خوش

به   نمونه هم  یک  که  است  این  و  Ci   ردهاحتمال مشترک 
 .تعلق داشته باشد Cj هم به خوشه 

تواند به  می  ایاشمیانگین کاهش عدم قطعیت روی تمام  
 : ( بیان شود1صورت معادلة )

(1)  𝐼(𝐶′, 𝐶) = ∑  

𝑘′

𝑖−1

∑ 

𝑘

𝑗−1

𝑃(𝑖, 𝑗)log⁡
𝑃(𝑖, 𝑗)

𝑃′(𝑖)𝑃(𝑗)
 

 

),( CCI    مقداری بین صفر و))(),(min( cEcE   
مقدار   کمینهمقدار آن    بیشینهکه که  طوریگیرد. بهمی

)بی خوشهآنتروپی  دو  برای  اطلاعات  نظمی(  است.  بندی 
 

1 Normalized Mutual Information (NMI) 
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نرمال دو خوشهمتقابل  بین  میانگین  شده  به  توجه  با  بندی 
آن آنتروپی  بههندسی  و  شده  نرمال  )ها  معادلة  (  2صورت 

 : [34]شودتعریف می

(2) 𝑁𝐼(𝐶′′, 𝐶) =
𝐼(𝐶′, 𝐶)

√𝐸(𝐶′)𝐸(𝐶)
 

 

تخصیص  بر اساسدرعمل، یک تخمین برای این مقدار، 
 :شود( محاسبه می3خوشه به صورت معادلة )

(3) NM⁡(𝐶′, 𝐶) =

∑𝑡−1
𝑘′  ∑𝑗−1

𝑘  𝑛𝑦log⁡
𝑚𝑞

𝑛𝑡
′𝑛𝑗

√(∑𝑖=1
𝑘′  𝑛𝑖

′log⁡
𝑛𝑞
′

𝑛
) (∑𝑗−1

𝑘  𝑛𝑗log⁡
𝑛𝑓
𝑛
)

 

 

 :  1شاخص دقت -3-2-2
به   توجه  و  تکنیک با  نظارت  با  یادگیری  ارزیابی سنتی در  های 

پژوهش  نظارت،  داده بدون  پیشنهاد  یک  گران  کیفیت  که  اند 
یک   تخصیص  به  توجه  با  و    رده خوشه  خوشه  هر  به  غالب 

تعداد   به  ا ی اش شمارش  به صورت صحیح  که  درست    خوشة یی 
یافته  ابتدا  تخصیص  کار،  این  انجام  برای  شود.  محاسبه  اند 

  iPو    iCتطابق بین    جة ی نت را که    ijNفصل مشترک    ن ی تر بزرگ 
می  پیدا  را  بعدی  است  تطابق  مقدار  اساس کند.    ن ی تر بزرگ   بر 

باقی از جفت   ijNتطابق   انتخاب می های  تا  مانده  این رویه  شود. 
که   توجه    c,kpmin(k(زمانی  کرد.  خواهد  پیدا  ادامه  شود،  پیدا 

شود.  تطابق داده نمی   رده ای با بیش از یک  شود که هیچ خوشه 
یک   با  خوشه  هر  اینکه  از  دقت    رده پس  شد،  داده  مطابقت 

 شود. ( بیان می 4با استفاده از معادلة )   Cبندی برای  خوشه 
 

(4) 𝐴𝐶(𝐶, 𝑃) =
1

𝑛
∑𝑗∈march(𝐻)  𝑁𝑞𝑓 

 

 
ی که برای تطابق ردهاندیس    𝑚𝑎𝑡𝑐ℎ(𝑗)به طوری که  

 انتخاب شده است.  jCبا خوشة 
بندی تهیه این معیار یک تخمین ساده از کیفیت تقسیم

های  مقادیر بیشتر برای خلوص، نماینده  کهیدرحالکند،  می
، این شاخص تمایل  حالنی باااند؛  بندیتعیین بهترین خوشه

 دارد. ترکوچک های به خوشه
 

 : Fمعیار  -3-2-3
بند، مقدار صحت یکی از معیارهای ارزیابی اصلی یک خوشه 

است. این معیار یک معیار کارایی   آزمونمجموعه آن بر روی 
برابر   در  را  مدل  یک  موفقیت  درصد  زیرا  است؛  منطقی 

که  نمونه  آنردههایی  بیان  های  نیست  ما  دست  در  ها 
 کند.  می

مشابه  افراز  میزان  دو  فیشر  ل ی وس به بودن  معیار  ة 
  2شود. حال باید بگوییم که معیار فیشر اندازه گیری می 

می  محاسبه  مقاله  چگونه  این  در  که  معیار  این  شود. 
شده  گرفته  نظر  در  افراز  یک  ارزیابی  است،  برای 

 ( است. 5صورت معادلة ) به 
 

1 Accuracy 
2 F-measure 

 
خوشه   𝐾𝑃که   افراز  تعداد  P  ،𝑁𝑖های 

𝑃   دهندة  نشان
داده  خوشة  تعداد  در  موجود  افراز  -iهای  از  𝑃  ،𝑁𝑗ام 

𝐿  
داده نشان  تعداد  خوشة  دهندة  در  موجود  از  -𝑗های  ام 
𝐿  ،𝑁𝑖𝑗افراز  

𝑃𝐿   داده نشان تعداد  مشترک  دهندة  که  هایی 
قرار  ⁡𝐿ام از افراز  -𝑗و در خوشة  ⁡𝑃ام از افراز  -𝑖در خوشة  

داده ⁡𝑁دارد،   کل  می تعداد  نشان  را  و  ها  یک    τدهد 
تا  جای  یک  اعداد  از  افراز    Nگشت  دو  اگر  و    Pاست. 

  بیشینه مقدار    FMگاه  کامل مشابه باشند آن   Lبرچسب  
طور کامل متفاوت از یکدیگر  یعنی یک و اگر دو افراز به 

 گرداند. مقدار صفر را برمی   ، باشند 
 

 بندی توافقی خوشه -3-3
روش  یکی ترکیبیبندخوشه   یهااز  در    ی  های  پژوهشکه 

خوشه   جدید روش  گرفته،  قرار  توجه   3ی توافق  یبندمورد 
ا خوشه   نیاست.  نام  یبندنوع  با  مقالات    ی گرید  ی هادر 

 5ها« یبندو »اجتماع خوشه   4«یبندخوشه   یها»گروه  رینظ
م  زین خوشه شودیشناخته  روش  در    ج ینتا  ،یتوافق  یبند. 

چند از  ترک  یبندخوشه  نیحاصل  هم  تا    شوند یم  بیبا 
 . م یابیواحد دست  یبندخوشه کیبه  تیدرنها

اوقات   یتوافق  یبندخوشه  یهاتم یالگور   بیشتر 
 یبندها خوشه روش  نیا  ؛کنند یم  دیتول  یبهتر  یبندخوشه 

م  یبیترک به  ابندییرا  الگور  وسیلةبه  ییتنهاکه   تمیهر 
تول  یگرید  یبندخوشه  استین  دیقابل    ها تم یالگور  نی. 
به    یکمتر   تیحساس به    نوفهنسبت  قادر  و  دارند 

ت  جینتا  یسازپارچهکی منابع    ن یا  لیدلبهند.  اشده  عیوزاز 
که    ییهااستفاده در داده  ی برا  یتوافق  یبندخوشه  ها،تیقابل

که    ییهاداده  ا یاند  شده  یآور منبع مختلف جمع  نیاز چند
 است. لآهد یهستند، ا یادیز وفةن یدارا

 

 کارروش -4

که    شوند یم  جاد یا  هیاول  یها خوشه  ( 4-1در بخش ابتدایی )
اجرا  تواندیم  کی  یرو  یبندخوشه   تمیالگور  نیچند  یبا 

داده مجموعه  یرو  تمیالگور  کیمکرر    یاجرا  ای داده  مجموعه 
ممکن است از    هیاول  یهاخوشهکه  دلیل این به  .ردی صورت گ

با  نداشته  یمناسب  یداری پا از    دینباشند،  استفاده  از    یکیبا 
فیشر )مطابق الگوریتم  مانند    یبندخوشه  یاب یارز  یارهایمع

ا مشخص  هخوشه   یداری پامیزان  شوند تا    یبررس((  1شکل )
دوم   شود. فاز  خوشه ( 2-4)  در  کمک  به  پایدارتر  ی ها، 

 

3 Consensus Clustering 
4 Clustering Ensemble 
5 Clustering Aggregation 

𝐹𝑀(𝑃, 𝐿) = 𝑚𝑎𝑥
𝜏

∑

2×𝑁𝑖
𝑃 × (

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝑖
𝑃 ×

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝑁 × (
𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝑖
𝑃 +

𝑁𝑖𝜏(𝑖)
𝑃𝐿

𝑁𝜏(𝑖)
𝐿 )

𝐾𝑃

𝑖=1

 

 
(5) 
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با  ژنتیک  تا  می  بیترک   گری کدی  الگوریتم  بهترین  شوند 
  ج، ینتا  بیترک  یحاصل شود. برا  یینها  یبیترک  یبندخوشه 
 .شوداستفاده میبستگی هم  سیاز ماتر

 تم یالگور  ک ی  به بستگی  هم  س یماتر(،  4-3فاز سوم )در  
می  مراتبیسلسله   بندیخوشه  و داده    بندی خوشه   شود 
 . گرداندیرا برم یی نها یتوافق

اهم  سیماتر در    ا یشباهت    ةدهندنشان  نجایبستگی 
ب  زانیم مراحل   هایخوشه   نیارتباط  در  که  است  مختلف 

ا شده  دیتول  یقبل از  استفاده  ا  س یماتر  نیاند.    تم یلگوردر 
 نیشتریبا ب  یهااست که خوشه   یمعن  نیبه ا  یمراتبسلسله 

ب )با  با  هم  زانیم  نیشتریشباهت    ب یترک  گری کدیبستگی( 
 . شوندیم

 

 هامحاسبة پایداری خوشه-1-4
روش   نیاست که اگر چند  یاخوشه   دار،یپا  ةخوش  کی

مجموعه   یرو  گرید  یبندخوشه  با  آن  شود،  اجرا  داده 
ز د  نیا  ادیاحتمال  هم  باز  شد  ده یخوشه    ؛ خواهد 

خوشه  دار یپا  یهاخوشه  گر،یدعبارتبه اطلاق    یی هابه 
خوشه  شوندیم در  رو  یهایبندکه    ی مختلف 
نموندستبه  یهارمجموعه یز از  مختلف    یهای برداره آمده 
 تکرار را داشته باشند. نیشتریب

الگورخوشه   یداری پا  یابیارز  یبرا ابتدا    تم یها، 
بار اعمال    نیداده چندهمان مجموعه   یرا بر رو  یبندخوشه 

داده تا  خوشه کرده  به  را  تقس  یها ها  . میکن  میمختلف 
خوشه  بررس  ی هاسپس،  مورد  را  اجرا  هر  از  قرار   یحاصل 

پا و  نتا  یداریداده  در  آن  تکرار  اساس  بر  را  خوشه   جیهر 
 . میکنیم اسبهمختلف مح

م   ندیفرا  نیا خوشه   دهدیاجازه  ب  یی هاتا    ن یشتریکه 
  یی نها  یهاعنوان خوشه شوند و به یی را دارند شناسا  یداری پا

خوشه  شوند.  گرفته  نظر  نشان  داری پا  یهادر    ة دهنداغلب 
داده  یواقع   یساختارها بنابرادر  و  هستند    یی توانا  ن، یها 

تفس  ییبالا تعم  ریدر  آدستبه  یهاداده  م یو  از    ها نآمده 
 . وجود دارد

 

شده، میزان پایداری هر خوشه  با توجه به الگوریتم ارائه 
آورده، میانگین    دستبههای ترکیب دوم  را با تمامی خوشه 

 دست آمده برابر با پایداری خوشه مربوطه است. مقادیر به
 

 ( فیشر  6معادلة  معیار  برحسب  را  خوشه  هر  پایداری   )
 : دهدنمایش می

(6 ) 

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐶𝑖) = ⁡
1

|𝑅𝑒𝑓𝑆𝑒𝑡|
∑ 𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒(C𝑖 , 𝑅𝑒𝑓𝑆𝑒𝑡𝑗)

|𝑅𝑒𝑓𝑆𝑒𝑡|

𝑗=1

 

  
.RefSet  ها در مجموعة جدید است. بندیتعداد خوشه 

 

  عنوانبه Ci ةخوش ی داریپا ةمحاسب تمیالگور(: 1-شکل)

 ی برازندگ  تابع
(Figure-1): Algorithm for calculating the stability of Ci 

cluster as a fitness function 
 

خوشه  انتخاب  عمل  اینکه  از  به  بندی پس  توجه  با  ها 
انجام شد، آنگاه یک روش مبتنی بر   پایداری خوشه  مقدار 

انتخاب می الگوریتم  الگوریتم تکاملی که  های تکاملی  کنیم. 
است، الگوریتم ژنتیک  در این مقاله مورد بررسی قرار گرفته 

 است. 
 

 الگوریتم ژنتیک روند کلی -2-4
بتواند اجرا شود، ابتدا   یک یژنت   تمیالگور  کی  نکهیاز ا  شیپ 
مورد نظر   ةمسئل  یبرا  ی مناسب  ش ینما  ا ی  یکدگذار  د یبا
معمول  دایپ  در  کروموزوم  شینما  ةویش  نیترشود.  ها 

است، که در آن   ییدودو یها به شکل رشته  کیژنت تمیالگور
درآمده و سپس    یی به صورت دودو  یریگمیتصم  ریهر متغ

ا  کناربا   قرارگرفتن  ا  رها،یمتغ  نیهم    جاد یکروموزوم 
ا  ؛شودیم گسترده  نیگرچه    ی کدگذار  ةویش  نیترروش 

ش نما   یگری د  یهاوه یاست،  حق  شیمانند  اعداد   زین  یقیبا 
 ند.ادر حال گسترش

الگور  ،یفراابتکار  یهاتمیالگور  شتریب  در جمله   تمیاز 
تصادف  هیاول  ی هاجواب   ک،یژنت صورت  انتخاب    ی به 
اشوندیم در  که    یبیترک  یبندخوشه  ک یمورد،    نی.  است 

با  ک ی  هیاول  یهاجواب  خوشه   ینریرشته  تعداد    ی هابه 
 است. داری پا

ب  هر فضا  کی  انگریکروموزوم  از  وجو جست  یجواب 

به  و  ماست  شناخته  فرد  مجموع شودیعنوان  افراد،   نیا  ة. 

  ی . به هر فرد، برازندگشوندیم   دهی نام  ینسل فعل  ای  تیجمع

Input: 
D − ⁡a⁡dataset⁡{x1, x2, … , xn} 
K − ⁡maximum⁡number⁡of⁡Ensemble⁡Clusters 

׀RS׀
− ⁡numbers⁡of⁡clusters⁡in⁡new⁡partition⁡(Refrence⁡Set) 
Ci − ⁡cluster⁡i⁡from⁡Esemble 
RSj– ⁡cluster⁡j⁡from⁡RefrenceSet⁡clusterig 
Output: 
Stability(Ci) − ⁡Stability⁡of⁡Ci 
Require: 
Resample⁡D⁡to⁡obtain⁡the⁡perturbed⁡data⁡set⁡D′; 
Run⁡K
− Means⁡or⁡other⁡clustering⁡algorithms⁡(cluster(D, K)) 
over⁡D⁡to⁡obtain⁡P′(D); 
Re − labeling⁡P′(D)⁡to⁡P(D); 

 
1. stability(Ci)=0; 
2. For j:=1 to RS do 
3. )+ j, RSi)=Fmeasure(cCistability(

stability (Ci); 
4. end for 

5. 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐶𝑖) =
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝐶𝑖)

׀𝑅𝑆׀
; 
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تع مقدار  اساس  تعلق    وسیلةبه  شدهنییبر  هدف  تابع 

فرایند انتخاب به سمت  تی هدا یمقدار برا نیو از ا  ردیگیم

مناسب م  تراشخاص  برازندگدشویاستفاده  با  افراد  بالا    ی. 

ب  ت،ینسبت به کل جمع شدن انتخاب   یبرا  یشتری احتمال 

برازندگ  دیتول  یبرا با  اشخاص  مقابل،  در  و  دارند    ی مثل 

 دارند.  یکمتر احتمال انتخاب کمتر

ابداع شود تا به هر    دیبا   زین  ی تابع برازندگ  کی  نیهمچن

اجرا،   ی را نسبت دهد. در ط  یارزش  شدهیحل کدگذار  راه

م  دیتول  یبرا  نیوالد انتخاب  از   شوندیمثل  استفاده  با  و 

ترک  زشیآم  یگرهاعمل هم  با  جهش  تا    شوندیم  بیو 

جد ا  دیتول  یدیفرزندان  چند  ن یکنند.  تکرار   نیفرایند  بار 

بعد  شودیم نسل  ا  د یتول  تیجمع  ی تا  سپس    ن یشود. 

  یی گراکه ضوابط هم  یو در صورت  شودیم  یبررس  تیجمع

 . ابدی یبرآورده شوند، فرایند خاتمه م

الگور از    ل ی به دلا  پژوهش حاضردر    کیژنت  تمیاستفاده 

 : میکنیها اشاره مبه آن  ریاست که در زبوده یمتعدد

الگوریریپذقیتطب  تیقابل خاطر   کیژنت  یها تمی:  به 

شرا  یریپذقیتطب  یهاتیقابل در  مختلف    طیبالا  مسائل  و 

اامعروف تا    ی ژگیو  ن یند.  داد  امکان  ما  مدل    کیبه 

که قادر است   میو قابل انعطاف داشته باش  یقو  یسازنه یبه

متنوع خوشه مسائل  با  مواجهه  کارآمد    یهاپاسخ  ،یبنددر 

 دهد.  هارائ

فضاها  ییکارا مسائل  یوجوجست  یدر  در  که    یبزرگ: 

پ   عیوس  یوجوجست  یفضا الگور  یادهیچیو    ی هاتمیدارند، 

به    ب،یجهش و ترک  یهابا استفاده از روش  توانندیم  کیژنت

حال در  بپردازند،  مسئله  د   ی حل    ی هاتمیالگور  گریکه 

در    یسازنه یبه است  با    نهیبه  یهاجواب   افتنیممکن 

 . ندمواجه شو تیمحدود

بهره  تیقابل و  الگوریبرداراکتشاف    ک یژنت  یهاتمی: 

  ی ژگ یو  نیدارند. ا  2ی بردارو بهره  1در اکتشاف   ییبالا  ییتوانا

  د یجد   یهازمان به دنبال راههم  تمیکه الگور  دهدیامکان م 

فضا راهوجست  یدر  از  هم  و  باشد  به   یهاحل جو  موجود 

 کند.  هشکل ممکن استفاد نیبهتر

که    ی: در مواردمنظورهچند  یسازنه یمسائل به  یبرا  مناسب

تعداد  دیبا  یبندخوشه  دهد،    یبه  جواب  متفاوت  اهداف  از 

توانا  کیژنت  یهاتم یالگور متنوع،    یپارامترها  میتنظ  ییبا 

 هستند.  ی لئادیانتخاب ا

ا  با به   کیعنوان  به   کیژنت  تمیالگور  ل،یدلا  نیتوجه 

برا مناسب  پژوهش  یانتخاب  پ   این  و    ی سازادهی شناخته 

 است.شده
 

 

1 Exploration 
2 Exploitation 

 3توابع هدف و برازندگی-4-3
ارز منظور  به  هدف  کارا  یابیتابع  و    ی اعضا  یی عملکرد 

 یسازنه ی. مسائل بهشودیاستفاده م   هاتمیدر الگور  تیجمع

در    ؛باشند  سازیبیشینه   ای  سازیکمینه صورت  به  توانندیم

به با  نیتربرازنده  ،یساز کمینهنوع    یسازنهیمسائل    د یاعضا 

طور مشابه،  هتابع هدف باشند. ب  ی مقدار عدد  نیکمتر  یدارا

به با  نیتربرازنده  ،یسازبیشینه   یسازنهیدر مسائل    د یاعضا 

عدد  نیشتریب  یدارا تابع    ی مقدار  باشند.  هدف  تابع 

تابع هدف را   وسیلةبهاعضا    ةشد یابیارز  ریکه مقاد  ،یبرازندگ

مقاد به  کند یم  ل یتبد  یریبه  برازندگکه  مقدار    ی عنوان 

مکروموزوم شناخته  طر  شوند،یها  تبد  قیاز  کار به  لیتوابع 

م الگور  یاریبس  در  .شودیگرفته  از   ،یفراابتکار  یهاتم یاز 

الگور تصادفبه  هیاول  یها جواب   ک،یژنت  تمیجمله    ی صورت 

م اشوندیانتخاب  در  خوشه   نی.  کار  به   یبیترک  یبندمورد، 

جواب  استرفته  آن  در  رشته    کیصورت  به  هیاول  یهاکه 

در ژن   کیند؛ مقدار  داریپا  یهابرابر با تعداد خوشه   دودویی 

برازندگ   ةهنددنشان تابع  در  خوشه  آن  مقدار    یشرکت  و 

نشان خوشعدم  ةدهندصفر  ترک  ةشرکت  در   بیمربوطه 

در دو فاز صورت    هایبندانتخاب خوشه   فرایند  است.  یینها

فاز  ردیپذیم در  دنبال    ی تکامل  تمیالگور  کی،  نخست:  به 

خوشه   یارمجموعه یز  افتنی ب  هایبند از   یداری پا  نیشتریبا 

در    دارتری پامهیبا انتخاب ن  یصورت ضمنهدف به  نیاست. ا

. فاز دوم، که به  شودیدنبال م  ی تکامل  تمیاز الگور  شیگام پ 

متنوع  نبالد بههایبندخوشه   نیترانتخاب  صورت  ست، 

کارا  حیصر تابع  م  یتکامل   یها تمیالگور  ییدر    . شودیظاهر 

هستند    ی تیب  ی هاکروموزوم   یدارا  ی تکامل  یهاتمیالگور  نیا

موجود در    یهایبندها برابر با تعداد کل خوشه که طول آن

نها ا  یی اجماع  در  مکروموزوم   ن یاست.  ژن  هر    تواند یها، 

مقدار    ای   کیمقدار   کند.  اتخاذ  را    ة دهند نشان  ک یصفر 

خوشه انتخاب شمار  یبندشدن  با  مقدار   ة متناظر  و  ژن  آن 

معنا به  خوشه   ی صفر  آن  انتخاب    ی برا  است.   یبندعدم 

برازندگ  ةمحاسب ا  ی تابع   زانیم  ،ی تکامل  تمیالگور  ن یدر 

بررسانتخاب  یهایبندخوشه  یپراگندگ   ؛ شودیم  یشده 

کروموزوم    برای باشد،  شش  کروموزوم  طول  اگر  مثال، 

اجرا از  شکل   صورت  به  تواندیم  ک یژنت  تمیالگور  یحاصل 

 باشد: ( 2)

 

1 0 1 1 1 1 
 ( کروموزوم ) نامزد حل راه کی شینما(: 2-شکل)

(Figure-2): Representation of a candidate solution 

(chromosome) 

 

3 The objective and fitness function 
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خوشه   کروموزوم  این  در  در  دارند  یک  مقدار  که  هایی 

هم میماتریس  داده  شرکت  نهایی  بنابراین  بستگی  شوند؛ 

 کند.  شرکت نمی بندیتنها پنجمین خوشه 
 شود. ( محاسبه می7تابع برازندگی به صورت ضابطة )

 

(7) FitnessFurction⁡ = 0.5 −
∑𝑥𝑦  𝑎𝑏𝑠(𝐶𝑜(𝑥, 𝑦) − 0.5)

𝑁2
 

 
بستگی  هم  ةدهندنشان  Co(x,y)ها و  تعداد نمونه  Nکه  

صورت نسبت  بستگی بههم  نیاست. ا  yو    𝑥  ةدو خوش  نیب
مقاد مقاد  ریحداقل  به حداکثر  ب  ریمشترک  دو   نیمشترک 

  زان یدر مورد م  یاطلاعات  تواند یکه م  شودیم  فی خوشه تعر
 دو خوشه ارائه دهد. نیا نیب ی کینزد ا یشباهت 

(8) 𝐶𝑜(𝑥, 𝑦) =
𝐶𝑜𝑚𝑖𝑛(𝑥, 𝑦)

𝐶𝑜𝑚𝑎𝑥(𝑥, 𝑦)
 

(9) 𝐶𝑜𝑚𝑖𝑛(𝑥, 𝑦) =
1

𝐵
∑∑min⁡(𝑝𝑗(𝑥), 𝑝𝑗(𝑦))

𝑘𝑖

𝑗=1

𝐵

𝑖=1

 

(10) 𝐶𝑜𝑚𝑎𝑥(𝑥, 𝑦) =
1

𝐵
∑∑max (𝑝𝑗(𝑥), 𝑝𝑗(𝑦))

𝑘𝑖

𝑗=1

𝐵

𝑖=1

 

تعداد به  Bهمچنین   تعریف  برای  پارامتر  یک  عنوان 
ها  ها مقادیر دادههایی است که در آنبندیها یا تقسیمبلاک

محاسب استفاده    maxCo و  minCoهای  میانگین  ةبرای 
م  نیا؛  شوندمی کمک  ما  به  تأث  کندیروش  و    فهنو  ریتا 
داده  یجزئ  راتییتغ دهدر  کاهش  را  تصو  می ها    ر یو 
هم  یترقیدق باز  بهخوشه   نیبستگی  آورها    ik  .میدست 

نمونه خوشة  تعداد  در  و  -iها    ة دهندنشان   jp(y)  و  jp(x)ام 
در جایگاه    yو x های  ها برای خوشه مقدار مشخصی در داده

-jام هستند. 

  ن یتا تشابه ب  دهد یروش از محاسبه به ما امکان م  نیا
. با  میکن  ی ابیارز  شان یهاداده  عیدو خوشه را با توجه به توز

کوچک   ی هاو تفاوت  نوفه  ریدار، تأثوزن  ن یانگی استفاده از م
داده مدر  کاهش  آمده  دست به  جینتا  نیبنابرا  ؛ابد ی یها 

شباه  تریواقع   ریتصو  کی  انگر یب  تواندیم   نیب  یهاتاز 
بستگی  میزان تابع براندگی برای ماتریس هم  ها باشد. خوشه 

برابر   برابر   29فوق  تابع  این  برای  مقدار  ماکزیمم  اما  است، 
آمده از دستبستگی بهاست. در گام آخر ماتریس هم  29.14

به بهینه  ثالث  نظر  اجماع  در  مشابهت  ماتریس  یک  عنوان 
می خوشهگرفته  الگوریتم  یک  صورت  این  در  بندی  شود. 

کنندة نهایی در نظر گرفته عنوان تابع جمعمراتبی بهسلسله
هممی ماتریس  و  بهشود  بهدستبستگی  را  عنوان آمده 

و خوشه  بر میورودی گرفته  را  نهایی  توافقی  گرداند.  بندی 
خوشه  توجه    یمراتبسلسله   یبنددر  مقادیربا    س یماتر  به 

 نیشتریفاصله )ب  نیکمتر  یکه دارا  ییها خوشه   ،بستگی هم
ماشباهت(   ادغام  هم  با  خوش  شوندیند    ی دیجد  ةو 

مرحلسازند یم در  فاصل  ة.  هم  باز    ی هاخوشه  نیب  ةبعد 

ماتر  ، موجود و جدید به  شباهت  س یتوسط    یرسانروزکه 
پ  ادامه  ادغام  کار  و  محاسبه  تنها    کند یم   دایشده،    Kتا 

 . بماند یخوشه باق
 

 هاآزمایش -5

روی  بر  پیشنهادی  روش  نتایج  گزارش  بخش  این  در 
روش    1هایی دادهمجموعه  نتایج  دنیا  معتبر  مقالات  که 

آن  روی  بر  را  میخود  گزارش  شدهها  آورده  است.  کنند، 
مجموعه  استفاده  چهار  مورد  مقالات  بیشتر  در  که  داده 

می قرار قرار  بررسی  مورد  قسمت  این  در  گیرند 
شده  است که با این کار قادر خواهیم بود روش ارائه گرفته
به  روشرا  با  کنیم.  راحتی  مقایسه  دیگر    اینهای 

 UCI  Machine Learningاز   یاهداد هایمجموعه 

Repository .هستند 
 

 ایهای داده مجموعه -1-5
داده  چهار مجموعه  یرا بر رو  یشنهادیپ   یهاتمیما الگور
نام   ی ابیارز  Nglassو    Iris  ،Halfring  ،Wine  یهابه 
مجموعة  میاکرده  .Wine  نمونه سیزده  با    یی هاشامل 

نمونه است که در   150  یدارا  Iris. مجموعة  است  یژگیو
 ک یهر رده مربوط به    و   شده  میتقس  ییتاپنجاه  سه ردة  

گ ا  ؛است  اهینوع  در  نمونه  دارا  نیهر  چهار    یمجموعه 
تشک  یژگیو به  منجر  که  مسه    لی است  . شودیخوشه 

داده  Nglassمجموعة   ترک  ییهاشامل  مورد   بات یدر 
ش  ییایمیش نوع  از    شهیشش  نمونه  هر  که  نُه است، 
ا  یژگیو است.  مخزن   یهامجموعه   نیبرخوردار  از  داده 
چهار    نیا  صاتاند. مشخشده  هیته  UCI  نیماش  یریادگی

ارائآورده شده  ( 1)داده در جدول  مجموعه  ها  داده  ةاست. 
نتا تابع  جیو  صورت  پارامترها  یبه  انجام    یاز  مستقل 

 . شودیم
 

 ای داده هایمجموعه مشخصات(: 1-جدول)
(Table-1): Specifications of data sets 

تعداد  

 ها خوشه

تعداد  

 هاویژگی
 ها تعداد داده

نام 

 هامجموعه

3 4 150 Iris 
3 13 178 wine 
2 2 400 Halfring 
6 9 214 Nglass 

 

 نتایج -2-5
پژوهشدر    هیاول  یهایبنداجتماع خوشه    پنجاه شامل    این 

  ها یبندخوشه   نیا  است؛داده  هر مجموعه  یبرا  یبندخوشه 
 K-Means  ،Singleبا استفاده از شش روش مختلف شامل  

 

1 Data Sets 
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Linkage  ،Average Linkage  ،Complete Linkage ،
FCM    وEAC  افزار  در نرمMATLAB  براشده  جاد یا  یاند. 

ا  کیهر    ، یبندخوشه   پنجاه   نیا  دیتول با    ن یاز  شش روش 
ارزشده  یکربندیپ   ی متفاوت  یةاول  یپارامترها در    ی ابیاند. 

ا  ؛استبار اجرا استفاده شدهبیست    نیانگیاز م  ج،ینتا  نیبه 
نت  یمعن هر  م  جهیکه  متفاوت   یاجرابیست    نی انگیاز 

آمدههب   ار یمع  ،یی نها  یبندخوشه   ی ابیارز  یبرا  است.دست 
شده  شریف  یابیارز نتااستفاده  در    هایابیارز  نیا  جیاست. 

 اند.  آورده شده (2)جدول 
نتا اساس  اجرا  جیبر  از    مختلف   یهاتم یالگور  ی حاصل 

پایه()خوشه   توانیداده، ممجموعه   نیچند   یبر رو  بندهای 
مثال، در    ؛ برایاشاره کرد  ( 7تا    3)  یهاشکل  یبه نمودارها

شکل  Irisدادة  مجموعه  نمودار  شده  (3)،  است. حاصل 
شکل   م  (4)نمودار  مع  دهد ینشان  از  استفاده  با    ار یکه 

الگوراصلاح  شریف  یابیارز در   Single Linkage  تمیشده، 
سا  یبهتر  جینتا  Wineمجموعة   به    ها تم یالگور  رینسبت 

مختلف را   یهاتمیالگور  جی نتا  (5)است. نمودار شکل  داشته 
آن   دهدیم  شینما   Halfring  ادةدمجموعه   یبرا در  که 

مع  EAC  تمیالگور نتا اصلاح   شریف  ی ابیارز  اریبا    ج یشده 
داده  یبهتر ارائه  ارا  در  مجموعه  ن یاست.  معسه    ار یداده، 
نتااصلاح  شریف  یابیارز مع  یبهتر  جیشده  دو  به    اری نسبت 
داده   گرید غ ارائه  طور  به   یبرا  جینتا  رمنتظره،یاست. 

مع  Nglassدادة  مجموعه  از  استفاده  و    ممیماکز  شریف  اریبا 
، نمودار (7)است. نمودار شکل  بوده  نیبهتر  EAC  تمیالگور

 . دهدیم ش یداده را نما یهامجموعه  یتمام یبرا یکل
، ما آن را با  ی شنهاد ی پ   تم ی عملکرد الگور   ی به منظور بررس 

های  روش   از جمله   شرفته ی پ   ی ترکیبی بند های خوشه تم ی الگور 
 :  ( 10تا    8کنیم )اشکال  ذکر شده در ادامه مقایسه می 

خوشه1) )   انباشت  یبند(  با  EACشواهد  همراه   )
  تابع عنوان  به  کپارچهی  وندیپ   یبندخوشه  تمیالگور

⁡EACتوافق ) + ⁡SL)  ، 
⁡EAC)ی بندخوشه تمی( الگور2) + ⁡AL)  [35]  ، 
  ی بندخوشه  تمی( همراه الگور𝑊𝐶𝑇گانه ) اتصال سه (3)
⁡𝑊𝐶𝑇عنوان تابع اجماع ) به ی تک وندیپ  + ⁡𝑆𝐿) [36] ،   
الگور4) اجماع به   یبندخوشه  تمی(  تابع  عنوان 

(𝑊𝐶𝑇⁡ + ⁡𝐴𝐿)  [35  ،] 
  تمیهمراه با الگور(  𝑊𝑇𝑄دار )وزن  ةگانسه   تیفیک  (5)

توافق    تابععنوان  به  کپارچهی  وند یپ   یبندخوشه 
(𝑊𝑇𝑄⁡ + 𝑆𝐿)⁡ [36 ]،   

الگور6)  تابع  عنوانبه متوسط    وندیپ   یبندخوشه  تمی( 
⁡𝑊𝑇𝑄) اجماع + 𝐴𝐿)  [36]  ، 

ترک  یریگاندازه(  7) با  𝐶𝑆𝑀)  یبیتشابه  همراه   )
  تابع عنوان  به  کپارچهی  وندیپ   یبندخوشه  تمیالگور

⁡𝐶𝑆𝑀)اجماع  + ⁡𝑆𝐿) [36] ،   

  تابع   عنوانبه متوسط    وندیپ   یبندخوشه  تمیالگور  (8)
⁡𝐶𝑆𝑀) توافق + ⁡𝐴𝐿) [36  ،] 

 [،  37]   (⁡(CSPA)  ی ا مشابهت خوشه   م ی تقس   تم ی الگور   ( 9) 
 [،  37] ⁡⁡(𝐻𝐺𝑃𝐴) تمیالگور (10)
 [،  37]  (𝑀𝐶𝐿𝐴) یبندخوشه تمیالگور (11)
 [،  38]  (𝑆𝑈𝑊)بدون وزن  یانتخاب یریگیرأ (12)
 [،  38]  (𝑆𝑊𝑉)یانتخاب یوزن یریگی( رأ13)
  (𝐸𝑀)انتظار  سازیبیشینه (14)
 [.  39](𝐼𝑉𝐶) یتکرار یریگأی( اجماع ر15)

پ نیبراعلاوه روش  ما  الگور  ی شنهادی،  با    ی هاتمیرا 
 از جمله:  گرید ی«قو» یةپا یبندخوشه
 ،  [ 40]    (𝑁𝑆𝐶)ی ع ی طب   ی ف ی ط   ی بند خوشه   تم ی الگور (  1) 
الگور2) تراکم  یمبتن  ییفضا  یبندخوشه»  تمی(   «بر 

((𝐷𝐵𝑆𝐶𝐴𝑁[41]   
الگور3) جست   یبندخوشه»  تمی(  و    عیسر  یوجوبا 
مقایسه   [42]  (𝐶𝐹𝑆𝐹𝐷𝑃)  «تراکمم  ی هاقله  افتنی

ا  . ایمکرده از  آ  نی ا  سهیمقا  نیهدف  که  روش    ایاست 
   .ریخ ایاست  »مقاوم« بندیخوشه  کی یشنهادیپ 

آورده   یادادهمجموعه   8مشخصات    (3)جدول  
 یشنهادیدقت روش پ   یمجموعه جهت بررس  نیاست. اشده

مع مقاNMIو    ARI  یارهای)براساس  در  سا  سهی(    ر یبا 
 است.ها مورد توجه قرار گرفتهروش

خوشه  الگوریتم  جمعی  نتایج  در  بندی  پیشنهادی 

خوشه  الگوریتم  چهار  با  در مقایسه  »قوی«  بندی 

)دادهمجموعه  اشکال  در  مختلف  معیار  نشان  9و  8های   )

است؛ در این بخش برای ارزیابی روش پیشنهادی  داده شده

روش سایر  معروف  با  معیار  دو  از  رقیب   𝐴𝑅𝐼و    𝑁𝑀𝐼های 

شده  [43] مجموعه استفاده  در  مختلف  دادهاست.  های 

می خوشه مشاهده  که  و  شود  بوده  معتبر  پیشنهادی  بندی 

چشم  دارد.برتری  رقیب  الگوریتم  چهار  به  نسبت   گیری 

دهند که الگوریتم پیشنهادی  ها نشان مینتایج این آزمایش

تنها می الگوریتمنه  با  رقابت های خوشهتواند  بندی »قوی« 

مجموعه  از  بسیاری  روی  بر  بلکه  استاندارد  دادهکند،  های 

شکل دهد.  نشان  را  مطلوبی  )برتری  مقایسة 6تا    3های   )

ها در  انواع مختلف معیار فیشر جهت ارزیابی پایداری خوشه 

( هستند. در نهایت در شکل 1ای جدول )های دادهمجموعه 

ادغام  7) هم  در  شکل  چهار  هر  بهتر  ارزیابی  جهت   )

با دو    سهیشده، در مقااصلاح  شریف  یابیارز  اریمعاست.  شده

بهتر  گر،ید  اریمع رو   یعملکرد  ها  دادهمجموعه   بیشتر  یرا 

مختلف نشان   یهاتمیالگور  ةمطالعهمچنین    ؛دهدینشان م

مع از  استفاده  با  که  نتااصلاح  شر یف  اریداد    ی بهتر  جیشده، 

د به  مبه  ارهایمع  گرینسبت  شکل  دیآیدست  در  درنهایت   .
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های  روش پیشنهادی با الگوریتم  NMI( میزان میانگین  10) 

شدهخوشه  مقایسه  پیشرفته  ترکیبی  نتایج  بندی  که  است 

حاصله نشان از برتری روش پیشنهادی دارد. ذکر این نکته  

خوشه  الگوریتم  هر  که  ضروریست  ممکن  نیز  قوی  بندی 

مجموعه  برخی  روی  بر  دادهاست  دلایل  های  به    زیر ای 

)مانند   باشد  نداشته  مطلوبی    NMIعملکرد 

 (:  A7ای دادهمجموعه 

 پرت  یهاو داده نوفهبه  تیحساس ✓

 ها پیچیدگی ذاتی داده ✓

 انتخاب معیارهای شباهت  ✓

 ها( )مثلًا تفاوت در تراکم داده   ها داده   ع ی تفاوت در توز  ✓

 
 

 

 

 بندهای پایه جهت سه نوع معیار ارزیابی فیشرآمده از خوشهدست(: نتایج تجربی به 2-جدول)
(Table-2): Experimental results obtained from the clusters of basic clauses for 3 types of Fisher's evaluation criteria 

 

 بودن روش پیشنهادی استفاده شده برای مقایسه مقاوم ایداده  هایمجموعه مشخصات(: 3-جدول)

(Table-3): Characteristics of data sets used to compare the robustness of the proposed method 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Nglass Halfring Wine Iris 

 داده ها 
          

الگوریتم ها    

 

44.98 11.02 35.15 31.93 K-means 

Simple F-measure 

44.21 41.18 46.07 39.25 Single Linkage 

40.06 42.76 42.49 29.06 Average Linkage 

42.11 29.47 40.25 30.03 Complete Linkage 

41.74 11.02 33.26 26.73 FCM 

39.27 43.24 45.94 45.52 EAC 

44.5 11.4 31.22 30.8 K-means 

Max F-measure 

46.76 42.11 46.28 39.34 Single Linkage 

48.19 44.18 42.26 28.42 Average Linkage 

47.99 31.86 39.08 28.63 Complete Linkage 

43.87 11.14 31.76 26.81 FCM 

48.29 44.25 46.17 45.6 EAC 

33.35 11.64 27.6 29.63 K-means 

Improved F-measure 

42.31 42.24 46.3 22.96 Single Linkage 

15.42 15.55 27.9 28.71 Average Linkage 

26.8 26.07 31.23 27.87 Complete Linkage 

11.44 11.62 26.91 28.85 FCM 

44.34 44.37 46.17 45.58 EAC 

 Dataset 
The size of 

dataset 

The number of 

features in 

dataset 

The number of 

the 

 consensus 

clusters in  

given dataset 

Artificial dataset Ring3 (R3) 1500 2 3 

Artificial dataset Banana2 (B2) 2000 2 2 

Artificial dataset 
Aggregation7 

(A7) 
788 2 7 

UCI dataset Imbalance2 (I2) 2250 2 2 

UCI dataset Iris (I) 150 4 3 

UCI dataset Wine (W) 178 13 3 

UCI dataset Breast (B) 569 10 2 

UCI dataset Digits (D) 5620 63 10 
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 Iris دادهمجموعه بر مختلفهای تمیالگور اعمال: (3-شکل)

(Figure-3): Applying different algorithms to the Iris dataset 

 
 Wine دادهمجموعه بر مختلفهای تمیالگور اعمال(: 4-شکل)

(Figure-4): Applying different algorithms to the Wine dataset 

 

 
 Halfring دادهمجموعه بر مختلفهای تمیالگور اعمال: (5-شکل) 

(Figure-5): Applying different algorithms to the Halfring dataset 
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 Nglass دادهمجموعه بر مختلفهای تمیالگور اعمال: (6-شکل)

(Figure-6): Applying different algorithms to the Nglass dataset 

 

 

 

 
 

 

 نوع معیار فیشر 3با احتساب  هادادهمجموعه 4 یرو بر مختلف یهاتمیالگور اعمال(: 7-شکل)
(Figure-7): Applying different algorithms on 4 data sets including 3 types of Fisher's criteria 
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های  دادهمجموعهبندی پیشنهادی در ر مقایسه با نتایج الگوریتم خوشهبندی قوی دهای مختلف خوشهنتایج تجربی روش: (8-شکل)

 ARIمختلف از نظر 

(Figure-8): Experimental results of different robust clustering methods compared to the results of the proposed 

clustering algorithm in different datasets in terms of ARI 

 

 

 
بندی اجماع پیشنهادی در  ر مقایسه با نتایج الگوریتم خوشهبندی قوی دمختلف خوشههای نتایج تجربی روش: (9-شکل)

 NMIهای مختلف از نظر داده مجموعه
(Figure-9): Experimental results of different robust clustering methods compared to the results of the proposed 

consensus clustering algorithm in different datasets in terms of NMI 
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بندی اجماع پیشنهادی در  الگوریتم خوشه قوی در مقایسه با نتایجبندی مختلف خوشههای نتایج تجربی روش: (10-شکل)

 NMIهای مختلف از نظر شاخص داده مجموعه

(Figure-10): Experimental results of different robust clustering methods compared to the results of the proposed 

consensus clustering algorithm in different datasets in terms of NMI index

 
، و KMCE ،KMC  ،BNP-MCMC یبندخوشه یهادر مقابل روش یشنهادیروش پ یبرا F1 ازیامت ینمودار ةسی: مقا(11-شکل)

LSEC ةداددو مجموعه  یبر رو Iris  وWine 
(Figure-11): Graphical comparison of F1 score for the proposed method against KMCE, KMC, BNP-MCMC, and LSEC 

clustering methods on two datasets Iris and Wine 
 

 

)  نمودار  جینتا می11شکل  نشان  پ دهد (  روش    یشنهادی، 
  ن یا  درا دار  داریمعن  یهاخوشه  ییدر شناسا  ییبالا  ییتوانا

پ  روابط  درنظرگرفتن  با  به    نیب  دهیچیروش،  داده،  نقاط 
 ازیآوردن امتدست به  جه،یها و درنتخوشه   یبهبود جداساز

F1  یهادادهخصوص، در مجموعه بهاست.  بالاتر کمک کرده  
Iris    وWine پ روش  ترت  یشنهادی،    F1  یازهایامت  بیبه 

با   سا   0.86و    0.89برابر  به  نسبت  که  کرد  کسب    ریرا 
بررس  یهاروش -KMCE  ،KMC  ،BNPمانند    یمورد 

MCMC  و ،LSECج ینتا  نیاست. اداشته   ی، عملکرد بهتر  
م ترک  دهند ینشان    کیدر    یبندخوشه   نی چند  ب یکه 

خوشه راه   یهاتیمحدود  ،یتوافق  یینها  یبندحل 
بهبود    یفرد  یهایبندخوشه  به  منجر  و  داده  کاهش  را 

 . شودیم  ییکارا

 و کارهای آینده  بندیجمع-6
بررس  نیا به    ی بندخوشه   ةشرفتیپ   یهاروش   یمقاله 

به  یبیترک و    ییشناسا  یبرا  کیژنت  تمیالگور  یریکارگو 

پا مخوشه   نیدارتریانتخاب  از    ه یاول  ةخوش  نیچند  انیها 

توافقپردازدیم تابع  از  استفاده  با  ماتر  ی مبتن  ی.    س یبر 

معهم و  ا  یداری پا  یبرا  شریف  اریبستگی  روش    نیخوشه، 

ذاتتوانسته  ساختار  به  مجموعه  ی است  پنهان    ی هاو 

 را ارائه دهد.   یانه یبه  جیبزرگ نفوذ کند و نتا  یهاداده

ا  کیژنت  تمیالگور مهم  پژوهش  نیدر  در    ی نقش 

  یبرا  یزمیعنوان مکانها داشته و بهو انتخاب خوشه  یابیارز
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خوشه   دنیرس کارا  یی نها  یتوافق  یبندبه  عمل    ییبا  بالا 

 است. کرده

داده  یهاداده  یرو  یربتج  جینتا نشان  که  متنوع  اند 

پا   نیا بهبود  در  تنها  نه  عمل  خوشه   یداریروش  موفق  ها 

مقا  در  بلکه  روش  سهیکرده،  قابل    یهابا  دقت  موجود، 

 است.دست آوردهبه ARIو  NMI یارهایرا در مع یتوجه

نتا معدستبه  جیطبق    شریف  یابیارز  اری آمده، 

مقا اصلاح  در  مع  سهیشده،  دو  بهتر  گر،ی د  اری با   ی عملکرد 

مدادهمجموعه   بیشتر  یرو نشان  مطالعدهدیها    ة . 

مع  یهاتم یالگور از  استفاده  با  که  داد  نشان   اریمختلف 

نتااصلاح  شریف د  یبهتر  ج یشده،  به    ارها یمع  گر ینسبت 

  یرو  یعملکرد بهتر  EAC  یةپا   تمیو الگور  د یآیدست مبه

 . دهدیها ارائه مداده

اقدامات ضرور  ی کیها  داده  یسازنرمال ی زماندر    یاز 

فاصل  است از  م  یدسی اقل  ةکه  حال،  نیباا  ؛ شودیاستفاده 

با استفاده از    یبندخوشه   تیفیبهبود ک  یبرا  ینیتضم  چیه

بنابراداده  یسازنرمال  یهاتم یالگور ندارد؛  وجود    ن، یها 

روش طور  به داده  یبندخوشه  یهامعمول  اساس    یهابر 

  ی ک یرو،  نیااز  ؛شوندیم   یابیشده ارزیسازنرمال  ریخام و غ 

ا بررس  یهادهیاز  آت  یقابل  مطالعات    تواندیم  ی در 

پو  کیکردن  دایپ  روش   کیاختصاص    یبرا  ا یروش 

 .]16[داده باشدبه هر مجموعه یسازنرمال

با    یشنهادیپ   یجمع  یبندخوشه  تمیالگور  یتجرب  جینتا

  تم یموجود و سه الگور  یجمع  یبندخوشه  تمیالگور  نیچند

رو  یقو  یادیبن  یبندخوشه  داده  یامجموعه  یبر    ی هااز 

قرار گرفت. عملکرد    سهی مورد مقا   ی و واقع   ی مصنوع   اریمع

مراتب کارآمدتر  به  یشنهادیپ   یجمع  یبندخوشه   تمیالگور

سا روشیاز    ؛ است  ی جمع  یبندخوشه   شرفتهیپ   ی هار 

  ی هادر مقابله با مجموعه   تمیالگور  ن یا  ییتوانا  ن، یبراعلاوه

مق  داده بررس  اس یدر  مورد  گرفته  یبزرگ  اقرار    نیاست؛ 

به در    ی محل  یساختارها  افتن یدر    ییتوانا  لیدلروش 

م  یهاخوشه  ادغام  و  آنؤکوچک  کارآمد  ثر  و  متمرکز  ها 

  یهایداری از ناپا  تمیالگور  نیا  ن،یهمچن  ؛استهشناخته شد

 ة مجموع   کی  جادیا  یبرا  هیپا  یبندخوشه  یهاتم یالگور

 . بردیمتنوع بهره م

  یی داشته ها ممکن است ضعف  یی نها  ی ها آنجا که خوشه  از 

  ؛ برای ها اعمال کرد را بر آن   یی دها ی و ق   ها ت ی محدود   د ی باشند، با 

خوشه  در  است  ممکن  ه   ک ی   ، یی نها   ی بند مثال،  در    چ ی داده 

نگ   ی ا خوشه  ا   ی ا خوشه   ا ی   رد ی قرار  باشد.  داده    ن ی بدون 

تا از صحت و    د اعمال شو   ی بند خوشه  ی بر رو  د ی با  ها ت ی محدود 

 حاصل شود.   نان ی شده اطم کار انجام   یی کارا 
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