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 چکیده
ها بندی که برای آشکارسازی الگوهای پنهان موجود در دادهبا توجه به افزایش روزافزون اطّلاعات و تحلیل دقیق آنها مسألۀ خوشه

های های با ابعاد بالا با استفاده از روشبندی دادهشود، همچنان از اهمیّت بالایی برخوردار است؛ و از طرفی دیگر، خوشهاستفاده می

های ای از دادهنظارتی برای مجموعهبندی گروهی نیمههای زیادی دارد. در مقالۀ حاضر، یک روش خوشهتی پیشین محدودیّتسنّ

عنوان دانش پیشین با استفاده از بندی اطّلاعات نظارتی اندکی بهسازی مسألۀ خوشهشود. در فرمولهپزشکی با ابعاد بالا پیشنهاد می

شود. نخست، با استفاده از دو( در نظر گرفته میهای دوبهصورت تعدادی زوج محدودیّتتشابه و یا عدم تشابه )بهاطّلاعات مربوط به 

صورت تصادفی دهیم. سپس، با تقسیم فضای ویژگی بهها تعمیم میدو را بر روی تمام دادههای دوبهخاصیّت تراگذری، زوج محدودیّت

در هر زیرفضا  𝐩-یبر گراف لاپلاس یمبتن نظارتیبندی طیفی نیمهشوند. خوشهها کاهش داده میدهبه چندین زیرفضای نابرابر ابعاد دا

شود. سپس، با استفاده از نتایج هرکدام یک ماتریس مجاورت، حاصل از تجمیع نتایج هرکدام )مبتنی بر طور مستقل انجام میبه

ز چند عملگر جستجو روی زیرفضاها، بهترین زیرفضا، یعنی زیرفضایی را که شود. در نهایت، با استفاده ایادگیری گروهی( ایجاد می

دهد که رویکرد های متعددّ بر روی چندین دادة پزشکی با ابعاد بالا نشان مییابیم. نتایج آزمایشبندی دارد، میبهترین نتیجۀ خوشه

 های پیشین دارد.پیشنهادی، عملکرد و کارآیی بهتری نسبت به روش

 
 دودوبه یهازوج محدودیّتنظارتی، بندی، یادگیری زیرفضا، یادگیری گروهی، یادگیری نیمهخوشه :کلیدی واژگان
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Abstract  
Due to information increasing and the detailed analysis of them, the clustering problems that detect the hidden 

patterns lie in the data, are still of a great importance. On the other hand, clustering of high-dimensional data 

using previous traditional methods has many limitations. In this study, a semi-supervised ensemble clustering 

method is proposed for a set of high-dimensional medical data. In the proposed method of this study, little 

information is available as prior knowledge using the information on similarity or dissimilarity (as a number of 

pairwise constraints). Initially, using the transitive property, we generalize the pairwise constraints to all data. 

Then, we divide the feature space into a number of sub-spaces, and to find the optimal clustering solution, the 

feature space is divided into an unequal number of sub-spaces randomly. A semi-supervised spectral clustering 

based on the p-Laplacian graph is performed at each sub-space independently. Specifically, to increase the 

accuracy of spectral clustering, we have used the spectral clustering method based on the p-Laplacian graph. 

The p-Laplacian graph is a nonlinear generalization of the Laplacian graph. The results of any clustering 
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solutions are compared with the pairwise constraints and according to the level of matching, a degree of 

confidence is assigned to each clustering solution. Based on these degrees of confidence, an ensemble 

adjacency matrix is formed, which is the result of considering the results of all clustering solutions for each 

sub-space. This ensemble adjacency matrix is used in the final spectral clustering algorithm to find the 

clustering solution of the whole sub-space. Since the sub-spaces are generated randomly with an unequal 

number of features, clustering results are strongly influenced by different initial values. Therefore, it is 

necessary to find the optimal sub-space set. To this end, a search algorithm is designed to find the optimal sub-

space set. The search process is initialized by forming several sets (we call each set an environment) consisting 

of several numbers of sub-spaces. An optimal environment is the one that has the best clustering results. The  

search algorithm utilized three search operators to find the optimal environment. The search operators search 

all the environments and the consequent sub-spaces both locally and globally. These operators combine two 

environments and/or replace an environment with a newly generated one. Each search operator tries to find the 

best possible environment in the entire search space or in a local space. 

We evaluate the performance of our proposed clustering schema on 20 cancer gene datasets. The normalized 

mutual information (NMI) criterion and the adjusted rand index (ARI) are used to evaluate the performance 

evaluation. We first examine the effect of a different number of pairwise constraints. As expected, with 

increasing the number of pairwise constraints, the efficiency of the proposed method also increases. For 

example, the NMI value increases from 0.6 to 0.9 on the Khan-2001 dataset, when the number of pairwise 

constraints increases from 20 to 100. More number of pairwise constraints means more information is 

available, which helps to improve the performance of the clustering algorithm. Furthermore, we examine the 

effect of the number of random subspaces. It is observed that increasing the number of random subspaces has a 

positive effect on clustering performance with respect to the NMI value. In most datasets, when the number of 

sub-spaces reaches 20, the performance of the proposed method does not change much and is stable. 

Examining the effect of sampling rate for random subspace generation shows that the proposed method has the 

best performance in most cancer datasets, such as Armstrong-2002-v3, and Bredel-2005 datasets, when the 

random subspace generation rate is 0.5, and by deviating the rate from 0.5, the level of satisfaction decreases. 

Then, the results of the proposed idea are compared with the results of the method proposed in the reference 

[22] according to ARI and we see that our proposed method has performed better in 12 data sets out of 20 data 

sets than the method proposed in the reference [22]. Finally, the proposed idea is compared with some metric 

learning approaches with respect to NMI. We have observed that the proposed method obtained the best results 

compared to other compared methods on 11 datasets out of 20 datasets. It also achieved the second-best result 

on 6 out of 20 datasets. For example, the value NMI obtained in the proposed method is 0.1042 more than the 

reference [22] and it is 0.1846 more than RCA and it is 0.4 more than ITML and also it is 0.468 more than 

DCA on the Bredel-2005 dataset. 

Utilizing ensemble clustering methods besides the confidence factor improves the ability of the proposed 

algorithm to achieve better results. Also, utilizing the transitive operators as well as the selection of random 

subspaces of unequal sizes play an important role in achieving better performance for the proposed algorithm. 

Using the p-Laplacian spectral clustering method produces a better, more balanced, and normal volume of 

clusters compared to the standard spectral clustering. Another effective approach to the performance of the 

proposed method is to use search operators to find the best subspace, which leads to better results. 
 

Keywords: Clustering, Subspace Learning, Ensemble Learning, Semi-supervised Learning, Pairwise 

Constraints 
 

 

 مقدمه -1

 یريادگي هایای از روشدسته ینظارتمهين یريادگي

-و داده بدون برچسب هایاز دادهدر آن  است كه نيماش

بهبود دقّت  یبرا زمانصورت همدار بههای برچسب

 ميان   ینظارتمهين یريادگي .[1]شود یاستفاده ميادگيری 

 یاطّلاعات آموزش گونهچيبدون نظارت )بدون ه یريادگي

 هایبانظارت )با داده یريادگيشده( و گذاریبرچسب

. ردگيیشده( قرار مگذاریبرچسب طوركاملی  بهآموزش

 كه دريافتند نيماش یريادگي گرانپژوهشاز  یاريبس

 هایدار در كنار دادهبرچسب ۀداد استفاده از تعداد اندكی
 

دقّت ر د یتوجهتوانند بهبود قابلی، مبدون برچسب 

ی از طرف ؛نظارت داشته باشندبدون یريادگهای يروش

 یريادگهای يها در مقايسه با روشاين روش ديگر،

داركردن كمتری جهت برچسب ۀنيزمان و هز ،بانظارت

يند برچسب امربوط به فر ۀ. هزينكنندیصرف مها داده

الگوی يك تأثير منفی زيادی بر ممكن است ها دادهزدن 

 )روش يادگيری بانظارت( داربرچسب طور كاملبه یآموزش

 از طرف ديگر، استفاده شود.عمل الگو بیبگذارد كه در

ارزان است.  نسبتبهاطّلاعات بدون برچسب،  فراهم كردن

تواند یم ینظارتمهين یريادگي ،یطيشرا نيدر چنراين، بناب

های يكی از رويكردباشد.  بسيار ارزشمند یعملنظر از نقطه

نظارتی، رويكرد مبتنی بر گراف و شامل يادگيری نيمه

 مراحل كلیّ زير است:
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ها، كاهش ها؛ شامل استخراج ويژگیپردازش دادهپيش -1

 بعد، حذف نوفه و ساير موارد.

دار مناسب با استفاده از تشكيل گراف همسايگی وزن -2

طور معمول، مقدار وزن از طريق محاسبۀ ها كه بهداده

 شود.فاصلۀ بين دو داده انجام می

های بدون برچسب با استفاده از تخمين برچسب داده -3

 گذاری.های رايج برچسبيكی از روش

 

عنوان يك روش يادگيری بندی بهخوشه

كاوی های رايج در حوزۀ دادهرت، يكی از شاخهنظابدون

توجّه و بررسی پژوهشگران بسياری قرار است كه مورد

ميلادی به بعد مطالعات  1950گرفته است. از دهۀ 

. در [7-2]بندی صورت گرفته است بسياری در مورد خوشه

هايی بندی برای تشخيص خوشهدو دهۀ اخير بحث خوشه

 بندیهای خوشهشده و روش با ساختارهای متنوع مطرح

نسبت زيادی نيز معرفی شده است كه هركدام نقاط به

بندی برای قوّت و ضعف ويژۀ خود را دارند. اغلب از خوشه

هايی كه با های يك مجموعه برمبنای شباهتتقسيم داده

های مختلف هم دارند و همچنين، تحليل آنها در محيط

بندی اغلب شود. خوشهدانشگاهی، صنعتی و... استفاده می

، ها بر اساس يك معيار مجاورتبندی دادهبرای گروه

يافتن  یبه معن یبندخوشهشود. به عبارتی، استفاده می

 كيدر مشابه  یايكه اشیطوربه است، اياز اش یگروه

 .مختلف قرار بگيرند هایگروهدر متفاوت  یايگروه و اش

ها سب دادهبندی از اطّلاعات برچازآنجاكه در خوشه

های يادگيری بندی يكی از روششود، خوشهاستفاده نمی

شود. در مقابل آن، روش نظارت محسوب میبدون

-يادگيری بانظارت است كه نيازمند اطّلاعات برچسب داده

نظارتی يك روش بسيار ها است. امّا يادگيری نيمه

 درگيرد. كاربردی است كه بين اين دو رويكرد قرار می

صورت تعداد به ایاضافه اطّلاعات ینظارتمهين ندیبخوشه

های محدوديّتزوج  یتعداد اي خورده،برچسب ۀداد یكم

متّصل -ديمتّصل و نبا-ديبا هایصورت محدوديّتدو بهدوبه

از  متأثّر ینظارتمهين یبندخوشه نتيجۀداده شده است. 

 یبندكند. همچنين، خوشهیم رييها تغمحدوديّت

شباهت  یريگاندازه كهشباهت است  بر یبتننظارتی منيمه

از  یاريبس .كندیم رييها تغاساس محدوديّت بر

گسترش  د،ينظارتی جدنيمه یبندخوشه یكردهايرو

سنّتی با توجه به اطّلاعات  یبندخوشه یهاتميالگور

 .[15-8] هستند هازوج محدوديّت ايبرچسب 

ها يكی ديگر از مسائل رايج در كاهش ابعاد داده

حوزۀ آمار، يادگيری ماشين و نظريّۀ اطّلاعات است. كاهش 

ابعاد داده، فرايند كاهش تعداد متغيّرهای تصادفی 

ای از متغيّرهای اصلی موردبررسی و استخراج مجموعه

ها مانند رگرسيون يا است. اغلب، تجزيه و تحليل داده

تر از فضای اصلی دقيقيافته بندی در فضای كاهشطبقه

های با دادهمجموعهطور معمول، برای شود. بهانجام می

( 10عنوان مثال با تعداد ابعاد بيش از ابعاد بزرگ )به

، 1كاهش ابعاد به منظور جلوگيری از مسألۀ نفرين بُعد

بندهايی های رگرسيون يا طبقهكارگيری الگوريتماز بهپيش

( K-NNين همسايگان )ترنزديكK بندهمچون طبقه

 شود.انجام می

 

 پیشینۀ پژوهش -2

در مسائل  یگروه یريادگهای زيادی به يتازگی، گروهبه

 یريادگي. [23-19]اند نظارتی كردهمهين بندیخوشه

است كه  نيماش یريادگي (ميپارادا) الگووارۀ كي یگروه

مسأله آموزش داده  كيحل  یبرا ريفراگ نيدر آن چند

 یسع تداولم نيماش یريادگي یهاروش. شوندیم

را ياد بگيرند، امّا  یآموزش یهااز داده هيّفرض ككنند يمی

بهبود  ها راكنند اين روشمی یسع یگروه یهاروش

های يادگيری گروهی، به قابليّت روشباتوجهّ .دهند

های با بندی دادههمچنين، لزوم كاهش ابعاد برای خوشه

 یگروه یريادگي كردياز رو وهشپژ نيدر اابعاد بزرگ، 

 2یتصادف یرفضاهايبر ز یمبتن نظارتیمهين بندیخوشه

(RSEMICEاستفاده م )را  یژگيو یفضا نخست،. شودی

ی نابرابر كه در هركدام تعدادی از رفضايز یبه تعداد

. كنيماند، تقسيم میانتخاب شده یتصادف طورها بهويژگی

 3طيفی بندیروش خوشه كبا ي سپس، در هر زيرفضا،

طور مستقل ها بهداده ،𝒑-مبتنی بر گراف لاپلاسی

ها با زوج بندخوشه از هركدام جينتاشوند. بندی میخوشه

شوند و بر اساس تطبيق داده می دوهای دوبهمحدوديّت

بند نسبت ميزان تطابق يك درجۀ اطمينان به هر خوشه

سپس، بر اساس اين درجات اطمينان يك  ؛شودداده می

های ماتريس مجاورت كه حاصل اجماع تمامی الگوريتم

كه تشكيل شود. ازآنجابندی است، تشكيل میخوشه

صورت تصادفی صورت گرفته است، در ادامه زيرفضاها به
 

1 Curse of dimension  
2 Random Subspace Based Semi-Supervised  

Cluster Ensemble 
3 Spectral clustering 
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يك الگوريتم جستجو برای يافتن بهترين زيرفضا طراحی 

كند كه در نه عمل میگوشده است. الگوريتم جستجو بدين

بين تعدادی زيرمجموعه شامل زيرفضاها، كه از اين به بعد 

دنبال بهترين ناميم، بههر زيرمجموعه را يك محيط می

گردد. بهترين محيط، محيطی است كه بهترين محيط می

سازی الگوريتم بندی را داشته باشد. برای پيادهنتايج خوشه

ايم كه ره گرفتهجستجو از تعدادی عملگر جستجو به

ای در كل فضای جستجو، يا در يك فضای هركدام به گونه

 محلی سعی در يافتن بهترين محيط ممكن دارد.

های پيشين پژوهشدوم  بخشمقاله، در  ۀدر ادام

 كنيم. در بخش سوم، روششده را مرور میانجام

نظارتی گروهی برای بندی نيمهخوشه یبرا یشنهاديپ

 بخش. در شودیم تفصيل معرفید بالا بههای با ابعاداده

ی و مورد بررس یشنهاديپ روش یسازهيشب جينتا ،مچهار

آمده دستهب ۀجيو در نهايت، نت ردگيیقرار م تحليل

 .دشویم بندیجمع

مسايل و نيازهای  ،های اخيرها در سالداده روزافزونرشد 

كاوی و يادگيری داده ۀرا در زمينمتفاوت و متعددی 

اين ترين يكی از مهم .ايجاد كرده استماشين 

اصلی  ۀمجموع به مرتبط هایويژگی انتخاب مسايل

 به نسبتهای موجود است كه عملكرد يادگيری را ويژگی

بهبود به ميزان بيشتری ها اصلی ويژگی ۀعملكرد مجموع

 و تجزيه ای اززير مجموعه گراف، بندیخوشهبخشد. می

 هایرأس از هايیگروه دنبالبه كه است ایخوشه تحليل

 آن گستردۀ كاربرد دليلبه. است گراف يك در مرتبط

های گذشته بندی گراف در سالخوشه الگوريتم چندين

 هایترين الگوريتممعروف از یارائه شده است. يك

طيفی هستند  بندیهای خوشهالگوريتم گراف، بندیخوشه

 لاپلاسی هایماتريس تجزيۀ ويژۀ بر اساس كه بيشتر

اند. در طراحی شده وزنبی هایيا گراف داروزن هایگراف

 بندیخوشه های اخير مطالعات مختلفی در زمينهسال

طور مختصر انجام شده است كه در ادامه، تعدادی از آنها به

-همنظور بهينبه [1] و همكارش چريسلی آورده شده است.

بندی سازی ساختار يك گراف و دستيابی به نتايج خوشه

 بررسی كردندبندی گراف طيفی را بهتر يك روش خوشه

عملكرد كه كرده بود. ازآنجاكه از الگوريتم ژنتيك استفاده 

ت اوليه ايجاد جمعيّ ۀزيادی به نحو الگوريتم آنها تا حدّ

 . دربخش نبودندشت، بنابراين، نتايج رضايتبستگی دا

ی بنديك رويكرد خوشه [2] و همكاران هوالگوی ديگر 

غيرمنفی  بندی طيفیخوشه نام بهجديد 

، SNSC واقع در معرّفی كردند. (SNSC)1پذيرانعطاف

 حفظ را شاخص يك ماتريس اصلی غيرمنفی ويژگی

 سازیبهينه مسئلۀ يك به دقيق حلّراه يك با كند، كهمی

همچنين،  است.منجر شده  بيشتری پذيریانعطاف با

بررسی  بهخود  یدر كار پژوهش [3] و همكارانهنسر 

بندی ها برای خوشهجامع رويكردهای انتخاب ويژگی

 از ،حذف مزايا و ضررهای رويكردهای فعلی بهتوجّهبا

 [4]همكاران و چائو  .پرداختند متفاوت هایديدگاه

 هاداده از ديدگاه چندين تركيب برای مشترک هایراهبرد

رويكردهای  را از بندی جديدیطبقه را مطالعه كردند و

علاوه به .دادند پيشنهاد (MVC)2بندی چندنمايهخوشه

 هسته شباهت گيریاندازه يك روش [5] و همكارانشهی 

اهميّت برای هر  ميزانت از طريق كميّ تطبيقی را  گاوسی

، شدهبندیهسته گاوسی مقياسشباهت و  گراف از سأر

 طيفی بندیبرای خوشه الگوريتمی سپس، آنها كردند. ائهار

را ترين همسايگان اهميّت نزديك بر اساس تطبيقی

يك الگوريتم  [6] و همكارانشجيا  .پيشنهاد دادند

اساس آنتروپی دانش ارائه  بندی طيفی ويژه را برخوشه

 مفهوم آنتروپی در مجموعهد. قابل ذكر است كه به دادن

در  برای ارزيابی اهميّت هر ويژگی بزرگ،های ويژگی

در  [7]يو و همكاران  الگوريتم آنها توجّه شده است.

پژوهش خود يك چارچوب گروهی برای استخراج ساختار 

ها از داده با رويكرد احتمالاتی را )با عنوان خوشه

GMMSE طرّاحی كردند كه ساختار خوشه را از مجموعۀ )

ايج تجربی مطالعۀ آنها نشان كند. نتها شناسايی میداده

های تركيبی و دادهمجموعهروی  GMMSEداد كه 

 كاركرد مناسبی دارد. UCIهای واقعی مخزن دادهمجموعه

ای از يادگيری ماشين شاخه ،نظارتیيادگيری نيمه

های مانند يادگيری بانظارت فقط از دادهاست كه 

آموزش از كند، بلكه در مرحلۀ خورده استفاده نمیبرچسب

برای انجام وظايف يادگيری نيز بدون برچسب های داده

همچنين، يكی از رويكردهای . بردبهره میمشخص 

نظارتی استفاده از اطّلاعات بسيار ناچيز در يادگيری نيمه

هاست. در اين رويكرد، هيچگونه دادۀ مورد ردۀ داده

نظارتی، داری مانند رويكرد معمول يادگيری نيمهبرچسب

ر دسترس نيست. اماّ اطّلاعات ناچيزی همچون يكسانی د

( و يا تفاوت 3متّصل-ردۀ دو داده )معروف به زوج دادۀ بايد
 

1 scalable nonnegative spectral clustering 
2 multi-view clustering 
3 Must-link 
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( در 1متّصل-ردۀ دو داده )معروف به زوج دادۀ نبايد

-دسترس است. اين اطّلاعات، معروف به زوج محدوديّت

در تابع  3عنوان يك قيد سختهستند كه به 2دوهای دوبه

شوند و لۀ يادگيری ماشين در نظر گرفته میهدف مسأ

 بايد ارضا شوند.

 ،در اين زمينه هاهای اخير پژوهشدر سال

شده در يادگيری ماشين را دنبال روندهای كلیّ مشاهده

استفاده بندی در خوشه ی كهيادگير. روش كرده است

د. بندی را بهبود بخشعملكرد خوشهتواند شود، میمی

در بسياری از برچسب  دارای هایداده وریآمتأسّفانه، جمع

 هایداده كه، درحالیاست دشوارهای دنيای واقعی داده

 موضوع، . ايندر دسترس هستند آسانیبه برچسب بدون

-نيمه يادگيری هایاستفاده از روش به را پژوهشگران

 دارای هایداده از هايی كهويژگی مبتنی بر نظارتی

 هاويژگی ارتباطی ارزيابی برای برچسب و فاقد برچسب

 و كند. در همين راستا  انگ ل نترغيب می كنند،می استفاده

های در مورد روش روزو به جامع یمرور [8] هوس

بر  نخست گامدر آنها نظارتی ارائه دادند. يادگيری نيمه

 هایكه بسياری از پژوهش ،نظارتیبندی نيمهطبقه

 ،شودمحدوده انجام مینظارتی در اين يادگيری نيمه

بندی  طبقهيك رويكرد جديد  كردند. سپس، تمركز

كه در رويكردهای مختلف برای  دادند نظارتی پيشنهادنيمه

 .داردهای غيرمجاز در فرايند آموزش كاربرد تركيب داده

جديدی  بندیخوشه الگوريتمنيز  [9] و همكارانشدينگ 

 گسترش بر اساس نظارتینيمه طيفی بندیخوشه نام به را

. اين الگوريتم مطالعه كردند (SSCCE) 4هامحدوديّت

ه، شدهای شناختهمحدوديّت ۀمجموعبر گسترش علاوه

شباهت نقاط نمونه را از طريق مسير حساس به  ۀرابط

بندی طيفی نيمهخوشهاستفاده از با ، سپس، چگالی تغيير

 وهمچنين، جيا  بندی را انجام داد.خوشهعمل نظارتی 

در حوزۀ  بندی طيفی سنّتی راخوشه، [10]نش همكارا

مقدار  كمكنظارتی گسترش دادند. آنها با نيمه يادگيری

 5مورّب غيربلاكی كمی از اطّلاعات نظارتی يك ماتريس

عد و بُكم ۀداددادن به يك مجموعهن در نظمآ و از، ايجاد

در مطالعۀ ديگری همچنين،  آنهاد. انتقال آن استفاده كردن

ماتريس غيرمنفی  گيریفاكتور یيك الگو، [11]
 

1 Cannot-link 
2 Pairwise constraints 
3 Hard constraint 
4 semi-supervised spectral clustering based  
on constraints expansion 
5 Anti-block-diagonal 

دار با استفاده از الگوسازی اطّلاعات برچسب 6نظارتینيمه

ط آنها قادر به توليد شده توسّارائه یالگو. پيشنهاد كردند

بندی تمايز عملكرد خوشهجهت  ،عدبُنمايش كمهای الگو

 [12]همكاران در يك كار پژوهشی ديگر، باغشاه و  .بود

پذير ارائه نظارتی مقياسبندی طيفی نيمهيك روش خوشه

های با ابعاد بالا بود. بندی دادهدادند كه قادر به خوشه

های در كار پژوهشی خود روش [13] و همكارانشپور شيخ

كردند. كامل بررسی طور بهنظارتی را انتخاب ويژگی نيمه

اساس دو ديدگاه  بر هابندی از اين روشدو طبقه سپس،

روش مراتبیسلسله ساختار بيانگر كه دادند ارائه  مختلف

 [14] و شوانكر فايوبر  .بود نظارتینيمه ويژگی انتخاب های

های حجيم كه نظارتی را برای دادهبندی نيمهروش خوشه

ها و نخست، با زيرمجموعۀ كوچكی از داده

بررسی كردند. شود، دار شروع میهای برچسبدهدامجموعۀ

ها اضافه تدريج به خوشههای جديد بهدر اين روش داده

ها در نظر گرفته كه در نهايت، تمام دادهطوریشوند؛ بهمی

جهت اعمال محدوديّت  سيماتر كي افزودنها با آنشوند. 

-Kروش ها را با داده ،متّصل(-های مثبت )بايدمحدوديّت

means بيان كردند كه و بندی كردندای خوشههسته 

هسته  سيبا ماترمتّصل( -)نبايد یمنف یهامحدوديّت

رويكردی را با  [15] و همكاران ندارند. سوگياماارتباط 

بندی سازی اطّلاعات برای مسألۀ خوشهاستفاده از بيشينه

نظارتی مطالعه كردند. بر اساس اين رويكرد، نيمه

تخاب الگو را سازی اطّلاعات، مسأله انبندی با بيشينهخوشه

آنها از تابع مربّع اتلاف اطّلاعات  دهد.مدنظر قرار می

سازی اطّلاعات استفاده ( برای بيشينهSMI7متقابل )

 كردند.

 از هادادهبندی خوشهبرای  ،بندی طيفیخوشه

يك معيار  8چيگررش ب .بردبهره میگراف  افراز ۀمسأل

كمترين حد ربه بندی نمودار است. برای تقسيمبرای بهينه 

 ماتريس مجازی ۀتجزيچيگر، به هدف برش تابع  رساندن 

يك نسخۀ كلیّ  [16]بوهر و ه ين   .نياز است 𝒑9-لاپلاسی

،  𝒑-بندی طيفی را با استفاده از گراف لاپلاسیاز خوشه

عنوان تعميمی غيرخطی از گراف لاپلاسی استاندارد به

ارائه دادند. آنها ارتباطی بين برش چيگر و دومين بردار 

يافتند. پژوهشگران زيادی از  𝒑-ويژه ماتريس لاپلاسی

ها استفاده كردند. جوست در پژوهش 𝒑-ماتريس لاپلاسی

ها و را برای گراف 𝒑-لاپلاسیماتريس  [17] و همكاران
 

6 nonnegative matrix factorization 
7 Squared-loss Mutual Information   
8 Cheeger cut 
9 P-Laplacian 
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را برای تنظيم كلّی  1همچنين، عملگر رأس لاپلاسی

 [18]های شيميايی، تعميم دادند. سايتو و همكارانش نمونه

قياس بين گراف لاپلاسی و هندسه ديفرانسيلی را به 

تنظيمات هايپرگراف تعميم دادند و يك هايپرگراف 

های لاپلاسی را پيشنهاد كردند. برخلاف گراف 𝒑-لاپلاسی

اين تعميم امكان تجزيه و تحليل روی استاندارد، 

ها اجازۀ اتصال هر تعداد گره ها را كه در آن لبههايپرگراف

با استفاده از  [19] دارند، فراهم كرد. دينگ و همكاران

را بهبود و  𝒑-بندی طيفیگرانول ويژگی همسايگی، خوشه

های را پيشنهاد دادند. مجموعه PSC-NAGالگوريتم 

طور های پيوسته را بهتوانند دادهمیناهموار همسايگی 

 مستقيم پردازش كنند.

های يادگيری در يادگيری گروهی، يكی از روش

الگو  كيآموزش كه، های حجيم است. ازآنجامواجهه با داده

حجم  ديبا ،ستين ريپذامكان در عملحجم از داده  نيبا ا

. از طرفی ميالگو را آموزش ده ميتا بتوانكم شود داده 

الگو  یبرا یژگيو یتمام فضا ،حجم داده ديگر، با كاهش

های يادگيری بنابراين، روش .نخواهد بود يیشناساقابل

های مختلف ای از ويژگیگروهی اغلب زيرمجموعه

كنند و سپس، از )زيرفضاهای مختلف( را استخراج می

های يادگيری چندگانه برای توليد نتايج الگوريتم

های يادگيری ضعيف الگوريتمبينی )كه بيشتر پيش

بندی گروهی به . خوشهكنندهستند(، استفاده می

های پايه رويكردی اشاره دارد كه در آن تعدادی از خوشه

بندی نهايی شوند و خوشهطور معمول ضعيف( ايجاد می)به

های ضعيف است. دانگ و بندیبرايند اين خوشه

پيشرفت تحقق  رويكردهای اصلی  [20] همكارانش

های يادگيری گروهی را بررسی، و آنها را براساس ويژگی

نيز، يك  [21] نيو و همكارانش بندی كردند.مختلف طبقه

بندی گروهی ارائه دادند كه از يك چارچوب خوشه

بندی بندی ساده مانند الگوريتم خوشهالگوريتم خوشه

kmedoids یكرديرو [22]و همكاران  ويكند. استفاده می 

 یآن را چارچوب گروه و نام كردند شنهاديرا پ یگروه

روش آنان به اين  ناميدند.بر دانش  یمبتن یبندخوشه

های مجموعهصورت است كه در مرحلۀ نخست، زير

شود و در مرحلۀ دوم، بر توليد می 2تصادفی از زيرفضاها

را گسترش دو های دوبهاساس خاصيّت تراگذری محدوديّت

های داده، سپس، با در نظر گرفتن هريك از زيرمجموعه

های به روشبندی متفاوت باتوجهّتصادفی، يك خوشه
 

1 vertex Laplace 
2 subspaces 

دهند. سپس، يك مرحلۀ تراگذری متفاوت، ارائه می

های تطبيقی برای افزايش اطمينان هركدام از الگوريتم

كنند كه از يك فاكتور اطمينان بندی اجرا میخوشه

ای در مطالعه كند. همچنين، آنهاه استفاده میشدطرّاحی

در نظر  هایژگيعنوان وبهرا گروه  یاعضا، [23]ديگر 

 مناسب یژگيانتخاب و یهاروشاستفاده از  ۀو نحو گرفتند

 . بيشتركردند یگروه بررس یانتخاب اعضا یبرا را

 كيتنها با استفاده از  بندیخوشه یگروه یكردهايرو

 یحذف اعضا یبرا یژگيانتخاب و روش ايشباهت  ازيامت

 كي از هااز آن یو تعداد كم كنندعمل می گروه یاضاف

مناسب از  رمجموعهيز يافتن یبرا یسازنهيروش به

های يادگيری گروهی روش .استفاده كردندگروه  یاعضا

-بندی، در بسياری از مسائل طبقهبر مسائل خوشهعلاوه

 كي [24]و همكاران  گالار اند.كار گرفته شده بندی نيز به

 EUSBoostبه نام  ديجد یبندطبقه یگروه تميالگور

افزودن نمونه را با  یتصادف یهازيرنمونهكه  كردند یطراح

ها به مشكل عدم تعادل داده یدگيرس یروه برابه گ

 كرد. بيترك

بندی گروهی خوشهچارچوب يك  اين مطالعه،در 

از كه  شود،می شنهاديپ( ISSCE) 3نظارتی افزايشینيمه

 ۀمجموعزير كي ديتول یانتخاب عضو برا جديد ندايفر كي

 .استكرده از اعضا استفاده  نهيبه

 

 روش پیشنهادی -3
های در رويكرد پيشنهادی، نخست، زوج محدوديّت

-ها انتشار میمتّصل را روی كل داده-متّصل و نبايد-بايد

چندين صورت تصادفی به دهيم. سپس، فضای ويژگی را به

كنيم. توليد زيرفضاها به اين زيرفضای نابرابر تقسيم می

ها را پوشش صورت است كه هر زيرفضا بخشی از ويژگی

بُعدی -𝒎 عنوان مثال، اگر كلّ فضای ويژگیدهد؛ بهمی

بُعدی خواهد بود. ما در كار پيشين -’𝒎باشد، هر زيرفضا 

اها را ، جهت سادگی در توليد زيرفضاها ابعاد زيرفض[25]

برابر در نظر گرفته بوديم، امّا در پژوهش جاری اين 

محدوديّت حذف شد تا بتوانيم بهترين زيرفضای شامل 

ها را بيابيم. در واقع، رويكرد تأثيرگذارترين ويژگی

بندی طيفی پيشنهادی با كمك يادگيری گروهی و خوشه

های انتخاب ويژگی نيز به نوعی از مزايای روش 𝒑-لاپلاسی

های حجيم با ابعاد بالا استفاده بندی دادهای خوشهبر

شده، روزرسانیهای بهكند. با استفاده از زوج محدوديّتمی
 

3 incremental semi-supervised clustering ensemble 
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طور نظارتی در هر زيرفضا را بهبندی طيفی نيمهخوشه

مستقل انجام داده، سپس، با استفاده از نتايج هركدام يك 

نی ماتريس مجاورت، حاصل از برآيند نتايج هركدام )مبت

كه تقسيم كنيم. ازآنجابر يادگيری گروهی( ايجاد می

طور تصادفی انجام شده فضای ويژگی به تعدادی زيرفضا به

سازی جهت جستجوی است، بنابراين، به يك روند بهينه

بندی يا  به  عبارتی ديگر، بهترين  محيط بهترين تقسيم

  حاصل از مجموعۀ زيرفضاها نياز داريم.

ستفاده از چندين عملگر جستجو روی بنابراين، با ا

های متشكل از زيرفضاهای متفاوت، بهترين محيط

مجموعۀ زيرفضاها، يعنی محيطی از زيرفضاها كه بهترين 

 يابيم.بندی را دارد، مینتيجه خوشه

( به تصوير 1مراحل روش پيشنهادی در شكل شماره )

كشيده شده است. در ادامه، هريك از مراحل روش 

 دهيم.را جداگانه توضيح می پيشنهادی

 

 

 

Xمجموعه داده ها

زوج محدوديت 
های بايد متصل

M

زوج محدوديت 
های نبايد متصل 

C

M

C

1زيرفضای 

2زيرفضای

Bزيرفضای

1زيرفضای 

2زيرفضای

Bزيرفضای 

انتخاب بهترين 
خوشه بندی

پايان

محيط اول

Eمحيط 

R

(P-laplacian)1خوشه بندی 

R

E (P-laplacian)خوشه بندی 

انتشار زوج 
محدوديت ها

نتشار زوج ا
محدوديت ها

عملگر دوم
عملگر اول

عملگر سوم

 

 های با ابعاد بالابندی گروهی داده(: نمودار )دياگرام( روش پيشنهادی خوشه1 -)شكل
(figure-1): The diagram of the proposed clustering method of high-dimensional data 

 
 

 

 اهمحدودیتّ زوج انتشار -3-1
𝑿فرض كنيد  = {𝒙𝟏 , 𝒙𝟐 , … , 𝒙𝒏} مجموعۀ ،

نمونه است، داده شده باشد.   𝒏ها كه شامل داده

-های زوج محدوديّتهمچنين، فرض كنيد كه مجموعه

𝑴ها؛ = {(𝒙𝒊, 𝒙𝒋)| 𝒚𝒊 = 𝒚𝒋, 𝟏 ≤ 𝒊, 𝒋 ≤ 𝒏} كه نشان-

𝑪متّصل و -های بايدزوج محدوديّتدهندۀ مجموعۀ  =

{(𝒙𝒊, 𝒙𝒋)| 𝒚𝒊 ≠ 𝒚𝒋, 𝟏 ≤ 𝒊, 𝒋 ≤ 𝒏} دهندۀ كه نشان

عنوان متّصل است، به-های نبايدمجموعۀ زوج محدوديتّ

برچسب ردۀ 𝒚𝒋 و  𝒚𝒊دانش پيشين داده شده باشند )كه 

سپس، يك ماتريس مربّعی هستند(.  𝒙𝒋و 𝒙𝒊 های داده

𝒏 × 𝒏  به نام𝑹 كنيم كه اطّلاعات تمام زوج معرفی می

 ها را در خود تجميع كرده است:محدوديّت

(1) 𝒓𝒊𝒋 = {

𝟏       𝒊𝒇 (𝒙𝒊, 𝒙𝒋) ∈ 𝑴             

−𝟏    𝒊𝒇 (𝒙, 𝒙𝒋) ∈ 𝑪               

𝟎       𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆                    
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 كه یتراگذر تيّخاص از استفاده با از آن، پس

 یتمام به هامحدوديّتزوج  ،شودیم فيتعر ريز صورتبه

 .شوندیم داده ميتعم هاداده
𝟏  هر یبرا ،یتراگذر تيّمطابق خاص ≤ 𝒊, 𝒋, 𝒌 ≤

𝒏،  داده زوجچنانچه (𝒙𝒊, 𝒙𝒋) ∈ 𝑴، داده زوج و 
(𝒙𝒋, 𝒙𝒌) ∈ 𝑴  ،داده زوجنتيجه، در باشند (𝒙𝒊, 𝒙𝒌) ∈

 𝑴 .ۀداد سه یارزهم ۀرابط براساس ،نيبنابرا خواهد بود 
𝒙𝒊، 𝒙𝒋  و𝒙𝒌  نيا به و رنديگیقرار م كساني ردۀ كيدر 
 زوج ۀمجموع  در  دادهزوج ی شتريب  تعداد ، بيترت

 ۀمجموع .رنديگیم قرارمتّصل -ديبا یهامحدوديّت
دهيم. به روش مشابه، نمايش می 𝑴̃شده را با یروزرسانهب

متّصل را نيز تعميم -های نبايدتوانيم زوج محدوديّتمی
متّصل، -متّصل و نبايد-دهيم. با توجه به تعريف روابط بايد

,𝒙𝒊) داده زوجچنانچه  𝒙𝒋)  عضو مجموعه𝑴 داده زوج، و 
(𝒙𝒋, 𝒙𝒌)  عضو مجموعه𝑪  داده زوجباشند، در نتيجه 
(𝒙𝒊, 𝒙𝒌)  عضو مجموعه𝑪 بنابراين، اگر ؛ خواهد بود

-به مجموعۀ زوج محدوديّتيّت محدودزوجكم يك دست

متّصل در مرحلۀ پيش اضافه شده باشد كه -های بايد
كم، يك های آن در دستپيشتر يكی از داده

متّصل ظاهر شده باشد، آنگاه زوج -نبايدمحدوديّت زوج
شود؛ كه روزرسانی میمتّصل نيز به-های نبايدمحدوديّت
به ه باتوجهّدهيم.  قابل ذكر است كنمايش می 𝑪̃آن را با 
ها، ماتريس شدۀ زوج محدوديّتروزرسانیهای بهمجموعه

𝑹 شود. جهت انتشار زوج روزرسانی مینيز به
های های مبتنی بر گرافدو، از روشهای دوبهمحدوديّت

كه نخست، مجموعۀ صورتاينكنيم، بهطيفی استفاده می
ها دادهدهيم و دار نمايش میها را با يك گراف وزنداده
عنوان وزن ها بهعنوان رئوس گراف و شباهت مابين دادهبه

ماتريس شود. بنابراين، هر يال گراف در نظر گرفته می
 شود:می صورت زير تعريفوزن به

 

(2) 

𝑤𝑖𝑗 = 

{exp (−
‖𝑥𝑖 − 𝑥𝑗‖

2

2𝜎2
)  if 𝑥𝑗(𝑥𝑖) ∈ 𝒩𝑘(𝑥𝑖(𝑥𝑗))

0                           otherwise                  

 

𝒙𝒊 (𝒙𝒋 )همسايه داده  𝒌مجموعه  𝓝𝒌كه در آن، 

عنوان يك شاخص بيانگر شعاع همسايگی است. به 𝝈و 

متّصل و -های بايدروزرسانی زوج محدوديّتپس از به

 روزرسانی شود. بهها نيز بايد بهمتّصل ماتريس وزن-نبايد

𝒏اين منظور، از يك ماتريس مربّعی  × 𝒏  به نام𝑹̃ 

ها با كنيم كه پس از انتشار زوج محدوديّتاستفاده می

استفاده از خاصيّت تراگذری، اطلّاعات مربوط به دانش 

دهد. بنابراين، اگر هيچ يافته را نمايش میپيشين تعميم

متّصل -متّصل و نبايد-های بايدعنصری به مجموعه

𝑹̃افزوده نشده باشد، در اين صورت  = 𝑹  است و در

همراه عبارت به 1صورت، مشابه مسئلۀ برش كمينهغيراين

صورت زير ، به𝑼كنندۀ رابطه محاسبۀ ماتريس تنظيم

 :شودنوشته می

(3) min
𝑅̃

1

2
‖𝑅̃ − 𝑅‖

𝐹

2
+

𝜆

2
𝑡𝑟(𝑅̃𝑇𝐿𝑅̃ + 𝑅̃𝐿𝑅̃𝑇) 

𝐿كه در آن  = 𝐼 −  𝐷−
1

2 𝑊𝐷−
1

ماتريس لاپلاسی  2

𝒅𝒊𝒊و  2گراف = ∑ 𝒘𝒊𝒋𝒋 است.  3ماتريس درجۀ گراف

معادلۀ بالا يك جواب بسته و يكتا دارد كه با استفاده از 

گيری نسبت به متغيّر مجهول مسئله، مقدار بهينۀ مشتق

 :شودمطابق رابطۀ زير محاسبه می 𝑹̃ماتريس 

(4) 
𝑅̃ = (

1

1 + 𝜆
)

2

(𝐼 −
1

1 + 𝜆
𝐿̅)

−1

𝑅 (𝐼

−
1

1 + 𝜆
𝐿̅)

−1

 

𝑳̅كه در آن  = 𝑰 − 𝑳 .است 

( ميزان احتمال 𝒓̃𝒊𝒋)يعنی  𝑹̃دراۀ ماتريس  هر

بنابراين، ؛ دهدرا نشان می 𝒙𝒋و   𝒙𝒊رده بودن دو دادۀ هم

كم باشد، به اين معنی است كه ميزان  𝒓̃𝒊𝒋اگر مقدار درايه 

 .كم است زين  𝒙𝒋و  𝒙𝒊رده بودن دو دادۀ احتمال هم

دو داده بايد كاهش  نيوزن )شباهت( ب زانيم ،جهيدرنت

 :با است برابرروزرسانی شده پس وزن به ؛كند دايپ

(5) 𝑤̃𝑖𝑗 = (1 + 𝑟̃𝑖𝑗)𝑤𝑖𝑗  

زياد باشد، به اين  𝒓̃𝒊𝒋اگر مقدار درايه  همچنين،

و  𝒙𝒊رده بودن دو دادۀ معنی است كه ميزان احتمال هم

𝒙𝒋   نيز زياد است؛ در نتيجه ميزان وزن )شباهت( بين دو

شده برابر روزرسانیداده بايد افزايش پيدا كند؛ پس وزن به

 :است با

(6) 𝑤̃𝑖𝑗 = 1 − (1 − 𝑟̃𝑖𝑗)(1 − 𝑤𝑖𝑗) 

متّصل و -های بايدپس از انتشار زوج محدوديّت

توانيم با روزرسانی ماتريس وزن، میمتّصل و به-نبايد

بندی ها را خوشهبندی طيفی كل دادهاستفاده از خوشه

 كنيم.

 

های جستجو و تولید محیط -3-2

 بندی گروهی در هر محیطخوشه
( نشان داده شده است، 1طوركه در شكل )همان

بندی در مجموعۀ كه بتوانيم بهترين خوشهاينبرای

 

1 Min Cut 
2 Laplacian matrix 
3 Degree matrix 
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زيرفضاها را بيابيم، تعدادی زيرمجموعۀ متفاوت از 

س، با استفاده از زيرفضاها )محيط( ايجاد كرده، سپ

يابيم. به اين چندين عملگر جستجو بهترين زيرفضا را می

منظور، نخست تعدادی محيط متشكل از تعدادی 

كنيم. فرض از زيرفضاهای تصادفی توليد می زيرمجموعه

ها باشد و دهندۀ تعداد محيطنشان 𝑬كنيد شاخص

تعداد زيرفضاهای هر محيط را نشان دهد؛ كه  𝑩شاخص 

شوند. در اين و شاخص توسط كاربر معرفی میاين د

𝜱}صورت، 
𝟏

, … , 𝜱
𝑬

ها هستند و مجموعۀ محيط {

{𝑺𝟏, … , 𝑺𝑩} طور كامل تصادفی مجموعۀ زيرفضاها كه به

نظارتی بندی طيفی نيمهاند. نخست، خوشهتوليد شده

( از 6شده در رابطۀ )روزرسانیمبتنی بر ماتريس وزن به

های هر يك از زيرفضاهای هر برای داده 1-3بخش رزي

 شود.طور جداگانه انجام میمحيط به

كه بتوانيم دقّت ايندر روش پيشنهادی برای

ای افزايش طور قابل ملاحظهبندی طيفی را بهخوشه

بندی طيفی مبتنی بر گراف دهيم، از روش خوشه

تر ذكر كه پيشگونهاستفاده شده است. همان  𝒑-لاپلاسی

يك تعميم غيرخطی از گراف  𝒑-پلاسیشد، گراف لا

های بندی طيفی از مقادير درايهلاپلاسی است. در خوشه

دومين بردار ويژگی ماتريس لاپلاسی گراف استفاده 

بندی طيفی شود؛ كه در روش پيشنهادی نيز از خوشهمی

استفاده شده است. در  𝒑-مبتنی بر ماتريس لاپلاسی

نجام دادند، نشان داده [ ا15پژوهشی كه  بوهلر و ه ين ]

-شد كه ارتباطی بين دومين بردار ويژه ماتريس لاپلاسی

𝒑  و برش چيگر وجود دارد و در واقع، دومين بردار ويژه

𝒑زمانيكه  𝒑-ماتريس لاپلاسی → سمت جواب ، به𝟏

بندی كند. در روش خوشهبهينۀ برش چيگر ميل می

 𝒑1-از نُرم 𝟐-بجای نُرم 𝒑-طيفی مبتنی بر گراف لاپلاسی

-شود. پس از انجام خوشهدر محاسبات گراف استفاده می

بند برای هركدام از زيرفضاها را در بندی، نتايج هر خوشه

𝒃كه    𝑨𝒃يك ماتريس مجاورت به نام  = 𝟏, … , 𝑩 قرار ،

-دهی میصورت زير مقدارهای آن بهدهيم كه درايهمی

 شوند:

(7) 
𝑎𝑖𝑗

𝑏

= {
1  if 𝑥𝑖  and 𝑥𝑗  is in the same cluster,         

 0  otherwise                                                    
                                 

 

سپس، يك فاكتور اطمينان برای نمايش ميزان 

ها محاسبه بندی حاصل با زوج محدوديّتتطابق خوشه

رت برای نمايش شود. به اين منظور، يك ماتريس مجاومی
 

1 p-norm 

صورت زير معرفی كرده، سپس، زوج محدوديّتها را به

 آوريم:فاكتور اطمينان را به دست می

(8) 𝑎̂𝑖𝑗 = {

1    if (𝑥𝑖 , 𝑥𝑗) ∈ 𝑀    

0    if (𝑥𝑖 , 𝑥𝑗) ∈ 𝐶     

−1 otherwise           

  

 

 𝑪متّصل و -های بايدمجموعه محدوديّت 𝑴كه 

متّصل است. با استفاده از -نبايدهای مجموعه محدوديّت

( نرخ 8( و )7شده در روابط )ماتريسهای مجاورت معرفی

ها های مربوط به محدوديّتداده زوجبندی درستی خوشه

 كنيم:را محاسبه می

(9) 𝚤𝑏 =
∑ ∑ {𝑎𝑖𝑗

𝑏 = 𝑎̂𝑖𝑗}𝑗 and 𝑗>𝑖𝑖

∑ ∑ 1𝑗 and 𝑗>𝑖 { 𝑎̂𝑖𝑗 ≠ −1}𝑖

 

سازی و ، مطابق رابطۀ زير طبيعی𝚤𝒃سپس، نرخ 

 شود:بندی میمقياس

(10) 𝚤̅𝑏  = 𝜉 .
𝚤𝑏 − 𝚤𝑚𝑖𝑛

𝚤𝑚𝑎𝑥 − 𝚤𝑚𝑖𝑛

 

𝚤𝒎𝒊𝒏كه در آن  = 𝐦𝐢𝐧
𝒃

𝚤𝒃  و𝚤𝒎𝒂𝒙 = 𝐦𝐚𝐱
𝒃

𝚤𝒃  و𝝃 

ضريب مقياس است. در نهايت، فاكتور اطمينان مربوط به 

 شود:صورت زير محاسبه میهر زيرفضا به

(

11) 
𝜋𝑏 =

𝐵𝚤𝑏̅

𝑚𝑎𝑥𝑏 𝐵𝚤𝑏̅ 

بند عدد هرچه ميزان فاكتور اطمينان يك خوشه

بند تعداد بزرگتری باشد، به اين معناست كه اين خوشه

 ها را ارضا كرده است.بيشتری از محدوديّت

در آخرين مرحله، پس از محاسبۀ فاكتور اطمينان، 

ی ها در همهيك ماتريس مجاورت برای تمامی داده

بندها و فاكتور زيرفضاها با اجماع نتايج تمامی خوشه

كنيم. اين ماتريس مجاورت گروهی با اطمينان توليد می

صورت زير به دست ( به11( و )7استفاده از روابط )

 آيد:می

(12) 𝒜 =
1

𝐵
 ∑(𝜋𝑏𝐴𝑏)

𝐵

𝑏=1

 

بندی طيفی اكنون با استفاده از روش خوشه

 كه در آن ماتريس لاپلاسی 𝒑-مبتنی بر گراف لاپلاسی

 𝓛 = 𝓘 − 𝓓−
𝟏

𝟐 𝓐𝓓−
𝟏

𝓭𝒊𝒊و  𝟐 = ∑ 𝓪𝒊𝒋𝒋  است، تمامی

بندی طور جداگانه خوشهها بهها در هركدام از محيطداده

 شوند.می

 تعدادو با  یطور تصادفبه رفضاهايكه زاز آنجا

 بندیخوشه جينتا اند،شده دينابرابر تول هاییژگيو

-قرار میمتفاوت،  يّۀاول هاییمقداردهتأثير شدت تحتبه

حل امری راه یفضازير نيبهتر افتني ،نيبنابرا .گيرند

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
1.

39
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

05
 ]

 

                             9 / 20

http://dx.doi.org/10.61186/jsdp.20.1.39
http://jsdp.rcisp.ac.ir/article-1-1198-fa.html


  

 
 55پیاپی  1شمارة  1402سال 

48 

با استفاده از جستجو  ندايفر كي ضروری است كه طیّ

 .چند عملگر، بايد بهترين زيرفضای ممكن را بيابيم

های گوناگون چندين با استفاده از محيط بنابراين،

روش  كيدر سپس، ده و كر ديراه حل تول یفضازير

عملگرهای  .ميابيمی را حلراه یفضازير نيمتناوب، بهتر

ها و جستجو به دو صورت محلی و سراسری تمامی محيط

كنند. نحوۀ عملكرد زيرفضاهای هر محيط را جستجو می

روزرسانی دو محيط و صورت تركيب و بهاين عملگرها به

روزرسانی فقط يك محيط است. هدف از تركيب دو يا به

ركيب های جديدی حاصل از تمحيط اين است كه محيط

بهترين زيرفضاهای هركدام از دو محيط اوليّه به دست 

روزرسانی فقط يك محيط، سعی بيايد. همچنين، با به

وری يك محيط با تغيير يكی از زيرفضاهای كنيم بهرهمی

آن محيط را افزايش دهيم. بنابراين، عملگر نخست، روی 

دو محيط كه اولی يك محيط دلخواه و دومی يكی از 

مشابه و نزديك به آن است،  عمل جستجو و های محيط

دهد كه آن را عملگر محلی روزرسانی را انجام میبه

طور كامل تصادفی ناميم. عملگر دوم، دو محيط را بهمی

كند؛ كه آن را روزرسانی میانتخاب كرده و آن دو را به

ناميم. و در نهايت، يك عملگر نيز عملگر سراسری می

 شود.مال میفقط روی يك محيط اع

 
 سازی روش پیشنهادیپیاده -3-2-1

صورت محلی يا سازی عمل جستجو بهجهت پياده

سراسری، لازم است محدودۀ جستجو را با تعيين ميزان 

كه گونهها تعيين كنيم. هماننزديكی يا شباهت محيط

پيشتر، بيان كرديم، تعدادی زيرفضای تصادفی نابرابر در 

هايی به ويژگیتوجّهشده است. باچند محيط مجزّا توليد 

توان كه هر زيرفضا بر اساس آنها توليد شده است، می

های نزديك )مشابه( به هم را تعيين كرد. برای محيط

تعيين ميزان شباهت هر دو محيط از يك معيار شباهت 

كنيم. به اين منظور، نخست يك بردار فازی استفاده می

شدۀ هر ی انتخابهادهندۀ ويژگیشاخص را كه نشان

صورت زيرفضای درون هر محيط است، برای هر محيط به

 كنيم:زير تعريف می

(13) 𝑣𝑖 = ∑ 𝑣𝑏

𝑏

 

ها را ی محيطدوی همهسپس، ميزان شباهت دوبه

با استفاده از  𝒋و  𝒊های يابيم. ميزان شباهت محيطمی

 شود:معيار شباهت فازی زير محاسبه می

(14) 
𝑆𝑖𝑚(𝛷𝑖 , 𝛷𝑗) =

1

∑ (
‖𝑣𝑖 − 𝑣𝑗‖
‖𝑣𝑖 − 𝑣𝑘‖

)

2
𝑞−1

𝐾
𝑘=1

 

ترتيب ، دو شاخص هستند كه به𝒒و  𝑲كه در آن 

دهند. ساز را نمايش میهای نزديك و فازیتعداد همسايه

 𝒋بيشتر باشد، احتمال انتخاب محيط  𝑺𝒊𝒎هرچه مقدار 

 شود.بيشتر می 𝒊عنوان همسايۀ نزديك و مشابه محيط به

ها،  يك يطسپس، بر اساس ميزان شباهت مح

 كنيم:درجۀ عضويّت تجمّعی معرفی می

(15) 
Ƙ = ∑ 𝑺𝒊𝒎(𝜱𝒊, 𝜱𝒉) 

𝒌

𝒉=𝟏

 

با استفاده از اين دو مقدار، يعنی ميزان شباهت 

ها و درجۀ عضويّت تجمّعی، اندازۀ فاصلۀ احتمالی محيط

 شود:های ديگر محاسبه میهر محيط با محيط
(16) 𝝆𝒍 = [

𝜿𝒍−𝟏

𝜿
−

𝜿𝒍

𝜿
] 

(17) Ƙ𝒍 = Ƙ𝒍−𝟏 + 𝑺𝒊𝒎(𝜱𝒊, 𝜱𝒋) 

Ƙ𝟎مقدار  = گيريم و                         در نظر می 𝟎

𝒍 ∈ {𝟏, … , 𝒌}   است. در ادامه، نحوۀ عملكرد هركدام از

 كنيم:عملگرها را جداگانه معرفی می

عملگر جستجوی محلیّ: در اين الگو دو محيط 

شوند كه محيط نخستين تصادفی و محيط انتخاب می

های نزديك نخستين با استفاده از همسايهدوم از بين 

و  𝜱𝒊شود. فرض كنيد محيط اول ( انتخاب می16رابطۀ )

بندی در هركدام باشد. پس از انجام خوشه 𝜱𝒋محيط دوم 

، آنها را بر اساس ميزان 𝒋و  𝒊های از زيرفضاهای محيط

كنيم. معيار بندی میدو رتبههای دوبهارضای محدوديّت

ها ساخته كه بر اساس ميزان ارضای محدوديّتبندی رتبه

 :شودصورت زير تعريف میشده است، به

(18) 𝜼(𝑺𝒃) =
𝑵𝒔

𝑵𝒕
                , b=1, …, B 

 

های ارضاشده ، تعداد محدوديّت𝑵𝒔در آن  كه

، تعداد كل 𝑵𝒕و  𝑺𝒃بند مربوط به زيرفضایتوسّط خوشه

بندی پس از رتبه 𝜱𝒋و  𝜱𝒊های محيط ها است.محدوديّت

صورت زير تعريف ها بهبر اساس ميزان ارضای محدوديّت

 شوند:می

(19) 𝜱𝒊 = {𝑺
𝜱𝒊
𝒊𝟏 , 𝑺

𝜱𝒊
𝒊𝟐 , … , 𝑺

𝜱𝒊
𝒊𝑩 } 

(20) 𝜱𝒋 = {𝑺
𝜱𝒋
𝒊𝟏 , 𝑺

𝜱𝒋
𝒊𝟐 , … , 𝑺

𝜱𝒋
𝒊𝑩 } 
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𝑺𝜱𝒊كه 

𝒊𝟏 دهندۀ زيرفضای ، نشان𝒊𝟏  از محيط𝜱𝒊 

صورت است و ترتيب قرارگيری زيرفضاها در هر محيط به

 زير است:

(21) η (𝑆
𝛷𝑖
𝑖1 ) ≥  η (𝑆

𝛷𝑖
𝑖2 ) ≥  …  ≥  η (𝑆

𝛷𝑖
𝑖𝐵) 

 شوند.روزرسانی میهای مسأله بهدوباره محيط

در اين مرحله يك  عملگر جستجوی تصادفی:

شود و با استفاده از انتخاب می  𝜱𝒊محيط تصادفی به نام 

,𝟎] ۀدر محدود 𝒓𝟑يك عدد تصادفی به نام  ، زيرفضای [𝟏

𝑺
𝜱𝒊

𝒊⌊𝒓𝟑𝑩⌋  انتخاب شده و يك زيرفضای جديد جايگزين آن

 شود:می
(28) 𝜱′𝒊 = {𝑺

𝜱𝒊
𝒊𝟏 , … , 𝑺

𝜱𝒊
′ , 𝑺

𝜱𝒊

𝒊⌊𝒓𝟓𝑩⌋+𝟏
, … , 𝑺

𝜱𝒊
𝒊𝑩 } 

های مسأله، تا زمانی كه اين مراحل بر روی محيط

كه به ملاحظه باشد، يا اينها قابلمحيطتغيير در 

-بيشترين تعداد تكرار الگوريتم نرسيده باشد، تكرار می

های موجود در مسأله، شوند و سپس، از بين تمام محيط

)محيطی كه دارای كمترين خطای  محيط بهينه

بندی روی آن بندی است( انتخاب و مسئلۀ خوشهخوشه

 شود.محيط برتر اعمال می

 

 هاج آزمایشنتای -4
در اين كار پژوهشی، ما كارايی عملكرد ايدۀ پيشنهادی 

دادۀ ژنتيكی بيماری سرطان مجموعه  20خود را بر روی 

در  دادهمجموعه 20های اين ويژگی .[26]ايم ارزيابی كرده

-نشان 𝒏 ،(1) در جدولاند. ( نشان داده شده1جدول )

 𝒌 و هاويژگیتعداد  𝒎 ها است،تعداد نمونه داده ۀدهند

آمده در اين دستنتايج به. دهدیها را نشان مردهتعداد 

نويسی متلب به كار پژوهشی با استفاده از زبان برنامه

دست آمده است. برای آزمايش ايدۀ پيشنهادی، زوج 

صورت تصادفی با استفاده از مجموعۀ ها را بهمحدوديّت

ها برای تمامی محدوديّتايم. تعداد زوج ها توليد كردهداده

های آزمايشی يكسان در نظر گرفته شده دادهمجموعه

ها در تمامی است. همچنين، مجموعۀ زوج محدوديّت

ها يكسان و بدون تغيير اجراهای هركدام از مجموعۀ داده

 هستند.

(، 1شده در جدول )های معرفیدادهمجموعه

ر آنها ابعاد های چالش برانگيزی هستند كه ددادهمجموعه

عنوان ها بسيار بالا و اندازۀ نمونه كوچك است؛ بهداده

نمونه و هر   66شامل   Garber-2001 دادهمجموعه مثال،

-متداول خوشه یكردهايعد است. روبُ 4553 ینمونه دارا

 نيدر ا یبخشتيرضا جيد نتانتوانینم نظارتینيمه یبند

 د.ندست آوره ب دادهمجموعه

 ، Ramaswamy-2001دادهمجموعه، گريمثال دعنوان به

اختصاص  رده 14بالا دارد كه به  ارينمونه با ابعاد بس 190

 سنّتی یبندخوشه یها، روشمورد نيا برایاست.  افتهي

 نير بر اثّمؤتوانند به طور یها، نمرده اديتعداد ز ليه دلب

 نيتوان از ای، مبنابرايناعمال شوند.  دادهمجموعه

عملكرد  یتر مرزهاقيدق یرسبر یداده برا یهامجموعه

 استفاده كرد. ینظارتمهين یبندخوشه یهاروش

در رويكرد پيشنهادی، از دو معيار اطّلاعات متقابل 

 2شدهو شاخص تصادفی تنظيم [27]( NMI) 1شدهطبيعی

(ARI )[28]  برای بررسی ارزيابی عملكرد استفاده

 یرهايّمتغ یاشتراكی آمار عاتاطّلا NMIشود. معيار می

بندی خوشهو آمده دستبه یبندخوشه مربوط به یتصادف

𝓒كند. فرض كنيد ی میريگاندازهرا هدف  =

{𝓒𝟏, … , 𝓒𝒄}  و𝓒
̂

= {𝓒̂𝟏, … , 𝓒̂𝒌} بندی به ترتيب خوشه

|𝓒𝒊|هدف به دست آمده باشند، و  = 𝒏𝒊 ،|𝓒̂𝒋| = 𝒏′𝒋 ،

|𝓒𝒊 ∩ 𝓒̂𝒋| = 𝒏𝒊𝒋  و𝒏 ها باشد. معيار تعداد كل دادهNMI 

 :شودصورت زير تعريف میبه
(29) 𝑁𝑀𝐼(𝒞, 𝒞

̂
)

=

∑ ∑ 𝑛𝑖𝑗 log (
𝑛 × 𝑛𝑖𝑗

𝑛𝑖 × 𝑛′𝑗
)𝑘

𝑗=1
𝑐
𝑖=1

√(∑ 𝑛𝑖 log
𝑛𝑖

𝑛
𝑐
𝑖=1 ) (∑ 𝑛′𝑗 log

𝑛′𝑗
𝑛

𝑘
𝑗=1 )

 

يك حالت خاص از شاخص  ARIهمچنين، معيار 

 ميعناصر تنظ تصادفی یگروه بند یبراتصادفی است كه 

 شود:میصورت زير تعريف ده و بهش

(29) 

𝐴𝑅𝐼(𝒞, 𝒞
̂

)

=

∑ (
𝑛𝑖𝑗

2
)𝑖,𝑗 − ∑ (

𝑛𝑖

2
)𝑖 ∑ (

𝑛′𝑗
2

)𝑗 / (
𝑛
2

)

[∑ (
𝑛𝑖

2
) +𝑖 ∑ (

𝑛′𝑗
2

)𝑗 ] /2 − ∑ (
𝑛𝑖

2
)𝑖 ∑ (

𝑛′𝑗
2

)𝑗 / (
𝑛
2

)
 

(30) 

های حاضر، تعداد زيرفضاهای تصادفی در آزمايش

(B)  ،و همچنين،  140ها را و تعداد زوج محدوديّت 20را

 𝒒 مقدار شاخص ايم.در نظر گرفته 20ها را، تعداد محيط

در فرمول  ϛو مقدار شاخص  2/0( برابر با 14در فرمول )

، همچنين، نرخ توليد زيرفضاهای تصادفی 25/0(، 27)

 تنطيم شده است. 5/0

 

1 Normalized Mutual Information 
2 Adjusted Rand Index 
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بار چهلتعداد دفعات تكرار الگوريتم پيشنهادی، 

ها در تمام در نظر گرفته شده است و زوج محدوديّت

 تعداد متفاوت زوج تأثيرنخست،  اجراها يكسان است.

ها و تأثير تعداد زيرفضای تصادفی و تأثير نرخ محدوديّت

سپس، نتايج  .ميكنیم یرا بررستوليد زيرفضای تصادفی 

ايدۀ پيشنهادی با نتايج روش پيشنهاد شده در مرجع 

با ايدۀ پيشنهادی سرانجام، شود و مقايسه می [22]

رايج و نظارتی نيمه یبندمختلف خوشه یكردهايرو

و  سهيمقا یواقع یايدن یهادادهمجموعه بر روی معروف

 .شودیمها بحث نتايج آزمايش
 

 تعداد n، که یواقع یایمربوط به سرطان در دن یهادادهمجموعه: مشخصات  (1-جدول)

 .[22]ست هاتعداد خوشه kها و یژگیتعداد و mداده،  یهانمونه 
(Table-1): Specifications of the real-world cancer datasets, where 𝒏 is the number 

 of data samples, 𝒎 is the number of features, and 𝒌 is the number of clusters. 
 𝒏 𝒎 𝒌 انديس دادهمجموعه

Alizadeh-2000-v3(o) D1 62 4096 4 
Armstrong-2002-v2 D2 72 2194 3 

Bredel-2005 D3 50 1739 3 

Chen-2002 D4 179 85 2 

Chowdary-2006 D5 104 182 2 

Dyrskjot-2003 D6 40 1203 3 

Garber-2001 D7 66 4553 4 

Golab-1999-v2 D8 72 1877 3 

Khan-2001 D9 83 1069 4 

Lapointe-2004-v1 D10 69 1625 3 

Lapointe-2004-v2 D11 110 2496 4 

Nutt-2003-v1 D12 50 1377 4 

Pomeroy-2002-v2 D13 42 1379 5 

Ramaswamy-2001 D14 190 1363 14 

Risinger-2003 D15 42 1771 4 

Singh-2002 D16 102 339 2 

Su-2001 D17 174 1571 10 

Tomlins-2006-v1 D18 104 2315 5 

Tomlins-2006-v2 D19 92 1288 4 

West-2001 D20 49 1198 2 

 

 
 

 هاتأثیر تعداد متفاوت زوج محدودیّت (:2-)شکل
(Figure-2): The effect of the different number of  pairwise constraints 
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 هاتأثیر تعداد متفاوت زوج محدودیتّ -4-1
بر ها را محدوديّتمتفاوت زوج تأثير تعداد ( 2) شكل

سرطان  ۀمجموعه داد 8 روی برپيشنهادی عملكرد روش 

-منحنی دهد.ینشان م NMIاستفاده از معيار سنجش با 

( را 2شده در شكل )دادهنمايش NMIهای مقادير معيار 

 با افزايش گونه كه انتظار داريم،كنند كه همانبيان می

 زيندی روش پيشنها كارايیها، محدوديّتزوج تعداد 

-Khan دادهمجموعهدر  عنوان مثال،؛ بهيابدیم شيافزا

 100 تا 20ها از محدوديّت زوج كه تعدادوقتی 2001

-افزايش می 9/0تا  6/0 ازنيز  NMIمقدار ، ابديیم شيافزا

 NMIمقدار  West-2001 دادهمجموعهدر  همچنين، يابد.

دهد كه ینشان م نيا. ابديیم شيافزا 76/0 به 31/0 از

 ؛ها حساس استمحدوديّتزوج به تعداد  روش پيشنهادی

 .و دور از انتظار نيست است یمنطق یريگجهينت كيكه 

در دسترس بودن  یبه معنا هامحدوديّتزوج  شتريتعداد ب

 به بهبود عملكرد الگوريتماست، كه  شترياطّلاعات ب

زوج  قابل ذكر است كه . كندكمك می یبندخوشه

 پيشيندانش  به كمك ،طور معمولبه هامحدوديّت

آوردن  ستبه د یبرااغلب و  ديآیدست مه ب كارشناسان

در نتيجه، شوند. یل ممتحمّ يی نيزبالا ۀنيدانش هز نيا

به دست آوردن  یبرا نهيو هز تميعملكرد الگور نيببايد 

ما در ، بنابراين. يك مصالحه انجام شود پيشيندانش 

 100حداقل را  هامحدوديّتزوج  تعدادهای خود آزمايش

داشته  نهيهز عملكرد/بين ل متعايك تا  گيريمدر نظر می

 باشيم.
 

 تأثیر تعداد زیرفضاهای تصادفی -4-2
برای بررسی تأثير تعداد زيرفضاهای تصادفی بر 

شماری با های بیروی عملكرد روش پيشنهادی، آزمايش

بر  25تا  5)تعداد زيرفضاها( از  𝐁تعداد متفاوت شاخص 

طور تصادفی انتخاب شدند، كه به دادهمجموعهروی چهار 

 انجام شد.

كنيد، افزايش تعداد ( مشاهده می3كه در شكل )گونههمان

-زيرفضاهای تصادفی، تأثير مثبتی روی عملكرد خوشه

تأمّل اين است دارد. نكتۀ قابل NMIبه مقدار بندی باتوجّه

به عدد  𝐁ها، زمانی كه  مقدار دادهمجموعهيشتر كه در ب

رسد، تغيير چندانی در عملكرد روش پيشنهادی می 20

شود، اين بدين معنی است كه الگو به يك حاصل نمی

 پايداری و ثبات رسيده است.
 

 

 (: تأثیر تعداد زیرفضاهای تصادفی3-)شکل

(Figure-3): The effect of the number of random subspaces 
 

زمانی  Tomlins-2006-v1 دادهمجموعهعنوان مثال، در به

آمده برابر با دستبه NMIاست، مقدار  5برابر  Bكه مقدار 

-طوركه انتظار می، همانBاست و با افزايش مقدار  77/0

 20كند و با تعداد افزايش پيدا می NMIرود، مقدار 

ماند. و ثابت باقی می 785/0برابر با  NMIزيرفضا، مقدار 
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، يك مقدار 20بنابراين، تنظيم تعداد زيرفضاها روی عدد 

 مناسب برای دستيابی به عملكرد بهتر است.

 

 تأثیر نرخ تولید زیرفضاهای تصادفی -4-3
فی ( تأثير مقدار نرخ توليد زيرفضاهای تصاد4شكل)

دهد. روش پيشنهادی در را نشان می NMIبه مقدار باتوجّه

های دادهمجموعههای سرطانی، مانند دادهمجموعهبيشتر 

Armstrong-2002-v3(o) ،Bredel-2005 ،Khan-2001  و

Singh-2002 زمانی كه نرخ توليد زيرفضاهای تصادفی ،

قدار است، بهترين عملكرد را دارد و با انحراف نرخ از م 5/0

شود. يكی بخشی نتايج حاصل كمتر می، ميزان رضايت5/0

از دلايل احتمالی اين است كه افزايش نرخ توليد 

دار و های نوفهزيرفضاهای تصادفی، باعث ايجاد نمونه داده

شود كه بر عملكرد روش زايد بيشتری در زيرفضا می

 گذارد.پيشنهادی تأثير منفی می
 

مقایسه روش پیشنهادی با روش مرجع  -4-4
[22] 

در اين زير بخش به تحليل و مقايسۀ روش پيشنهادی با 

پردازيم. نتايج بندی مشابه میهای خوشهيكی از روش

بندی ايدۀ پيشنهادی نسبت به روش عملكرد روش خوشه

، ARIبا استفاده از معيار سنجش  [22]شده در مرجع ارائه

با بررسی و مقايسۀ  شده است. ( نشان داده2در جدول )

، روش ARIبه معيار سنجش آمده، باتوجّهدستنتايج به

از روش  دادهمجموعه 20از دادهمجموعه 12پيشنهادی در 

پيشی گرفته و عملكرد بهتری داشته است.  [22]مرجع 

مقدار  Pomeroy-2002-v2 دادهمجموعهعنوان مثال، در به

ARI بيشتر از  0357/0ميزان  برای روش پيشنهادی، به

 .به دست آمده  است [22]روش مرجع 

مقدار  Khan-2001عنوان مثالی ديگر، در مجموعه دادۀ به

ARI  بيشتر از روش  0607/0روش پيشنهادی به ميزان

 است. [22]مرجع 

پيشنهادی، عملكرد  برای تحليل بهتر نتايج و مقايسۀ روش

( با 5در شكل ) [22]روش پيشنهادی و روش مرجع 

-ای رسم شده است. نمودار جعبهاستفاده از نمودار جعبه

، توزيع و پراكندگی ای، نموداری برای توصيف تغييرات

 یو پراكندگ یمركز شاخص نيچندها بر اساس داده

-توان برای مقايسه ويژگیی است. از اين نمودار میآمار

سان های يكدادهمجموعههای چند روش مختلف بر روی 

 زمان استفاده كرد.طور همبه

 
 

 (:تأثیر نرخ تولید زیرفضاهای تصادفی4-)شکل
(Figure-4): The effect of the production rate of random subspaces
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 ARI اریمعاز  استفادهبا  [22]با روش مرجع  یشنهادیعملکرد روش پمقایسۀ  (:2-)جدول
(Table-2): The performance of our proposed method in comparison 

to the reference [22] using ARI criterion 

 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 دادهمجموعه

 روش پيشنهادی
9917/0 9683/0 8255/0 9088/0 0000/1 0000/1 7549/0 9315/0 9539/0 7191/0 

روش مرجع 
[22] 9852/0 9231/0 8257/0 8426/0 9825/0 0000/1 7737/0 9032/0 8932/0 6731/0 

 D11 D12 D13 D14 D15 D16 D17 D18 D19 D20 دادهمجموعه

 روش پيشنهادی
6379/0 9901/0 9215/0 3812/0 9974/0 8288/0 8872/0 7780/0 5099/0 9419/0 

روش مرجع 
[22] 5874/0 9970/0 8858/0 4014/0 9604/0 7924/0 8271/0 8078/0 5269/0 9596/0 

 

 
 ARI[ با استفاده از معیار 22ای مقایسۀ روش پیشنهادی با روش مرجع ](: نمودارهای جعبه5 -)شکل

(Figure-5): Box plot comparison of the proposed method with reference [22] using ARI criterion 
 

از  یعدد یژگيپنج و ۀخلاص ایجعبه ینمودارها

 نيشامل كمتر دهد. اين مقاديرمی نشان را هادادهمجموعه

و  4سوم چهارم كي ،3، متوسط2چهارم اول كي، 1مقدار

ای طوركه از نمودار جعبههمان .است 5مقدار نيشتريب

( مشخص است، مقدار متوسُط در روش 5شكل )
 

1 minimum score 
2 first (lower) quartile 
3 median 
4 third (upper) quartile 
5 maximum  score 

قرار  [22]پيشنهادی بالاتر از مقدار متوسط روش مرجع 

است. همچنين، پراكندگی ميانگين برای روش گرفته 

پيشنهادی بيشتر است، زيرا ارتفاع جعبۀ آن بزرگتر از 

است. يكی از دلايل  [22]مرجع ارتفاع جعبه روش 

-تواند انتخاب فرايند خوشهاحتمالی اين افزايش مقدار، می

تر و بندی متعادلباشد كه باعث خوشه 𝒑-لاپلاسیبندی 

 شود.ايجاد زيرفضاهای بهينه می

 

 متوسط

کمترین                                                    کمترین مقدار

 مقدار

 

 رین مقداربیشت                                                      رین مقداربیشت

 متوسط

روش                                      [22]روش مرجع 

 پیشنهادی
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مقایسه روش پیشنهادی با تعدادی از  -4-5

های یادگیری متریک فاصله جهت روش

 بندیخوشه
يادگيری متريك فاصله بر عملكرد  هایاز آنجاكه روش

بندی تأثير بسيار مثبتی دارد، در اين های خوشهروش

زيربخش روش پيشنهادی را با چندين روش يادگيری 

های يادگيری متريك كنيم. روشمتريك فاصله مقايسه می

های موردمقايسه عبارتند از روش تجزيه و تحليل مؤلّفه

متريك اطّلاعات ، روش يادگيری [29]( RCA)1مرتبط

های ، روش تجزيه و تحليل مؤلّفه[30] (ITML)2نظری

شده نتايج روش ارائه . همچنين،[31]( DCA) 3تمييزكننده

اند. نيز برای بررسی و مقايسه ارائه شده [22]در مرجع 

( نتايج روش پيشنهادی در مقايسه با ساير 3جدول )

ير در دهد. بهترين مقادهای ذكر شده را نمايش میروش

صورت جدول با قلم پررنگ و دومين بهترين مقدار به

 اند.زيرخط مشخص شده

كنيد، روش ( مشاهده می3طوركه در جدول )همان

، دادهمجموعه 20از  دادهمجموعه 11 پيشنهادی در

شده های مقايسهبهترين نتايج را در مقايسه با ساير روش

از  دادهمجموعهبه دست آورده است. همچنين، در شش 

، دومين مجموعه، بهترين نتيجه را به دادهمجموعه 20

-Bredel دادهمجموعهعنوان مثال، در دست آورده است؛ به

 1042/0آمده در روش پيشنهادی  دستمقدار به 2005

و  RCAبيشتر از  1846/0و مقدار  [22]بيشتر از مرجع 

 468/0و همچنين، مقدار  ITMLبيشتر از  4/0مقدار 

-Garber دادهمجموعهاست. همچنين، در  DCAبيشتر از 

 1198/0آمده در روش پيشنهادی  دستمقدار به 2001

و  RCAكمتر از  0265/0و مقدار  [22] بيشتر از مرجع

و همچنين، مقدار  ITMLبيشتر از  2916/0مقدار 

ای (، نمودار ميله6شكل )  است. DCAبيشتر از  3702/0

های يادگيری مقايسه روش پيشنهادی با ساير روش

دهد. يكی از دلايل بهتر شدن متريك فاصله را نشان می

تواند استفاده از های حاصل از روش پيشنهادی میجواب

-ها مانند خوشهيافته در تجزيه و تحليل دادهفضای كاهش

تر از فضای اصلی انجام بندی باشد، زيرا گاهی اوقات دقيق

تواند اين موضوع باشد شود و همچنين، دليل ديگر میمی

بندی كه روش پيشنهادی نتيجۀ چندين خوشه

 

1 Relevant Component Analysis 
2 Information Theoretic Metric Learning 
3 Discriminative Component Analysis 

آمده از زيرفضاهای مختلف تصادفی را در يك دستبه

كند؛ كه اين باعث بهبود عملكرد نتيجۀ كلیّ ادغام می

 های يادگيری متريك است.بندی نسبت به روشخوشه
 

 گیرینتیجه -5
بندی گروهی بر مبنای خوشه يك چارچوبدر اين مقاله، 

ها با ابعاد بندی دادهبرای خوشه  𝒑-لاپلاسیبندی خوشه

بندی بالا، پيشنهاد شد. در مقايسه با رويكردهای خوشه

نظارتی سنّتی، روش پيشنهادی اين مقاله، چند نيمه

ويژگی مهم داشت. از جمله، از روش پيشنهادی برای 

متّصل -های بايدجفت محدوديّتچگونگی استفاده از تمام 

متّصل از خاصيّت تراگذری و انتشار جفت -و نبايد

ها استفاده كرد. همچنين، در روش پيشنهادی، محدوديّت

بندی گروهی با استفاده از توليد تعدادی زيرفضای خوشه

های حلسازی شد، به اين ترتيب كه راهتصادفی پياده

-ه و وظيفۀ خوشهبندها را تجميع كردهركدام از خوشه

شده به يك بندی نهايی را با استفاده از اطّلاعات تجميع

واگذار  پارچه حاصل از زيرفضای بهينهبند نهايی يكخوشه

 كرد.

-جهت افزايش عملكرد روش پيشنهادی از روش خوشه

در هر قسمت از عمليات استفاده شد.  𝒑-بندی لاپلاسی

گيری از های متعدد دريافتيم كه بهرهپس از انجام آزمايش

بندی گروهی با كمك فاكتور اطمينان، های خوشهروش

توانايی الگوريتم پيشنهادی برای دستيابی به نتايج بهتر را 

بخشد. همچنين، استفاده از عملگرهای تراگذری بهبود می

اهای تصادفی با اندازۀ نابرابر، نقش مهمّی و انتخاب زيرفض

در دستيابی به عملكرد بهتر برای الگوريتم پيشنهادی 

داشت. يكی ديگر از رويكردهای تأثيرگذار در عملكرد 

روش پيشنهادی استفاده از عملگرهای جستجو جهت 

يافتن بهترين زيرفضا بود كه باعث دستيابی به نتايج بهتر 

های با دادهمجموعهدر مواجهه با  شد. الگوريتم پيشنهادی

ها بهتر ترين روشاز بسياری از پيشرفته ابعاد بسيار بالا،

بندی گيری از روش خوشهعمل كرد. و در نهايت، بهره

تری تر و طبيعی، حجم بهتر و متعادل 𝒑-لاپلاسیطيفی 

 ها در مقايسه با نمونه استاندارد طيفی توليد كرد.از خوشه

در پايان،  قابل ذكر است كه ميزان اثربخشی زوج 

توان های زائد را میها و نحوۀ حذف محدوديّتمحدوديّت

های روش پيشنهادی در نظر عنوان يكی از محدوديّتبه

گرفت.
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 فاصله یادگیری متریکهای ای مقایسه روش پیشنهادی با سایر روش(: نمودار میله6-)شکل

(Figure-6): Histogram diagram comparison of the proposed method with 

other distance metric learning methods 

 

 NMI استفاده از معیار سنجشبا  یبندخوشه با چند روش سهیدر مقا یشنهادیعملکرد روش پ (:3-)جدول
(Table 3): Performance of our proposed method compared to several clustering 

methods using NMI measurement criteria  
 RCA ITML DCA [22]روش مرجع روش پيشنهادی دادهمجموعه

D1 9601/0 9418/0 9254/0 6361/0 8766/0 

D2 0000/1 0000/1 6696/0 9293/0 9572/0 

D3 9154/0 8112/0 7308/0 5154/0 4474/0 

D4 7932/0 7829/0 6069/0 6948/0 7654/0 

D5 9534/0 9298/0 8785/0 9298/0 8796/0 

D6 9915/0 0000/1 9638/0 8350/0 7744/0 

D7 8536/0 7338/0 8801/0 5620/0 4834/0 

D8 9900/0 9888/0 6920/0 8094/0 8791/0 

D9 0000/1 9922/0 8455/0 9648/0 9553/0 

D10 6571/0 6076/0 6562/0 5442/0 4005/0 

D11 5333/0 4788/0 5605/0 4474/0 5657/0 

D12 9000/0 9003/0 8709/0 5138/0 6666/0 

D13 9789/0 9661/0 9282/0 8917/0 9472/0 

D14 7415/0 6836/0 5379/0 6615/0 6498/0 

D15 8769/0 8766/0 9329/0 7454/0 6209/0 

D16 7316/0 5132/0 7333/0 8227/0 7220/0 

D17 9059/0 8138/0 6740/0 7523/0 7252/0 

D18 8299/0 8254/0 7441/0 6664/0 7027/0 

D19 7584/0 6044/0 7775/0 7175/0 6698/0 

D20 8765/0 8762/0 8762/0 0000/1 8221/0 
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