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مدت تقاضاي بار با استفاده از  بيني كوتاهپيش

ذاتي، تبديل موجك و   ةلفؤتجزيه سيگنال به م

 رگرسيون بردار پشتيبان 

 محسن پارسا مقدم   و  *الله کشوري، مریم ایمانیروح

 ، تهران، ایراندانشکده مهندسی برق وکامپیوتر، دانشگاه تربیت مدرس

 

 

 

 چکیده 
 زمانی   سري  ماهیت  به  توجه  باکند.  هاي قدرت ایفا میبرداي از سیستممدت بار الکتریکی نقش مهمی در طراحی و بهرهبینی کوتاهپیش

بار  بینیپیش  مدت، کوتاه  الکتریکی  بار چالش  دقیق  مقاله،   برانگیزبسیار  این  در  پیش  روشی  است.  کوتاهبراي  بار  پیشنهاد  بینی  مدت 

است.   مرحله  شده  )  نخستدر  ذاتی  مد  تجربی  ها(  IMFتوابع  مد  تجزیه  روش  از  استفاده  با  بار  می  )(EMDمنحنی  شوند.  استخراج 

 IMFتمیزي حاصل شود. در مرحله دوم هر  نسبهبهشود تا سیگنال است در این مرحله دور ریخته می فهمانده سیگنال که حاوي نوباقی

شود. هر زیردنباله حاوي اطلاعات و جزئیات متفاوتی است که هاي آن حاصل  دنبالهشود تا زیربا استفاده از تبدیل موجک تجزیه می

پیشمی بهبود دقت  به  مرحلتواند  در  کند.  کمک  زیردنبالهبینی  بهه سوم  دردستهاي  و  تجمیع شده  رگرسیون    وسیلةبهنهایت  آمده 

بر روي دو مجموعهشوندمیگویی استفاده  جهت پیش  (SVR)بردار پشتیبان   پیشنهادي  معیار. روش  با چهار  و  کانادا  و  لهستان   داده 

( مربعات  میانگین  )MSEخطاي  خطا  مربعات  میانگین  ریشه   )RMSE  ،)( خطا  مطلق  درصد  مطلق  و    (MAPEمیانگین  خطاي  میانگین 

(MAE  )با معیار    داده لهستانمجموعه بینی بار براي  دهد که خطاي پیشها نشان میمورد ارزیابی قرار گرفت. یافته𝑴𝑺𝑬    0.0012برابر   ،

معیار   معیار    0.0342برابر    𝑹𝑴𝑺𝑬با  معیار  2.9771برابر    MAPEبا  با   ،MAE    براي    0.0044برابر کانادامجموعه و  معیار    داده  برابر    𝑴𝑺𝑬با 

5.0969e-07  معیار با   ،𝑹𝑴𝑺𝑬    7.1393برابرe-04    معیار معیار    9571 .0برابر    MAPEبا  با  روش است  2624e-04برابر    MAEو  مقایسه  از   .

    است.هاي رقیب، نتایج بهتري از نظر میزان خطا مشاهده شده پیشنهادي نسبت به سایر روش
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Abstract 
The Short-term forecasting of electric load plays an important role in designing and operation of power 

systems. Due to the nature of the short-term electric load time series (nonlinear, non-constant, and non-

seasonal), accurate prediction of the load is very challenging. In this article, a method for short-term 

daily and hourly load forecasting is proposed. In this method, in the first step, the intrinsic mode 

functions (IMFs) of the Electric load curve, which are a group of average and pseudo-periodic average 

signals, are extracted by using the empirical mode decomposition (EMD) method, which is a non-linear 

and non-constant time-frequency method. For this purpose, the maximum and minimum points of the 

signal are determined, and then, in one cycle, the difference between the average curve of the upper and 

lower envelope is calculated with it. This continues until the result falls below a threshold value, and 

then, the rest of the signal which contains noise is discarded to get a relatively clean signal. In the second 
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step, we need to obtain the sub-sequences of each IMF. So, we use the wavelet transform. The wavelet 

transform is a kind of transform that is used to decompose a continuous signal into its frequency 

components, and the resolution of each component is equal to its scale. Each subsequence contains 

different information and details that can help the improvement of the prediction accuracy. In the third 

step, the obtained subsequences are aggregated and finally used for prediction by Support Vector 

Regression (SVR). Support vector regression is a type of supervised learning system that is used for both 

grouping and estimating the fitting function of data in regression problems so that the least error occurs 

in the grouping of data or in the fitting function. The purpose of the proposed method is to reduce the 

error for daily and hourly load prediction. In this method, two datasets of Poland and Canada have been 

experimented. With four criteria of mean square error (MSE), root mean square error (RMSE), average 

absolute percentage error (MAPE) and mean absolute error (MAE), the results are evaluated. The 

findings show that the load prediction error for the Polish data set are as follows: MSE equal to 0.0012, 

RMSE equal to 0.0342, MAPE equal to 2.9771, and MAE equal to 0.0044. For Canadian data set, the 

results are as follows: MSE equal to 5.0969e-07, RMSE equal to 7.1393e-04, MAPE criterion equal to 

0.9571, and the MAE criterion equal to 2624e-04. Comparison of the proposed method with other 

competing methods show that better results are achieved by the proposed method in term of the error 

rate . 

 

Keywords: Short-term electrical load forecasting, Electricity demand, empirical mode decomposition, 

wavelet transform, support vector regression 

 

 

 مقدمه -1
هاي هوشمند توجه زیادي در  کمبود انرژي و توسعه شبکه

. از میان صنایع،  [2,1]  عصر حاضر به خود جلب کرده است
بسیار   رکنی  و  کشور  یك  زیربنایی  صنایع  از  برق  صنعت 

با توسعه و  مهم در رشد و پیشرفت جوامع امروزي دارد و  
رشد جمعیت، میزان تقاضا براي مصرف انرژي الکتریکی رو  

افزایش   مصرف  بیش  .[3]  استبه  تقاضاي  درصد  ترین 
  رگانی، ، باز%22تا    %21انرژي الکتریکی را بخش مسکونی  

دارند  و  حمل  و  صنعتی اینکه هدف    . [4]  نقل  به  توجه  با 
شبکه پاسخاصلی  برق  توزیع  با  هاي  تقاضا  این  به  گویی 

و از سویی بار سیستم پارامتري است   استکیفیت مطلوب  
ت  طورتقریبیبهکه   را تحت  عملکرد سیستم  قرار  أ تمام  ثیر 
هاي  تمامی بخشبینی بار در  بنابراین مساله پیش؛  دهدمی

به  همواره  توزیع  و  انتقال  تولید،  از  اعم  برق  عنوان  صنعت 
بهره  و  طراحی  در  اساسی  فاکتورهاي  از  آنها یکی  برداري 

توان بینی برق مصرفی میهمچنین با پیش.  [5]  بوده است
کافی  شبکه   را  اطلاعات  توسعه  و  طراحی  توزیع براي  هاي 

پیش این  کرد.  بهتهیه  تحلیبینی  آینده  منظور  نیازهاي  ل 
به معنی تعیین مقدار توان   1بینی بار مورد نیاز است. پیش

  با .  استر  هاي آینده بر مبناي تخمین بادر سال  رمصرفی با
 براي  بسیاري  هايروش  مهم،   هايجنبه   این  گرفتننظردر

  تا   است  شده  گرفته  کار  به  ها سال  طول  در  بار  بینیپیش
  آورد، دست  به  کارآمد   ریزي  برنامه  براي  تريدقیق  نتایج

موضوع وجود،  این  با  هنوزپیش  ولی  بار   لهأ مس  یك  بینی 
 . [6] است برانگیز چالش

را میپیش بار  بهبینی  ،  2مدت ح کوتاهسط  سه  توان 
بلند  3مدت میان بار  پیش.  [2]  دکرتقسیم    4مدت و  بینی 

 

1 Load Forecasting 
2 Short-term load forecasting(STLF) 

  استفاده بار ساعتی را    همچونبراي زمان کوتاه  ،  مدت کوتاه
پیششود.  می ساعتی،  زمان  است  ممکن  بار  بینی 

چندساعت، روزانه، هفتگی، ماهیانه و یا فصلی باشد. برآورد 
کوتاه بهرهبار  در  سیستم مدت  نقش  برداري  قدرت  هاي 

در بازه    بینی بار میان مدت. پیش[7، 8]  کند اساسی ایفا می
می  پنجحداکثر   انجام  پیشساله  این  براي  بینیشود.  ها 

میانگیري تصمیم سیاستهاي  تعیین  مانند  و  مدت  ها 
میانگیري تصمیم و  هاي  ظرفیت  تعیین  حتی  یا  و  مدت 

پست میمکان  قرار  استفاده  مورد  بار  پیش  گیرد.ها  بینی 
گیرهاي کلان مدیریتی نظیر تعیین تصمیمجهت    بلندمدت

برنامهها  گذاريحجم سرمایه تهیه  آینده  در  بلندمدت  هاي 
استفاده   پیشمورد  بلندمدت در شبکهاست.  بار  هاي  بینی 

دوره براي  می  پانزدهالی    ده هاي  توزیع  انجام   شودسال 
با [7، 9]  غیر  و   ثابت  غیر  غیرخطی،  ماهیت   به  توجه  . 

  بینی پیش  ،مدتکوتاه  الکتریکی  بار  زمانی  سريبودن  فصلی
 . [9] است برانگیز چالشبسیار  دقیق بار

نتیجه تصمیم   ،در  هر  بر  اساس  مبتنی  گیري 
قبلی   کامل  استاطلاعات  اطلاعات  این  هرچه  و  و  تر 

شود.  تر میتر و کم اشتباهگیري راحت تر باشد تصمیمدقیق
علاوهپیش بار  صحیح  صرفهبینی  هزینه بر  در  هاي  جویی 

برنامهسرمایه امکان  نگذاري،  توسعه  براي  و  یروگاهریزي  ها 
میشبکه  فراهم  را  توزیع  و  انتقال  این  هاي  از  هدف  آورد. 
دقت    مقاله افزایش  جهت  روشی  بار    بینیپیشپیشنهاد 
بهرهکوتاه با  تجربی مدت  مد  تجزیه  از  تجزیه  5گیري   ،

 .است  7و رگرسیون بردار پشتیبان  6موجك 

 
3 medium-term load forecasting(MTLF) 
4 long-term load forecasting(LTLF) 
5 Empirical Mode Decomposition 
6 Wavelet Transform 
7 Support vector machine (SVR) 
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 کارهاي مرتبط -2
الکتریکی انرژي  تخمین  رویکردهاي    توانمی،  براي 

مصنوعی شبکه  چونگوناگونی   عصبی  فازي[10]  هاي   ،  
موجك،  [11] رگرسیون   [13]   رگرسیون  ،[12]  تبدیل    و 

هاي  نام برد. همچنین از روش را    [2، 14، 15]  بردار پشتیبان
الگوریتم مانند  رده ترکیبی  درخت  و  هاي  بندي 

رگرسیو  ،(C&RT)رگرسیون و  عصبی  اشاره   [2]  نشبکه 
 د.کر

اخیر  در سال براي پیش  تربیشهاي    بینیمطالعات 
شده  بار متمرکز  عصبی  شبکه  شبکه   ؛ اندروي    هاي زیرا 

پرسپترونمانند    محلی  عصبی   هر   توانندمی  [16]  عصبی 
و  تقریب  را  غیرخطی  عملکرد  توانندمی  همچنین  بزنند 

نتایج   هايسري  و   پیچیده  هايمدل  براي   معقولی   زمانی 
بینی  پیششده در زمینه  مطالعات انجام  .[9]  آورند  دستبه
. از این استمدت  بار کوتاه  بینیپیشبیشتر مربوط به    ،بار

   کرد:به موارد زیر اشاره توان میدسته 
مطالعه پشتیبان    [2]  در  بردار  رگرسیون  ترکیب  از 

(SVR)    1وLSTM    پژوهش    شده استفاده این  در  است. 
نیز علاوه دما  مشخصات  از  الکتریکی  بار  از  استفاده  بر 

مطالعه   در  است.  شده  پیش  [9]استفاده  بار  به  بینی 
عصبی  مدت  کوتاه شبکه  از  استفاده  پرداخته   2RNNبا 

می نشان  نتایج  است.  شبکهشده  که  که RNN  دهد   ،
قادر  LSTM  بر  مبتنی  سري  دقیق  بینیپیش  به  است، 
  . است  طولانی  بینیپیش  افق   با  پیچیده  الکتریکی  بار  زمانی

توان به طراحی ساختار مناسب از مشکلات این روش، می
نمونه تعداد  با  آن  آموزش  و  نام  شبکه  آموزشی کافی  هاي 

 برد.
مطالعه   پیش  [14]در  با  هدف  بار  تقاضاي  بینی 

الگوریتم ترکیبی  روش  از  به  استفاده  سیگنال  تجزیه  هاي 
بردار پشتیبان است.  لفهؤم و رگرسیون  روش  از  هاي ذاتی 

بهمؤلفهتجزیه    برايپیشنهادي،   ذاتی  یك  هاي  عنوان 
نو رفع  داده  فهمرحله  میدر  استفاده  آموزش  و    کند هاي 

از   پیش  SVRسپس  استبراي  شده  استفاده  .   بینی 
مجموعهآزمایش روي  بر  کشور ها  از  الکتریکی  بار  داده 

با    SVRو روش پیشنهادي با الگوریتم    لهستان انجام شده 
است.   شده  مقایسه  مختلف  ویژگی  بردارهاي  از  استفاده 

می نشان  الگوریتم نتایج  از  پیشنهادي  الگوریتم  که  دهد 
SVR  و الگوریتمdenoised-SVR   داراي خطاي کمتري در
است.پیش الکتریکی  بار  چالش   بینی  جمله  این  از  هاي 

ها، استخراج اطلاعات کافی از دنباله بار براي دسته از روش 
 گویی بار است.جهت پیش SVRتغذیه به 

 

1 long short-term memory (LSTM) 
2 Recurrent Neural Network (RNN) 

مطالعه   پیش  [17]در  کوتاهبه  بار  با  بینی  مدت 
پرداخته شده است. در این   3عمیق   استفاده از شبکه عصبی

پیاده براي  پلتفرم  پژوهش  از  توابع    Tensor-flowسازي  و 
داده  استفاده شده و مجموعه  5ELUو    4ReLUسیگموئید،  

براي پیش  90 ایبري  بازار  بینی در نظر گرفته شده  روزانه 
نتایج بهتري نسبت    ReLUاست. طبق نتایج، شبکه با تابع  

می نشان  توابع  سایر  براي به  هنوز  مدل  این  دقت  دهد. 
قراداده ارزیابی  مورد  بزرگتر  است.هاي  نگرفته  تعیین   ر 

عمق مناسب شبکه با توجه به محتوي داده در دسترس، از 
چالش روشجمله  عمیق  هاي  یادگیري  بر  مبتنی  هاي 

 .است
بینی بار از ماشین بردار پیشبراي    [18]  در مطالعه 

پشتیبان استفاده شده و براي تنظیم پارامترها از الگوریتم  
خاکستري  بهینه  گرگ  نتایج سازي  است.  شده    استفاده 

  که  است  مؤثر  روش  یك  این  که   دهد می  نشان   تجربی
  بهبود   گیريچشم  طرز  به  را   بینیپیش  دقت   تواند می

 بخشد.  
مطالعه   شبکه پیش  [19]در  از  استفاده  با  بینی 

کاوي انجام شده است.  هاي دادهعصبی مصنوعی و الگوریتم
این  مجموعه  در  است.  فرانسه  کشور  استفاده  مورد  داده 

خوشه  به  ابتدا  الگوریتم  پژوهش  از  استفاده  با  - Kبندي 

means  کلاس به  سپس  و  ویژگی  استخراج  با  براي  بندي 
  k - Nearest Neighborsو  Naïve Bayesهاي  الگوریتم 

داده کلاس  این  براي  در  است.  شده  پرداخته  روزانه  هاي 
ب عملکرد سیستم  پیشروش  بالا  راي  مدت  بار کوتاه  بینی 

ها  رفته است. از مشکلات این روش انتخاب مناسب خوشه 
بینی به پیش  [20]بند است. در مطالعه  براي ورود به طبقه 

  6SSAمدت با استفاده از ماشین بردار پشتیبان و  بار کوتاه
الگوریتم  از  پارامترها  انتخاب  براي  است.  شده  پرداخته 

فاخبهینه  این سازي  ارزیابی  براي  است.  شده  استفاده  ته 
مجموعه از  ساعت  مدل  نیم   New South Walesداده 

نتایج است.  شده    مدل   که  دهد می  نشان  تجربی   استفاده 
 در  تردقیق   الکتریکی  بار  بینیپیش  تواندمی  پیشنهادي

   . دهد ارائه بحث مورد هايمدل  با مقایسه
مطالعه     نام   به  برق   مصرف  بینی پیش  یك  [21]در 

SVR-LSTM  بر  پیشنهادي  روش.  است  شده  پیشنهاد 
  مگابایت   در  ساعتی  بارهاي  از  دادهمجموعه   یك  روي

  SVR  به   نسبت  بهتري  نتایج  روش  این .  است  شده   آزمایش
در  .  است  داده  نشان  LSTM  و پارامترها  مناسب  تنظیم 

SVR  وLSTM سزایی برخوردار است. از اهمیت به 

 

3 Deep Neural Networks (DNN) 
4 Rectifier linear unit (ReLU) 
5 Exponential linear unit (ELU) 
6 singular spectrum analysis (SSA) 
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و   SVRتوان دریافت که از بررسی کارهاي پیشین می

شبکه   و    LSTMو  ویژگی  استخراج  براي  کارا  روش  دو 

پارامترهاي   تنظیم  براي  همچنین  هستند.  بار  پیشگویی 

SVR  توان استفاده  سازي مناسب میهاي بهینهاز الگوریتم

هاي ترکیبی مانند تجزیه سیگنال به کرد. استفاده از روش

بذاتی    مؤلفه براي پیشهنیز  از آن  بینی  کار برده شده که 

انجام کارهاي  براساس  است.  شده  استفاده  روزانه  شده  بار 

از   که  شود  ارائه  روشی  است  شده  سعی  پژوهش  این  در 

هاي دیگر مانند تبدیل موجك براي استخراج ترکیب روش

شود.   گرفته  بهره  کارایی  افزایش  جهت  بیشتر  اطلاعات 

مناس کارایی  پیشهمچنین  براي  و  ب  ساعتی  بار  بینی 

 روزانه داشته باشد. 

 

 روش پیشنهادي پژوهش -3
شکل   در  پژوهش  این  پیشنهادي  شده   (1)روش  آورده 

 است.

 روش پیشنهادي پیشگویی بار :(1-)شکل 
 (Figure-1): Proposed load forecasting method 

 

ابتدا سري    ،طور که در شکل نشان داده شدههمان

الکتریکی   بار  ذاتی    وسیلةبهزمانی  مد  تجزیه  الگوریتم 

EMD)(  م ذاتی  لفهؤبه  مد  توابع  و   )1IMF(هاي  تجزیه 

شود. در دور انداخته می  ، است  فهمانده آن که حاوي نوباقی

تبدیل موجك چندمقیاسه   وسیلةبه  IMFمرحله بعدي هر  

زیردنباله می҅به  تجزیه  زیرمهایش  هر  از  ؤشود.    IMFلفه 

داراي مقیاس متفاوت و حاوي جزئیات با ارزشی از منحنی  

ها در کنار هم، حجم  بار است. ادغام و تجمیع این زیردنباله
 

1 Intrinsic mode function (IMF) 

پیش جهت  مفید  اطلاعات  از  فراهم  بیشتري  را  بار  گویی 

تجمیع   ؛آوردمی زیردنباله  نهایت،   وسیلةبهشده  در 

پشتیبان   بردار  پیش  (SVR)رگرسیون  بار  جهت  بینی 

شود. توضیحات هر بخش با جزئیات بیشتر در ه میاستفاد

 ادامه ارائه شده است.

به    -1-3 سیگنال  هاي  مؤلفه تجزیه 

 ( EMDذاتی)
سیگنال  مؤلفه  تجزیه یك به  ذاتی    و   تحلیلی  روش  هاي 

  زمانی   هايداده  فرکانس   ثابت  غیر  و  خطی  غیر  کارآمد

  این .  است  شده   معرفی  همکاران  و  هوانگ  توسط  که  است

 از  سیگنال  هر  که  است  ساده  فرض  این  براساس  روش

تشکیل   هايزیرمجموعه    هاي سري.  است  شده   مختلف 

  از   گروهی   به  توانندمی  غیرثابت  و   غیرخطی  زمانی 

  شوند،   تقسیم  تناوبی شبه   و   متوسط  میانگین   هايسیگنال

.  [14]  شوندمی  نامیده  IMF  هامؤلفه  از  یك  هر  که  جایی

الگوریتم   مرحله    EMDمراحل  از:  تعیین نخستعبارتند   :

محلی سیگنال ورودي؛ مرحله دوم:    کمینهو    بیشینهنقاط  

ایجاد منحنی پوش بالا از طریق برازش منحنی درجه سه  

محلی و ایجاد منحنی پوش پایین از طریق   بیشینهبر نقاط 

نقاط   بر  سه  درجه  منحنی  مرحله   کمینهبرازش  محلی؛ 

میا منحنینگینسوم:  از  پایین؛  گیري  و  بالا  پوش  هاي 

 (𝑚𝑘(𝑡))مرحله چهارم: تفریق میانگین پوش بالا و پایین  

 :آورده شده است (1) که در رابطه  𝑥(𝑡)از سیگنال ورودي 
 

(1)                              ℎ𝑘(𝑡) = 𝑥(𝑡) − 𝑚𝑘(𝑡)   
 

شرط توقف، مرحله ششم: در  بررسی ارضاي  مرحله پنجم:  

گذاري سیگنال حاصل از  نداشتن شرط توقف، جايصورت  

از   فرایند  ادامه  و  اصلی  سیگنال  جاي  به  چهار  مرحله 

؛ مرحله هفتم: اگر شرط مرحله برقرار باشد  نخستمرحله  

و   یافته   پایان  𝑐1فرآیند  = ℎ1
𝑘   نخستینعنوان  به  IMF 

می گرفته  نظر  واقع    IMF  .شوددر  در   مؤلفهابتدایی 

سیگنال   بالاي  هشتم:    𝑥(𝑡)فرکانس  مرحله  است. 

𝑟1صورت  بهمانده  باقی = 𝑥(𝑡) − 𝑐1
𝑘    اگر و  شده  تعریف 

محسوب   IMFبودن را برآورده کند، یك    IMFخود، شرط  

این غیر  در  و  )شده  الف  اگر شرط  و   بیشینهتعداد  صورت 

( را داشته باشد،  برابر یا بیشتر تعداد صفرها باشد   ها کمینه 

گامعنوان  به و  شده  فرض  اولیه،  الی  سیگنال  یك  هاي 

دست آید و اگر این  بعدي به  IMFتا    شودچهار، تکرار می

به باشد  نداشته  را  باقیشرط  گرفته    rمانده  عنوان  نظر  در 

باقیمی میشود.  را  رابطه  مانده  شکل  به  تعریف    ( 2)توان 

 د.کر

 هاي الكتريكيسري زماني سيگنال

EMD IMFs 

Multi-scale 

Decomposition  
Sub-Sequence 

SVR  

 
Integration of 

subsequences 

 بيني سري زماني  پيش
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(2                                              )𝑟𝑖 = 𝑥(𝑡) − 𝑐𝑖
𝑘 

 

𝑐𝑖  ومقدار داده اصلی    𝑥(𝑡)  در معادله بالا
𝑘     ها مقدار

i  امینIMF    شده سیگنال   است؛تولید  واقع  در  بنابراین 

ما مجموع   باقیIMFاصلی  علاوه  به  رابطه  ها  در  که  مانده 

 نشان داده شده است. (3)

(3                              )𝑥(𝑡) = ∑ ℎ𝑖(𝑡) + 𝑟(𝑡)𝑛
𝑖=1     

 

هر کدام    ؛مقدار داده اصلی است  𝑥(𝑡)  در معادله بالا

ℎ𝑖از  
𝑘     مقدار را باقی  ةمؤلف  𝑟(𝑡)و    IMFامین  iها  مانده 

   .استها IMFتعداد   𝑛و    دهدنشان می
 

 تبدیل موجک   -2-3
از   موجك  براي  دستهتبدیل  ریاضی  توابع  از  اي 

پیوسته تجزیه مؤلفه   سیگنال  ب فرکانسی هايبه  کار  هآن 

رود. رزولوشن هر مؤلفه برابر با مقیاس آن است. تبدیل  می

موجك   موجك، توابع  مبناي  بر  تابع  یك   است؛ تجزیه 

بهبنابراین   موجك  ریاضیاتی تبدیل  تبدیل  یك    عنوان 

)مانند تبدیل فوریه( براي تشخیص اطلاعاتی که در سري 

می استفاده  است،  نهفته  سیگنال  یا  ها  موجك  شود.زمانی 

. 2و پهن شدگی  1بر مبناي دو عمل اصلی قرار دارند: انتقال 

پیوسته  نوع  دو  به  موجك  گسسته   3تبدیل  تقسیم    4و 

سیگنال  می یك  موجك  پیوسته  تبدیل   𝑥(𝑡)شود. 

 :شودتعریف می (4)صورت رابطه به
 

(4)               𝐶𝑊𝑇𝑥
Ѱ =

1

√|𝑠|
∫ 𝑥(𝑡)Ѱ∗(

𝑡−𝜏

𝑠
)

+∞

−∞
 𝑑𝑡   

 

𝑠)تابع موجك،    Ѱکه در آن   > پارامتر مقیاس   (1

اتساع  زمان،    𝜏،  5یا  انتقال  علامت     𝑡پارامتر  و  زمان 

، سیگنال را 𝐶𝑊𝑇. روش  استمزدوج مختلط  دهنده  نشان

شمار و نامحدودي از پارامترهاي مقیاس وسیله تعداد بیهب

کند. در این روش پارامترهاي مقیاس و  انتقال تجزیه میو  

ب میهانتقال  تغییر  پیوسته  محاسبه ایناز  ؛ کنندصورت  رو 

بر تولید  هاي ممکن، علاوهضرایب موجك براي همه مقیاس

ملاحظه   قابل  کوششی  به  نیاز  اطلاعات،  از  زیادي  حجم 

روش   در  است  مشخص  آشکارا  زیادي    𝐶𝑊𝑇دارد.  مقدار 

می تولید  اضافی  میاطلاعات  اما  از شود.  استفاده  با  توان 

حفظ  ویژگی  𝐶𝑊𝑇هایی  زیرنمونه  را  تبدیل  کلیدي  هاي 

 د.  کر

 

1 Dilation 
2 Dilation 
3 Countinous Wavelet Transform 
4 Discrete  Wavelet Transform 
5 Dilatation Parameter 

گسسته  تبدیل  ابداع  به  منجر  ایده  این 

استشد(  𝐷𝑊𝑇موجك)  تابع [22، 23]  ه  گسسته  شکل   .

 :است (5)صورت رابطه موجك به 
 

(5                         )Ѱ𝑗,𝑘(𝑡) =
1

√|𝑠0
𝑗

|

Ѱ(
𝑡−𝑘𝜏0𝑠0

𝑗

𝑠0
𝑗 )    

 

 𝑘ازاي مقادیر معین  تابع موجك به  Ѱ𝑗,𝑘که در آن  

𝑠)زمان،    𝑡)اعداد صحیح(،    𝑗و   > پارامتر ثابت اتساع،    (1

𝜏0    پارامتر ثابت انتقال زمان بوده و وابسته به𝑠0  در است .

هایی  مقادیر پارامترهاي مقیاس و انتقال توان   𝐷𝑊𝑇روش  

پارامترها،  در نظر گرفته می  2از   این  به  شود. در اصطلاح 

دوتایی اتساع  و  انتقال  می  6پارامترهاي  اعمال  گفته  شود. 

می باعث  سیگنال  روي  بر  روش  اجزااین  فرکانس    يشود 

پایین   فرکانس  محتواي  که  شود  تجزیه  پایین  و  بالا 

با   را  آن  تقریب   یا    𝐴سیگنال  بالا  فرکانس  محتواي  و 

. هر سیگنال را  [22]دهیم  نمایش می  𝐷جزئیات آن را با  

توان به روش گسسته و پیوسته در چند مرحله تجزیه می

 آورده شده است. ( 2)د که در شکل کر

 
 تجزیه سیگنال گسسته به تقریب و جزئیات  :(2-)شکل

 (Figure-2): Signal decomposition to approximation 

 and details 

 

سیگنال ابتدا    ، دهدنشان می  بالاطور که شکل  همان

می تجزیه  جزئیات  و  تقریب  سیگنال  در    ؛شودبه  سپس 

عنوان سیگنال پایه  مرحله بعد سیگنال تقریب است که به

سیگنال به  دوباره  و  شده  گرفته  نظر  و در  تقریب  از  هایی 

تا عمق مورد نظجزئیات تجزیه می این روال  ادامه شود.  ر 

در هر مرحله  نال تقریب است که  یابد. در واقع این سیگمی

 فرکانس بالا و پایین تجزیه شود. يبه اجزا

 

 رگرسیون بردار پشتیبان  -3-3
ماشین بردار پشتیبان   بنداز طبقه رگرسیون بردار پشتیبان

ماشین بردار پشتیبان یك نوع سیستم   .است  اقتباس شده

براي گروه است که هم  نظارت شده  و هم  یادگیري  بندي 

داده برازش  تابع  برآورد  و  تخمین  مسائل  براي  در  ها 

 

6 Dyadic 
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می کار  به  بهرگرسیون  در  طوريرود،  خطا  کمترین  که 

دادهگروه روش  بندي  این  دهد.  رخ  برازش  تابع  یا  ها 

یادگیري   تئوري  اصل برمبناي  از  که  است  استوار  آماري 

جوید و موجب یك  سازي خطاي ساختاري بهره میکمینه 

کلی   بهینه  پیاده  .[2، 15]  شودمیجواب  سازي  براي 

نشان داده    (6)ها طبق رابطه  داده  رگرسیون بردار پشتیبان

 شود: می
 

(6       )𝑆𝑉𝑅 = {𝑥𝑖, 𝑡𝑖}         ∀  𝑥𝑖 ∈ 𝑅𝑚  , 𝑡𝑖 ∈ 𝑅   
 

بعد داشته باشد    𝑚تواند  ها که میها ورودي  𝑥𝑖که  

رابطه  استهدف    𝑡𝑖و   از  طبق   𝑆𝑉𝑅توانیم  می  (7).  را 

 رگرسیون تعریف کنیم:
 

(7    )𝑡𝑖 ≈ 𝑦𝑖 = 𝑤𝑇𝑥𝑖 + 𝑏     ∀  𝑖 = 1,2, … . . , 𝑁   
 

 :شودتعریف می (9)تابع جریمه آن طبق رابطه 
 

(8                )𝐿𝜀(𝑡𝑖, 𝑦𝑖) = {
0            |𝑡𝑖 − 𝑦𝑖| ≤ 𝜀

 𝑅+                    𝑜𝑡ℎ𝑒𝑟
 

 

ب   𝐿𝜀که   براي  و  است  جریمه  خروجی دست هتایع  آوردن 

منفی   و  مثبت  بازه  بین  باید  رابطه    𝜀مطلوب   (10)طبق 

 :تعریف شود

(9                                      )ℵ𝑖 = |𝑡𝑖 − 𝑦𝑖| − 𝜀    
 

 

رابطه   است  𝑦𝑖  بالادر  شبکه  مطلوب  نهایت  در   ؛خروجی 

 براي تابع جریمه خواهیم داشت:
 

(10      )𝐿𝜀(𝑡𝑖, 𝑦𝑖) = {
0                     |𝑡𝑖 − 𝑦𝑖| ≤ 𝜀

 |𝑡𝑖 − 𝑦𝑖| − 𝜀            𝑜𝑡ℎ𝑒𝑟
 

 

)ریسك عملیاتی( کمینه   (12)ها باید رابطه  براي همه داده

 شود:

(11                          )𝑅𝑒𝑚𝑝 =
1

𝑁
∑ 𝐿𝜀(𝑡𝑖, 𝑦𝑖)𝑁

𝑖=1    
 

رابطه   از  هدف  تابع  کلی  حالت  در   (13)بنابراین 

 دست خواهد آمد: هب

(12             )min    
1

2
  𝑤𝑇𝑤 + 𝐶 ∑ (ℵ𝑖

+ + ℵ𝑖
−)𝑁

𝑖=1 
 𝑠. 𝑡.  − 𝑡𝑖 + 𝑦𝑖 + 𝜀 + ℵ𝑖

+ ≥ 0    ∀ 𝑖            
𝑡𝑖 − 𝑦𝑖 + 𝜀 + ℵ𝑖

+  ≥ 0      ∀ 𝑖                          
ℵ𝑖

+   ≥ 0        ∀ 𝐼 

ℵ𝑖
−   ≥ 0        ∀ 𝑖                                                

 

 

رابطه   ثابت می  𝐶مقدار    بالادر  باشد. حال  یك عدد 

نظر بگیریم براي   اگر براي روابط بالا فرم دوگانه آن را در

−𝑡𝑖 + 𝑦𝑖 + 𝜀 + ℵ𝑖
+ ≥ 𝛼𝑖ضریب    0

براي  +  ،𝑡𝑖 −

𝑦𝑖 + 𝜀 + ℵ𝑖
+  ≥ 𝛼𝑖ضریب    0

ℵ𝑖، براي  −
+   ≥ ضریب   0

𝛼𝜇𝑖
براي    + ℵ𝑖و 

−   ≥ 𝜇𝑖ضریب    0
می  − داده  شود. قرار 

رابطه   مجموع  هدف  تابع  نظر    (12)حال  در  آن  قیود  با 

ها و  گیري نسبت به وزن گرفته و بعد از آن عملیات مشتق

می گرفته  دوگانه  در  ؛ شودبایاس  هدف  تابع  براي  نهایت 

 خواهیم داشت:

(13   )𝑚𝑖𝑛   
1

2
∑ ∑ (𝛼𝑖

+ − 𝛼𝑖
−)(𝛼𝑗

+ − 𝛼𝑗
−) 𝑥𝑖

𝑇𝑥𝑖𝑗𝑖 −

∑ (𝛼𝑖
+ − 𝛼𝑖

−)𝑖 𝑡𝑖 + ∑ (𝛼𝑖
+ − 𝛼𝑖

−)𝑖 𝜀     
 

(14    )𝑠. 𝑡. ∑ (𝛼𝑖
+ − 𝛼𝑖

−)𝑖 = 0     ,   0 ≤ 𝛼𝑖
+ ≤

𝐶  ,   0 ≤  𝛼𝑖
− ≤ 𝐶     

 

𝛼𝑖مجموع بردار پشتیبان نیز با استفاده از مقدار  
و      +

𝛼𝑖
مقدار   − این  ضرب  حاصل  باید  که  است  محاسبه  قابل 

رابطه   طبق   نتیجه  در  و  باشد  صفر  خواهیم   (15)برابر 
 داشت.

(15                    )𝑆 = {𝑖|   0 ≤ 𝛼𝑖
+ + 𝛼𝑖

− ≤ 𝐶  }   
0 ≤ 𝛼𝑖

+ ≤ 𝐶            𝛼𝑖
− = 0    →   𝑡𝑖 = 𝑦𝑖 + 𝜀 

0 ≤ 𝛼𝑖
− ≤ 𝐶            𝛼𝑖

+ = 0    →   𝑡𝑖 = 𝑦𝑖 − 𝜀 
𝑡𝑖 = 𝑦𝑖 + 𝑠𝑖𝑔𝑛(𝛼𝑖

+ − 𝛼𝑖
−)𝜀      𝑖 ∈ 𝑆                

𝑡𝑖 = 𝑤𝑇𝑥𝑖 + 𝑏 + 𝑠𝑖𝑔𝑛(𝛼𝑖
+ − 𝛼𝑖

−)𝜀               

𝑏 = −𝑤𝑇𝑥𝑖 + 𝑡𝑖 − 𝑠𝑖𝑔𝑛(𝛼𝑖
+ − 𝛼𝑖

−)𝜀           
 

اگر  در ,𝑥𝑖}نهایت  𝑡𝑖}    ورودي∀  𝑖 = 1,2, … . . , 𝑁    و
𝑦𝑖خروجی برابر  = 𝑤𝑇𝑥𝑖 + 𝑏 :باشد، خواهیم داشت 

 

(16                               )𝑤 = ∑ (𝛼𝑖
+ − 𝛼𝑖

−)𝑥𝑖    𝑖 
 

(17)     𝑏 =
1

|𝑠|
∑ [𝑡𝑖 − 𝑤𝑇𝑥𝑖 − 𝑆𝑖𝑛𝑔𝑖∈𝑠 (𝛼𝑖

+ − 𝛼𝑖
−)𝜀] 

 

یا   هسته  تابع  یك  از  پشتیبان  بردار  رگرسیون  در 

𝑦شود. در رابطه  کرنل استفاده می = 𝑤𝑥 + 𝑏    که معادل
∑با   (𝛼𝑖

+ − 𝛼𝑖
−)𝑖 𝑥𝑖

𝑇𝑥𝑖 + 𝑏    تابع جایگزین  با  است، 
 گیرد:  شکل می (18)هسته )کرنل(، رابطه 

 

(18                  )𝑦 = ∑ (𝛼𝑖
+ − 𝛼𝑖

−)𝑖 𝐾(𝑥𝑖, 𝑥) + 𝑏 
 

اي و شعاعی  جملهموئید، چندتوابع پایه خطی، سیگ
(RBFرایج هسته (  کارایی  ترین  به  توجه  با  هستند.  ها 

یکی از بهترین    به  هستهاین  ها،  طی سال  RBF  محاسباتی
هسته که  این از نیز و در این مطالعه شناخته شده  ها هسته

 : شوداستفاده می ،نشان داده شده است ( 19)در معادله 

(19                        )𝐾(𝑥𝑖 , 𝑥𝑗) = exp (−
‖𝑥𝑖−𝑥𝑗‖

2

2𝜎2 )   

 

بالا   معادله  چون   ؛است  RBFعرض    𝜎در  بنابراین 
 : خواهیم داشت ،تابع کرنل غیر خطی است

 

(20   )𝑏 =
1

|𝑠|
∑ [𝑡𝑖 − ∑ (𝛼𝑖

+ − 𝛼𝑖
−)𝑖 𝐾(𝑥𝑖 , 𝑥) −𝑖∈𝑠

𝑆𝑖𝑛𝑔 (𝛼𝑖
+ − 𝛼𝑖

−)𝜀]     
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کرنل  هباگر   ,𝐾(𝑥𝑖جاي  𝑥𝑗)    مقدارℎ𝑖𝑗    و دهیم  قرار 

به  𝛼مقدار   ماتریس  𝛼صورت  یك  = [𝛼+

𝛼−]    کرنل باشد 

 شود:طبق رابطه زیر محاسبه می
 

(21   )𝐻 = [ℎ𝑖𝑗]               ℎ𝑖𝑗 ∈ 𝑅𝑛∗𝑛           → ℶ =

[
𝐻 −𝐻
𝐻 𝐻

]    

 

 ارزیابی و نتایج -4

مقاله   این  شبیه در  نرممحیط  با   MATLABافزارسازي 

R2015a  مدل وبراي  شده  استفاده  براي   رایانه  سازي 
و    i3-2350داراي پردازنده مرکزي اینتل سري    سازيشبیه 

 .استگیگا بایت هارد  511گیگ و  4داراي حافظه 

 

 داده مجموعه  -1-4
زم  يادیز  هاي پژوهش  تاکنون بار    ینیبشیپ   نهیدر 

الگور  یکیالکتر به هدف،  بسته  و  است    ي هاتمیانجام شده 

. در  نداشده  سهیشهر خاص مقا  كی  ي هادر داده  ینیبشیپ 

الکتر   مقاله  نیا بار  مجموعه  حاو  یکیاز    ر یمقاد  يکه 

این    شود.یاستفاده م   است،  1لهستان  از  روزانه  بارمتوسط  

و  1400شامل  داده  مجموعه  آموزشی  رکورد   201رکورد 

می نشان  را  روزانه  مصرف  و  است     دهد. آزمایشی 

  ل یدلبوده است.    1995تا    1990ها از سال  آوري دادهجمع 

ا از  بهمجموعه  نیاستفاده  مقادستداده،    ق یدق  سهیآوردن 

شکل    است.  یواقع  يهابرنامه  يبرا  ینیبشیپ   يهامدل  نیب

داده را نشان  هاي آموزشی و آزمایشی این مجموعهداده (3)

 دهد. می

 
 داده آموزشی و آزمایشی لهستانمجموعه :(3-)شکل

(Figure-3): educational and experimental Poland data set 
بررسی   از  براي  پیشنهادي  روش  کارایی 

نام  داده  مجموعه  به  شده    AMPdsدیگري  استفاده  نیز 

مجموعه  این  شامل  است.  و  کانادا  کشور  به  متعلق  داده 

سال  داده از  که  است  الکتریکی  بار  ساعتی  تا    1981هاي 

شدهجمع   2001 از    500،  (4)شکل   اند.آوري  نمونه 

 را نشان داده است.  AMPdsداده سیگنال، مجموعه
 

1 http://research.ics.aalto.fi/eiml/datasets.shtml 

 
 AMPdsداده مجموعه :( 4-)شکل

(Figure-4): AMPds data set 
 

جدول  دادهمجموعه  نیا  قیدق  فیتعار  در  آورده    (1)ها 

 شده است.  

 داده توصیف مجموعه :(1-)جدول

(Table-1): Description of the data set 

 نوع  عنوان 

تعداد  

داده  

 آموزشی

تعداد  

داده  

 آزمایشی

نوع  

 بار

واحد  

 بار

Poland 
تقاضاي  

 بار 
1400 201 

بار  

 روزانه 

مگا  

 وات 

AMPds 
تقاضاي  

 بار 
500 

بار  

 ساعتی
 وات 

 

 معیار ارزیابی  -2-4
میانگین   خطاي  معیار  استفاده  با  حاصل  نتایج  مقایسه 

،  3( RMSE)  خطا   مربعات  میانگین  ، ریشه2( MSEمربعات )

  خطاي   و  میانگین  4(  MAPE)  خطا  مطلق  درصد  میانگین

می   5(MAE)  مطلق و  صورت  این گیرد  محاسبه  نحوه 

شده    (24و    23،  22،  21)  روابطدر    هامعیار داده  نشان 

پیش  MSE  است. دادهانحراف  از  را  بینی  واقعی  هاي 

 : کندمی گیرياندازه
 

(21                          )𝑀𝑆𝐸 =
1

𝑛
∑ (𝑃𝑖 − 𝐴𝑖)2  𝑛

𝑖=1 
 

(22                      )𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑃𝑖 − 𝐴𝑖)2𝑛

𝑖=1  
 

(23                          )𝑀𝐴𝑃𝐸 =
100

𝑛
∑

|(𝑃𝑖−𝐴𝑖)|

𝑃𝑖

𝑛
𝑖=1   

 

(24                          )𝑀𝐴𝐸 =
1

𝑛
∑ |(𝑃𝑖 − 𝐴𝑖)|𝑛

𝑖=1   
 

بالا   معادلات  در  واقعی،    𝐴𝑖که  مقدار    𝑃𝑖مقدار 

 ها است.تعداد نمونه 𝑛  و  شدهگوییپیش
 

2 mean square error (MSE) 
3 Root Mean Squared Error (RMSE) 
4 absolute percent error (MAPE) 
5 Mean Absolute Error (MAE) 
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 نتایج کارایی  -3-4

پیشنهادي   روش  ابتدایی  مرحله  مجموعه   در  داده  روي 

طورکامل بیان و سپس براي ارزیابی بیشتر نتایج لهستان به 

بیان   کانادا  داده  مجموعه  هاي  مؤلفهباید  .  شودمیروي 

شود.   استخراج  سیگنال  براي   EMD  الگوریتم  ازذاتی 

توام  صورت  به( که  IMFهاي  مؤلفهها )ویژگی  این  استخراج

نو انجام می  فه حذف  نیز  مقایسه    .شوداستفاده می  ، دهدرا 

آورده    (2)در جدول    سیگنال  مؤلفهبراي هر    EMDاجزاي  

مقادیر    و میانگین  بیشینه،  کمینهشده است. در این جدول  

 ها گزارش شده است.سیگنال

براي   EMD اطلاعات آماري مقایسه اجزاي :(2-)جدول

 (IMFهاي مؤلفهها )استخراج ویژگی

(Table-2): Statistical information of EMD Components for 

Extracting the Features (IMF Components) 
 میانگین بیشترین کمترین 

Dataset 0.6477 1.0733 0.9681 

IMF1 -0.2340 0.1843 -3.3830e-04 

IMF2 -0.1260 0.1431 -8.4406e-04 

IMF3 -0.0975 0.1263 0.0072 

IMF4 -0.1955 0.2593 -0.0277 

IMF5 -0.1387 0.1535 -0.0051 

IMF6 -0.0525 0.1284 0.0290 

IMF7 0.6477 1.0733 0.9681 

جدول  همان که  می  بالا طور    ، دهد نشان 

هفت   EMDشده با استفاده از الگوریتم  هاي تولیدسیگنال

و در این جدول اطلاعات آماري مربوط    هستند  IMF  مؤلفه

کم هر  به  مقدار  بیشینه  و  متوسط  ده  ش بیان    IMFترین، 

 است. 

الگوریتم   استخراج     EMDنتیجه  در  IMFبراي  ها 

 نشان داده شده است. (5)شکل 

 
 ها IMFتجزیه مد ذاتی براي استخراج   :(5-)شکل

(Figure-5): Empirical Mode for extracting IMFs 

مشخص است، در بالاي   بالاطور که در شکل  همان

هفت   بقیه  و  اصلی  سیگنال  را  استخراج   IMFتصویر  شده 

می هفت  نشان  استخراج  مرحله  این  نتیجه    IMFدهد. 

هر  است تجزیه  براي  موجك  تبدیل  از  بعدي،  مرحله  در   .

زیر  IMF  مؤلفه سیگنالدنبالهبه  از  و  هاي  تقریب  هاي 

استفاده شده است. در از جزئیات  بیشتري  نتیجه، جزئیات 

دهد  ها نشان میشود. نتایج آزمایشاستخراج می  IMFهر  

بینی بار کمتر استفاده   راي داشتن ضریب خطاي پیشکه ب

موجك   تبدیل  عمق    𝐷𝑊𝑇از  با    پنجتا  و  است  مناسب 

سیگنال عمق  تعداد  بهافزایش  و  رفته  دست  از  صورت ها 

می شکلخطی  در  سیگنال(12تا    6) هاي  شود.  هاي  ، 

 نشان داده شده است. IMFتقریب و جزئیات مربوط به هر 

 
 IMF1تقریب و جزئیات مربوط به  :( 6-)شکل

(Figure-6): Approximation and details related to IMF1 

شکل  همان که  می  بالا طور  تقریب  دهد  نشان  ضرایب 

پاییننشان فیلتر  خروجی  میانگیندهنده  )فیلتر  گیر(  گذر 

گسسته   موجك  تبدیل  نشان  ودر  جزئیات  دهنده  ضرایب 

گیر( در تبدیل موجك  خروجی فیلتر بالاگذر )فیلتر مشتق

  5،  5. با استفاده از تبدیل موجك به عمق  گسسته هستند

تقریب و   تولید شده ک  پنجسیگنال  ه در سیگنال جزئیات 

 خواهیم داشت. IMFسیگنال براي هر 10مجموع 

 
 IMF2تقریب و جزئیات مربوط به  :(7-)شکل

(Figure-7) Approximation and details related to IMF2 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
3.

35
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             8 / 14

http://dx.doi.org/10.52547/jsdp.19.3.35
http://jsdp.rcisp.ac.ir/article-1-1138-en.html


  

 
 53پیاپی  3شمارة  1401سال 

43 

ش
پي

اه
وت

 ك
ي

بين
ر 

دا
بر

ن 
يو

س
گر

 ر
 و

ك
وج

 م
ل

دي
 تب

ي،
ذات

ة 
ؤلف

ه م
ل ب

گنا
سي

ه 
زي

تج
ز 

ه ا
اد

تف
س

ا ا
ر ب

 با
ي

ضا
قا

ت ت
د

م
ن 

يبا
شت

پ
 

 
 IMF3تقریب و جزئیات مربوط به  :(8-)شکل

(Figure-8): Approximation and details related to IMF3 

 
 IMF4تقریب و جزئیات مربوط به  :(9-)شکل

(Figure-9): Approximation and details related to IMF4 

 
 IMF5تقریب و جزئیات مربوط به  :(10-)شکل

(Figure-10): Approximation and details related to IMF5 

 
 IMF6تقریب و جزئیات مربوط به  :(11-)شکل

(Figure-11): Approximation and details related to IMF6 
 

 
 IMF7تقریب و جزئیات مربوط به  :(12-)شکل

(Figure-12): Approximation and details related to IMF7 

در  نشان  بالاهاي  شکل موجك  تبدیل  قابلیت  دهنده 

سطوح  در  موجك  تبدیل  ضرائب  است.  سیگنال  تفکیك 

با   متناظر  تجزیه،  مختلف  مؤلفهمختلف  فرکانسی  هاي 

سیگنال   هر  در  هر   هستند؛  IMFموجود  براي  همچنین 

سیگنال، اینکه تقریب و جزئیات در لحظه خاصی از زمان 

به  این ودهد.  نشان می  IMFبراي هر    ،اندواقع شده یژگی 

بر اطلاعات فرکانسی،  دهد تا علاوهتبدیل موجك اجازه می

 .آورد دستبه نیز را زمانی  اطلاعات

زیردنباله  مرحله،  این  جزئیات در  و  تقریب  هاي 

موجك   ذخیره   IMFهر    𝐷𝑊𝑇تبدیل  خروجی  یك  در 

شامل   که  با  استسیگنال    هفتادشده  بعد  مرحله  در   .

شود. در شکل  بینی بار پرداخته میبه پیش  𝑆𝑉𝑅الگوریتم  

پیش  13 قرمز  بار  نمودار  زمانی  سري  به  مربوط  بینی 

بار   اصلی  سیگنال  مشکلی  رنگ  و  بر    استالکتریکی   که 

 اند.  روي هم ترسیم شده

 
 داده لهستان بینی بار الکتریکی مجموعهپیش :(13-)شکل

(Figure-13) Predicted electrical load Poland data set 

شکل  همان که  می  بالاطور  سیگنال  نشان  دهد، 

اصلی  بینیپیش سیگنال  با  فرقی  ظاهري  لحاظ  از  شده 

 .استندارد و خطاي مدل بسیار کم 

بار پیش  ( 14)در شکل   شده  بینیخروجی سیگنال 

 است.و سیگنال اصلی به تفکیك نشان داده شده 

 
بینی بار الکتریکی و سیگنال هدف تفکیک پیش :(14-)شکل

 داده لهستان مجموعه

)Figure-14): Separation of predicted electrical load and 

actual signal Poland data set 
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شکل بار    (16و    15)هاي  در  سیگنال  خروجی 

دادهبینیپیش براي  تفکیك  به  اصلی  سیگنال  و  هاي  شده 

تقاضاي بار(  آورده شده است. تعداد    201آزمایشی )شامل  

IMFاز روش    ها شده است  استخراج    EMDکه با استفاده 

ها با استفاده  و بعد از تشکیل زیر دنباله  باشدبرابر پنج می

موجك   تبدیل  الگوریتم   50تعداد    𝐷𝑊𝑇از  وارد  سیگنال 

𝑆𝑉𝑅  شود. می 

 
بینی مدل پیشنهادي بار الکتریکی و سیگنال  پیش :(15-)شکل

 داده لهستان هاي آزمایشی مجموعههدف براي داده

)Figure-15): Predicted the electrical load using the proposed 

model and the actual load for experimented data Poland 

data set 

 
بینی مدل پیشنهادي بار الکتریکی براي پیش :(16-)شکل

 هاي آزمایشی داده
)Figure-16): Predicted the electrical load using the proposed 

model for experimented data 
 

شکل  همان که  آزمایش    بالاطور  داده  براي 

میداده  مجموعه  نشان  سیگنال  لهستان  دهد، 

سیگنال  شده  بینیپیش با  زیادي  فرق  ظاهري  لحاظ  از 

 .استاصلی ندارد و خطاي مدل بسیار کم 

پیش خطاي  براي بینیمقدار  پیشنهادي  روش  از  شده 

جدول  داده در  آزمایش  و  آموزش  شده    ( 3)هاي  آورده 

 است.

شده از روش پیشنهادي بینیمقدار خطاي پیش :(3-)جدول

 داده لهستان براي مجموعه

)Table-3): The prediction error of the proposed method for 

experimented data 
 𝑴𝑺𝑬 𝑹𝑴𝑺𝑬 𝑴𝑨𝑷𝑬 AME خطا 

خطاي مدل  

داده  براي 

 آموزش
0.0012 0.0342 2.9771 0.0044 

خطاي مدل  

داده  براي 

 آزمایش 
0.0031 0.0554 5.0381 0.0155 

 

میهمان ملاحظه  که  دادهطور  از  حاصل  خطاي  هاي  شود 

آموزشی و آزمایشی بسیار به هم نزدیك و داراي مقدار کم  

 .است

روي   بر  پیشنهادي  روش  بیشتر  ارزیابی  براي 

ارزیابی قرار گرفت.    AMPds  داده بار ساعتیمجموعه  مورد 

شکل   پیش  (17)در  قرمز  سري  نمودار  به  مربوط  بینی 

  است و رنگ مشکلی سیگنال اصلی بار    زمانی بار الکتریکی  

داده، در یك شکل بر روي هم ترسیم  که براي این مجموعه

 اند.  شده

 

 
 داده کانادا بینی بار الکتریکی مجموعهپیش :(17-)شکل

(Figure-17): Predicted electrical load AMPds data set 
شکل  همان که  می  بالاطور  سیگنال  نشان  دهد، 

اصلی  بینیپیش سیگنال  با  فرقی  ظاهري  لحاظ  از  شده 

ندارد و بسیار شبیه به هم هستند و خطاي مدل بسیار کم  

 .است

شده و  بینیخروجی سیگنال بار پیش  (18)در شکل  

داده به تفکیك نشان داده  سیگنال اصلی براي این مجموعه

 شده است. 
 

 
بینی بار الکتریکی و سیگنال هدف تفکیک پیش :( 18-)شکل

 AMPdsداده مجموعه

)Figure-18): Separation of predicted electrical load and 

actual signal AMPds data set 
 

پیش خطاي  پیشنهادي بینیمقدار  روش  از  شده 

آورده شده    (4)هاي آموزش و آزمایش در جدول  براي داده

 است.
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شده از روش پیشنهادي بینیمقدار خطاي پیش :(4-)جدول

 داده کانادا براي مجموعه

)Table-4): The prediction error of the proposed method 

for AMPds data set 
 𝑴𝑺𝑬 𝑹𝑴𝑺𝑬 𝑴𝑨𝑷𝑬 AME خطا 

خطاي مدل 

 براي داده کانادا 

5.0969e-

07 
7.1393e-

04 
0. 957 2.2624e-04 

بیان نمود که روش  می  (4و    3)ول  اطبق جد توان 

براي   کوتاهپیشپیشنهادي  ساعتی  بینی  و  روزانه  بار  مدت 

شده  بینیپیشهاي  و سیگنال  استداراي میزان خطاي کم  

بینی  . روش پیشنهادي پیشهستندشبیه به سیگنال اصلی  

 ده است.کرمدت بار ساعتی بهتر عمل کوتاه
 

 مقایسه با کارهاي پیشین  -4-4

پیش  (1)نمودار   براي  میزان خطاي  پژوهش  این  در  بینی 

داده لهستان با تعداد داده و معیار ارزیابی یکسان  مجموعه 

 آورده شده است. 

 
  𝑴𝑺𝑬(: مقایسه میزان خطاي  1-)نمودار

(Chart-1): Comparison of 𝑴𝑺𝑬 values 

 

بینی در این پژوهش  میزان خطاي پیش  (2)نمودار  

مجموعه  مجموعه براي  با  کانادا  ارزیابی  داده  معیار  و  داده 

 یکسان آورده شده است.

 
 براي 𝑴𝑨𝑷𝑬مقایسه میزان خطاي   :(2-)نمودار

 داده کانادا مجموعه 

)chart-2): Comparison of MAPE values for AMPds data set 

نمودار  همان در  که  روش   استمشخص    بالاطور 

روش   از  استفاده  با  مقاله  این  براي    EMDپیشنهادي 

زیر   IMFاستخراج   تشکیل  تبدیل و  از  استفاده  با  دنباله 

از بقیه    𝑆𝑉𝑅الگوریتم    وسیلةبهبینی  و پیش  𝐷𝑊𝑇موجك  

پیشروش خطاي  مشابه  کرده  هاي  حاصل  کمتري  بینی 

حذف   و  بار  اطلاعات  استخراج  با  پیشنهادي  روش  است. 

تجزیه  مؤلفه  از  استفاده  با  نویزي  سپس    EMDهاي  و 

اطلاعات  مؤلفه استخراج   حاوي  جزئیات  و  تقریب  هاي 

ویژگی-زمان موجك،  تبدیل  از  استفاده  با  هاي  فرکانس 

براي و را  به  مناسبی  تولید  جهت پیش  𝑆𝑉𝑅رود  بار  گویی 

با روشکر مقایسه    LSTMهاي قدرتمندي چون  د که در 

 نیز برتري خود را نشان داد.

 

 گیري نتیجه -5

بسیار   رکنی  و  کشور  یك  زیربنایی  صنایع  از  برق  صنعت 

مهم در رشد و پیشرفت جوامع امروزي دارد و با توسعه و  

رشد جمعیت، میزان تقاضا براي مصرف انرژي الکتریکی رو  

هاي  بینی بار در تمامی بخشله پیشأ . مساستبه افزایش  

به  همواره  توزیع  و  انتقال  تولید،  از  اعم  برق  عنوان  صنعت 

بهره ی و  طراحی  در  اساسی  فاکتورهاي  از  آنها کی  برداري 

پیش با  همچنین  است.  میبوده  مصرفی  برق  توان بینی 

شبکه  توسعه  و  طراحی  براي  کافی  را اطلاعات  توزیع  هاي 

پیش کرد.  بار  تهیه  زیادي   مدتکوتاهبینی  اهمیت  داراي 

هاي قدرت نقش اساسی ایفا  برداري سیستم و در بهره  است

و    کند.می ثابت  غیر  غیرخطی،  ماهیت  به  توجه  با 

الکتریکی  بودن  فصلیغیر بار  زمانی  ،  مدت کوتاهسري 

چالشپیش بسیار  بار  دقیق  پیشبینی  است.  بینی  برانگیز 

بار   صرفه  مدتکوتاهصحیح  بر  هزینهعلاوه  در  هاي  جویی 

برنامهسرمایه امکان  نیروگاهگذاري،  توسعه  براي  و  ریزي  ها 

بنابراین هدف    ؛آوردال و توزیع را فراهم میهاي انتقشبکه 

پژوهش  این  از یك  بینی کوتاهپیش  از  استفاده  با  بار  مدت 

روش پیشنهادي، در  طبق    روش هوشمند پیشنهادي است. 

از روش  ها  IMF  نخستمرحله   استخراج    EMDبا استفاده 

اي با  زیر دنباله  IMFشده و سپس در مرحله دوم براي هر  

0

0.002

0.004

0.006

E
rr

o
r 

d
eg

re
e

MSE

Comparison of methods and articles

0

5

10

Comparison of methods and articles

MAPE

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
3.

35
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                            11 / 14

http://dx.doi.org/10.52547/jsdp.19.3.35
http://jsdp.rcisp.ac.ir/article-1-1138-en.html


 
 53پیاپی  3شمارة  1401سال 

46 

موجك   تبدیل  از  می  𝐷𝑊𝑇استفاده  در تشکیل  و  شود 

پیش آخر  بار  مرحله  الگوریتم   وسیلةبه  مدتکوتاهبینی 

𝑆𝑉𝑅  می دو  صورت  روي  بر  پیشنهادي  روش  گیرد. 

معیار چهار  با  و  کانادا  و  لهستان  داده  خطاي    مجموعه 

)میان مربعات  خطا  MSEگین  مربعات  میانگین  ریشه   )

(RMSE( میانگین درصد مطلق خطا ،)MAPE)    میانگین  و

( مطلق  نتایج  (  MAEخطاي  گرفت.  قرار  ارزیابی  مورد 

براي  نشان می پیشنهادي  مدت  بینی کوتاهپیشدهد روش 

کم   خطاي  میزان  داراي  ساعتی  و  روزانه  و    استبار 

  هستند شده شبیه به سیگنال اصلی  بینیهاي پیشسیگنال

روش سایر  به  نسبت  پیشنهادي  روش  این  مقایسه  هاي  از 

آزمایش است.  شده  مشاهده  بهتري  نتایج  نشان  مشابه،  ها 

دهد روش پیشنهادي عملکرد مناسبی داشته است. این  می

،  EMDشده با  هاي تولیدقدرت ترکیب ویژگی  دهندهنشان

DWT    رگرسیون روش  از  استفاده  سپس  جهت    SVRو 

نسبت به    را  پیشگویی بار ساعتی است که عملکرد بهتري

مانند  الگوریتم  قوي  می  LSTMهاي  همچنین فراهم  کند. 

براي صنعت برق بهمی صورت کاربردي قابل استفاده  تواند 

 باشد. 
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کشوري روح کارشناسی    الله  مدرک 

خود را در رشته مهندسی برق گرایش  

سال   در  دانشکده    1381مخابرات  از 

و  مخابرات وابسته به وزارت  ارتباطات

را فن خود   ارشد  کارشناسی  مدرک  و  اطلاعات  آوري 

کرده    1399درسال   دریافت  مدرس  تربیت  دانشگاه  از 

شناسایی   هاي پژوهشی ایشان پردازش تصویر،است. زمینه 

 هاي عصبی است.گو و  شبکهال

 نشانی رایانامه ایشان عبارت است از:

r.keshvari@modares.ac.ir 
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ایمانی کارشناسی    مریم  و  کارشناسی 

برق  مهندسی  رشته  در  را  خود    -ارشد 

شاهد   دانشگاه  از  مخابرات  گرایش 

سال   در  وي  کرد.  و    1394دریافت 

ترتیب دوره دکترا و پسادکترا خود را در دانشگاه  به  1395

سال   از  ایشان  رساند.  پایان  به  مدرس   1396تربیت 

کامپیوتر و  برق  مهندسی  دانشکده  گرو استادیار  ه  در 

زمینه   مخابرات هستند.  مدرس  تربیت  هاي  دانشگاه 

پژوهشی مورد علاقة ایشان، شناسایی آماري الگو، پردازش  

 سیگنال و اطلاعات و مهندسی سنجش از دور است. 

 نشانی رایانامة ایشان عبارت است از:
maryam.imani@modares.ac.ir 

 

مقدم  پارسا  مهندسی    محسن  استاد 

دانشگاه تربیت  (  قدرتسیستم هاي  )  برق 

آموخته دوره دانش  هستند. ایشان  مدرس

دانشگاه شریف  برق   کارشناسی مهندسی 

سال دوره  آموخته  دانشو    1358  در 

مهندسی برق دانشگاه صنعتی تویوهاشی    کارشناسی ارشد 

دکتردانشو    1364  در  )ژاپن( دوره  مهندسی  اآموخته  ي 

)ژاپن( توهوکو  دانشگاه  سال    برق  ند.  هست  1367در 

آیندهشبکه  قدرت  هوشمندشبکه،  هاي  هاي  سیستم،  هاي 

انرژي انرژي،  چندحاملی  تجدیدپذیر  انرژي،  مدیریت  هاي 

قدرت سیستم  سیستم برنامه،  در  کنترل  و  هاي  ریزي 

کاربرد علوم داده در  و    سازي انرژي الکتریکیذخیره،  قدرت

 هاي پژوهشی ایشان است. از علاقه هاي قدرتسیستم 

 رایانامه ایشان عبارت است از:  ینشان

Parsa@modares.ac.ir 
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