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کمک  به رنفیبند چ طبقه اریمع  ییکارا بهبود
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 منا مرادی   و  *جواد حمیدزاده
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 چکیده 
  یسازنهیشیب  لهیوسهب  هاداده  ی بندطبقه  فضای ویژگی وکاهش ابعاد    حوزه  در   پرکاربرد   یهاروش  از   ی کی  کننده خطیتحلیل تفکیک

پراکندگ  بیان  است  هاهطبقدرون    یپراکندگ به    هاهطبق  نیب  ی نسبت  برای  واریانس  از تحلیل  و  بوده  معیار فیشر  بر  مبتنی  این روش   .

برای رفع این محدودیت،  .  است  ناهمگن  یهاداده  با  مواجهه  در  اریمع  نیا  تیمحدود  نیترمهم.  کندها استفاده میپذیری طبقهتفکیک

  قادرداده،    عیتوز  دو  انیم   رنفیچگرفتن فاصله  نظردر  بااستفاده از فواصل توزیعی نظیر معیار چیرنف پیشنهاد شده است. معیار چیرنف  

اما ایراد این روش    ؛است  یکنندگ کیتفک  تیقابل  ن یترشیب  با  ییهایژگ یو   استخراج  و  احتمال  یچگال  توابع  انیم  فواصل  یریگ اندازه  به

  نگاشت   یفضا  در  هاطبقه  یپوشانهم  موجب  باشند،   داشته  یکم  فاصله  گریکدی  از  ناهمگن  یهاداده  طبقه  عیتوز  دوچنانچه  آن است که  

 یهانمونه   ییشناسا  به  ایبیشینه  هیحاش  نام  با  نمونه  انتخاب  روش  یمعرف  با  مقاله،   نیا.  شودبندی میده و باعث افزایش خطای طبقهش

  کننده کیتفک  تحلیل   ییکارا  شیافزا  یبرا  ی مطلوب  یپراکندگ   سیماتر  ،یمرز  یهانمونه  از   یریگ بهره  با  و  پرداخته   یرمرزیغ  و  یمرز

نظر    ییدودو   دیمق  یسازنهیبه  لهأمس  کی  همانند   نمونه  انتخاب  ندیفرا  ، یشنهادی پ  روش  در.  کندمی  جادیا  یخط   و  شده  گرفتهدر 

رو  یشنهادیپ  روش. عملکرد  دینآیمدست  به  پرکننده  تابع  از   استفاده  با  لهأمس  یهاجواب   داده  گاهیپا  ازشده  برگرفته  یهاداده  یبر 

UCI  مقایسه    یابیارز  ییتاده  یدرضرب  یاعتبارسنج  روش  وسیلةبه دانش  مرز  و  سنتی  بندهای  طبقه  با  آزمااست  شدهو   ها ش ی. 

 بندی و زمان محاسبه است.صحت طبقهدهنده برتری روش پیشنهادی از نظر نشان

 

 . تابع پرکننده ، ی حداکثر هیحاش  رنف، یچ اریها، مع داده  یبندطبقهکلیدی:   گانواژ
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Abstract 
Linear discriminant analysis is a well-known matrix-based dimensionality reduction method. It is a 

supervised feature extraction method used in two-class classification problems. However, it is incapable 

of dealing with data in which classes have unequal covariance matrices. Taking this issue, the Chernoff 

distance is an appropriate criterion to measure distances between distributions. In the proposed method, 

for data classification, LDA is used to extract most discriminative features but instead of its Fisher 

criterion, the Chernoff distance is employed to preserve the discriminatory information for the several 

classes with heteroscedastic data. However, the Chernoff distance cannot handle the situations where the 

component means of distributions are close and leads to the component distribution overlap and 

underperforming classification. To overcome this issue, the proposed method designs an instance 

selection method that provides the appropriate covariance matrices. Aiming to improve LDA-based 

feature selection, the proposed method includes two phases: (1) it removes non-border instances and 

keeps border ones by introducing a maximum margin sampling method. The basic idea of this phase is 
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based on keeping the hyperplane that separates a two-class data and provides large margin separation. 

In this way, the most representative instances are selected. (2) It extracts features on selected instances 

by the proposed extension of LDA which generates a desirable scatter matrix to increase the efficiency 

of LDA. In the proposed method, the instance selection process is considered a constrained binary 

optimization problem with two contradicting objects, and the problem solutions are obtained by using a 

heuristic method named filled function. This optimization method does not easily get stuck in local 

minima; meanwhile, it is not affected by improper initial points. The performance of the proposed 

method on data collected from the UCI database is evaluated by 10-fold validation. The results of 

experiments are compared to several competing methods, which show the superiority of the proposed 

method in terms of classification accuracy percentage and computational time. 

 

Keywords: Chernoff criterion; Data classification; Instance selection; Filled function, Maximum 

margin. 

 

 مقدمه -1
دادهبندطبقه  مهم  مباحث  از  یکی  است.  ی  کاوی 
داده و شناسایی  بندی با تحلیل مجموعه ی طبقههاتم یالگور

ی  هانمونه ، سعی در تعیین برچسب  هاآنالگوی پنهان در  
دارند.  دیده کاربردهانشده  ها  دادهمجموعه  ، یواقع  ی در 

  ار یبسی(  هایژگ یو)ابعاد  تعداد زیادی نمونه با    یاغلب دارا
ها منجر به  داده توصیف تیفیبر کاهش کبالا بوده که علاوه

 یسازرهیذخ  ی و فضای، زمان محاسبه  بار محاسبات  شیافزا
ا[1,2]  شوندیم در    کاهش   یهاروشاعمال    طیشرا  نی. 

تعداد و  نمونه  مرحله  ابعاد    تعداد  ، پردازششیپ در 
 . [3] ندبندها شومنجر به افزایش کارایی طبقه  توانندیم

زیرمجموعه  هاروش انتخاب  برای  نمونه  کاهش  ی 
مجموعه  از  اصمناسب  عمل داده  مختلف  شیوه  سه  به  لی 

  ها روش؛ این  میتصمی مبتنی بر مرز  هاروش(  1: )کنندیم
.  کندمیبندی را حفظ  ی نزدیک به مرز طبقههانمونهتنها  

ی  هانمونه،  هاروشی مبتنی بر همسایگی؛ این  هاروش(  2)
در نظر گرفته و از    فهعنوان نورا به  هاهیهمساناهمخوان با  

)کنند یمداده حذف  مجموعه  این  هاروش(   3.  ی ترکیبی؛ 

را    هاداده زیرمجموعه    ن یترکوچک ی  اگونهبه  هاروش
ی آزمایشی  هادادهبند برای  که دقت طبقه  کنند میانتخاب  

شود.   بیشتر  یا  و  ترکیبی  ها روشحفظ  سعی    اصولاًی 
از  اهیحاشنقاط    کنندیم استفاده  با  را  از  ی  ترکیبی  معیار 

 ند. کنحفظ  شده یاددو روش 
یک   کلی،  بنددستهدر  دو  هاروشی  به  ابعاد  کاهش  ی 

تقسیم   غیرخطی  و  خطی  سال.  شوندیمدسته    ی هادر 
حلی مسائلی که با  در  مهمی  نقش    یخط  یها، روش ریاخ

داده زیادی  استامواجه   تعداد  کرده  ایفا  بهند  ،  مثالعنوان . 

در   و یا ی یک طبقههایژگ یو نیمؤثرتردر مسئله شناسایی  
طراحی به  که    یی ها دبنطبقه   مسئله  ی  گذاربرچسب قادر 

. سه دلیل عمده برای  [7-4]باشند    دیجد   یژگیو  یبردارها
)هاروش محبوبیت   دارد:  توزیع  1ی خطی وجود  ( چنانچه 

 طورمعمولبهباشند،    ریپذکیتفکخطی    صورتبه  ها طبقه 

  کفایت   موردنظر  1برای انجام وظیفه   هانمونهاندکی از    تعداد
)کنندمی مسائل،  2.  بیشتر  برای  تجزیه   توانیم (  رابطه 

حوزه،   این  در  کرد.  تعریف  ویژه  ی  هاتمیالگورمقادیر 
ی  هاکرنلی از  ریگبهره( با  3. )[8,9]  اندشدهکارآمدی ارائه  

با    توانمیغیرخطی،   مرتبط  و  هادادهمسائل  پیچیده  ی 
مدیریت   را  البته  کرغیرخطی  با  هاروش د.  خطی  ی 

روب بههمشکلاتی  )رو هستند؛  مثال  در  1عنوان  ی  هاروش( 

کردن،  عد خطی، با تغییر ساختار داده طی برداری کاهش ب  
محلی   تغییر    هادادهموقعیت  یکدیگر  به  و  کرنسبت  ده 

میان   روابط  و  بین    هاآن پیوستگی  )رودیماز  این  2.   )
هستند.    هاروش زیادی  محاسباتی  پیچیدگی  برای  دارای 
نظیر  هاروشدر    مثال خطی  تفکی    کننده ک یتحلیل 
تحلیل    [10]  (LDA)  2یخط اصلی هامؤلفه و  ،  (PCA)  3ی 

مس  حل  به  ابعادی  أ نیاز  به  مربعی  پراکندگی  ماتریس  له 
با مشکل    ها روش( در این  3داریم. )  هایژگیو برابر با تعداد  

مواجهیم ابعاد  تعداد    ،نحوست  افزایش  با  که  معنی  بدین 

تعداد  هایژگیو داده،  یک  هانمونهی  داشتن  برای  لازم  ی 
عدم  صورت  در  و  یافته  افزایش  مطمئن  یادگیری  روش 

دا تعداد  به  طبقهدسترسی  خطای  کافی،  رخ ده  بندی 
منجر به   هادادهبودن  ، ناکافیLDAدر    برای مثال.  دهدیم

طبقه  در  خطا  بروز  و  پراکندگی  ماتریس  بندی  بدحالتی 
 . شودیم

دیگر،  بنددسته در   دو    یهاروشی  به  ابعاد  کاهش 
و  یکل  روهگ و  یژگیانتخاب  استخراج   یبنددسته   یژگیو 
روش[11]  شوند یم و  ی ها.  انتخاب    ی ژگ یانتخاب  با 
و  یارمجموعه یز م   هایژگیاز  کاهش  را  داده    ؛ دهندیابعاد 

روش و  یهااما  تول  یژگیاستخراج  هدف    ی هایژگیو   دیبا 
  کند می بیترک  گریکدیبا  یاگونهرا به ی ژگیچند و ، بامعناتر

در    زیادیبخش    ایتمام    یدارا  که موجود  اطلاعات  از 
روش    هیاول  یهایژگیو پرکاربردترین    LDAباشند.  از 

ویژگیروش استخراج  و  خطی  ابعاد  کاهش  های  های 
 

1 Task 
2 Linear Discriminant Analysis (LDA) 
3 Principal Component Analysis (PCA) 
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ضمن کاهش  های همگن است که  کننده برای دادهتفکیک 
و استخراج  روش  به  تفک  ی سع  ، یژگیابعاد  بهتر   کیدر 

یکدیگر  ها  طبقه  ااز  برقرار  نیدارد.  فرض  با   یروش 
 رینظ یطیشرا

 برابر  یپراکندگ  یهاسیماتر وجود •
 داده و یهانرمال طبقه عیتوز وجود •
 ها بودن دادههمگن •

  ی واقع   یایدن  یهاده اما دادهکرصورت کارا عمل  به
استفاده  کنندینم  یرویپ  یطیشرا  نیاز چن  طورمعمولبه  .

غلبه    یهااز روش   رنفیچ  اریهمچون مع  یعیاز فواصل توز
، رنفیچ ار یمعهدف ها است. بودن دادهبر الزام شرط همگن

یافتن ترکیب خطی است که بتواند فاصله چیرنف میان دو  
د. فاصله چیرنف از ماتریس کوواریانس  کنتوزیع را بیشینه  

اطلاعات  طبقه  کسب  برای  استفاده  کنندگک یتفکها  ی 

معیار  کند می عیب  که    رنفیچ.  است  وجود  آن  احتمال 
. در این صورت، اگر ردیگیم  ردر نظ کسانیها را همه طبقه 

از    عیتوز طبقه  کم  گریکدیدو  باشند،    یفاصله  داشته 
هم فضاطبقه  ی پوشانموجب  در  نرخ    شده  نگاشت  یها  و 

 . دیاب یمکاهش  یبندطبقه 
این مقاله، بهبود شاخص   اصلی  ی  ریپذکیتفکایده 

یی هستیم  هایژگیودنبال تولید  است. یعنی به  LDAروش  
طبقه  میان  تفکیک  بیشترین  ایجاد  با  نقشی  که  ها، 

طبقه  کنندهنییتع نتایج  بدین  در  باشند.  داشته  بندی 

با استفاده معیار چیرنف   LDAمنظور، ماتریس پراکندگی  
بهبود   معیار، ها داده.  ابدییمپیشنهادی،  این  به  ورودی  ی 

مرزی  هانمونه  پیشنهادی   وسیلةبه  شدهییشناسای  روش 
است.    بیشینه روش  سازادهی پ در    جاکهازآن حاشیه  ی 

از   تنها  استفاده  هانمونهپیشنهادی  مرزی  ،  شودیمی 
بنابراین کاهش نمونه، کاهش فضای جستجو و منابع مورد  

از   حاصل  نتایج  است.  آن  مزایای  از  نشان    هاشیآزمانیاز 
با    دهندیم مقایسه  در  پیشنهادی  روش  ی  هاروشکه 

از   طبقه   رخنرقیب  مناسبی  بندصحت  اجرای  زمان  و  ی 

 برخوردار است.      
و   مقاله  یهای نوآور نمونه  انتخاب  حوزه  دو    در 

  است: ریشامل موارد زاستخراج ویژگی 
 ی. مرز یها نمونه یی شناسا یبرا یمدل ارائه •
نمونه   یریگبهره • منظور به  شدهییشناسا  یمرز  یهااز 

 رنفیبند چطبقه ییبهبود کارا
جد  نیا  در نمونه  انتخاب  روش  از    ی دیمقاله 

مبتن  ایبیشینه   هی حاشعنوان  به متقارن  قواعد    یو  بر 
ا  ه یهمسا  نیترکینزد در  است.  شده  روش،    نیاستفاده 

رو  یی هانمونه  بر  تصم  یکه  ندارند،    یریتأث  یریگمیمرز 
نمونه  دهی ناد و  شده  ا  یمرز  ی هاگرفته  هدف    جاد یبا 
تفک   ی پراکندگ   س یماتر  حفظ  ی خط  کننده ک یتحلیل 
انتخاب نمونه همانند    ندیفرا  ،یشنهادی. در روش پ شوندمی

شده و    در نظر گرفته  ییدودو   دیمق  یسازنه یله بهمسئ  کی
دست به   ینحوآن با استفاده از تابع پرکننده  به  یهاجواب 

هم  د یآیم کاهش  افزاطبقه   نی ب  ی پوشانکه  و  نرخ   شیها 
 .را به دنبال دارد یبندطبقه 

ز  ساختار شرح  به  به    ریمقاله  دوم  بخش  است: 
م  یبررس مرتبط  پ پردازدیمطالعات  روش  در    یشنهادی. 

معرف سوم  تفس  جینتا  وشده    یبخش  بخش  آن   ریو  در  ها 
  ان یدر بخش پنجم ب  ندهیآ  یو کارها  یریگجه یچهارم و نت
  شده است.

 

 
 

 
 
 

 
 

 
 
 

 

 
 

 
 

 
 
 

 
 

 

 

 مطالعات مرتبط -2
دلیل پیچیدگی زمانی خطی  عد خطی بهی کاهش ب هاروش

بالایی برخوردارند.  اهمیت  از  الگو  در کاربردهای تشخیص 
عنوان روش کاهش  کننده چیرنف بهآنالیز تفکیک  [12]در  

خطی   فضاابعاد  این  در  هدف  است.  شده  ارائه  نگاشت  ی 
بیشینه  توزیعریپذجداسازی  معیار،  پراکندگی  ی  های 

گیری  شده است که با اندازهدادهها در فضای نگاشت  طبقه 

شده با ابعاد کم  فاصله بین دو طبقه در فضای نگاشت داده
بر    [13]یابد. در  تحقّق می مبتنی  روش کاهش بعد خطی 

فاصله کردن  بیشینه د که هدف آن  شگرادیان کاهشی ارائه  
به  منجر  روش  این  است.  یافته  انتقال  فضای  در  چیرنف 

فضا    ها طبقهی  ریپذکیتفکافزایش   این  در  شود.  میدر 
برای    [14] چیرنف  معیار  میان  ریگاندازهاز  فاصله  ی 
یک روش   [15]استفاده شد. در    داروزنی اصلی و  هاع یتوز

معیار   و  ویژه  مقدار  بر  مبتنی  ناهمگن  خطی  بعد  کاهش 
ارائه   در  شدچیرنف  کرنلی    [16].  بعد  کاهش  روش  یک 

  [17]. در  شدارائه  مبتنی بر فضای گرادیان توابع کانونیک  
ب  کاهش  از   ریپذکیتفکعد  روش  استفاده  با  ناظر  بدون 

با   روش،  این  در  شد.  ارائه  یادگیری ریگبهرهکرنل  از  ی 
ویژگی،   یادگیری  و  تطبیقی  ساخت    زمانهم  طوربهگراف 

روش کاهش    [18]د. در  ش گراف بهینه و کاهش بعد انجام  
بندی  بعد چند کرنلی مبتنی بر رگرسیون خطی برای طبقه 

ارائه   روش  شتصاویر  هدف  است  شدهیادد.  از   عبارت 
تبدیل   و  پایه  کرنل  چند  از  بهینه  کرنل  خودکار  یادگیری 

یافته،  ی که در زیرفضای با ابعاد کم نگاشتاگونهبهنگاشت  
بین   بازسازی  بازساطبقه خطای  خطای  و  افزایش  ازی  ی 
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درون  اطبقه درون   فشردگی  روش،  این  در  یابد.  کاهش  ی 
 .  ابد ی یمی افزایش اطبقه 

فاصله   معیار  یادگیری  بر  مبتنی  ویژگی  انتخاب 
رویکردی دیگر است که تاکنون مطالعات زیادی را به خود  

است   داده  یافتن  [22-19]اختصاص  رویکرد،  این  هدف   .
خوشه  نظیر  کاربردهایی  برای  فاصله،  یا  معیار  و  بندی 

ای است گونه، بهkNNمبتنی بر فاصله نظیر    بندهای طبقه 
ها را توصیف و  نحو مطلوبی ارتباط میان ویژگیکه بتوان به 
نمونهمحدودیت میان  اقناع  های  را  تفاوت(  و  )شباهت  ها 

های انتخاب ویژگی که برای هر ویژگی  د. بر خلاف روشکر
می نظر  در  خاصی  بیشتر  وزن  یادگیری  روش گیرند،  های 

یک اهمیت  فاصله،  ویژگیمعیار  تمام  برای  قائل  سانی  ها 
مس این  در  أ هستند. جهت حل  فاصله    [23]له،  معیار  یک 

مشخصه  دربرگیرنده  که  وزن ترکیبی  نظیر  به  هایی  دهی 

شد.  ویژگی ارائه  بود  ارتباطاتشان  و  بااهمیت    [24]های 
ویژگیروش استخراج  برای  را  عمیق  هایی   وسیلةبههای 
بر    هایشبکه  مبتنی  در    soft-maxعصبی    [25]ارائه کرد. 

طبقه روش  تصمیم  یک  سطح  از  استفاده  با  جدید  بندی 
نزدیک  تصویرسازی  رویکرد  با  فاصله  بر  ترین  مبتنی 

نام   به  دارای    DDCهمسایگی  روش  این  شد.  ارائه 
)مانند  ویژگی مرسوم  آموزش  روند  به  نیاز  عدم  نظیر  های 
kNNیابی  منظور مکاناز به زمان جستجوی بالا به(، عدم نی
kNN   های  سازی )برخلاف روشو عدم نیاز به فرایند بهینه

پشتیبان(  طبقه  بردار  ماشین  مانند  در  استبندی   .[26]  
روش   به  کننده کیتفکیک  با  کرنل  غیرخطی  کارگیری 
 است. شده  یابی ارائههای محلی با درونترکیبی مدل
LDA  [27]،   یک روش کاهش ابعاد با نظارت است

طبقه بودن  نرمال  فرض  با  معیار  که  که  نگاشت خطی  ها، 
(.  (1))طبق معادله    آوردیمدست  را بیشینه کند به  1فیشر 

پی    ازآنجاکه در  روش  طبقهاین  میانگین  با  جداسازی  ها، 
که هر    کندیم استفاده از فاصله ماهالانوبیس بوده و فرض  

همه   تواند یمطبقه   و  شده  مدل  گاوسی  توزیع  توسط 

مشابهی دارند، در برخورد   انسیکووار  هایماتریس  ها طبقه 
 . [28]های ناهمگن ناتوان است با داده
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1 Fisher Separability Criterion 

پراکندگی    WS،  ها طبقهتعداد    kکه   ماتریس 

بین    BS،  ایطبقه درون پراکندگی   imی،  اطبقهماتریس 

احتمال   ipمیانگین تخمینی،    i  ،mبردار میانگین طبقه  

ی اطبقه ماتریس کوواریانس درون  iSو     iپیشین طبقه  
از روش   انتقال   LDAاست. با استفاده  و با کمک ماتریس 

A  (d n  فضای از  ویژگی  بردارهای  عدی  ب   nبعدی(، 
فضای   منتقل  اگونهبهبعدی    dبه  که   شوندیمی 

( )FDAJ A  .بیشینه شود 

آن است   LDAله مهم در  أ یک مس  2مشکل تکینی
به شرایطی  در  تعداد    د یآیم وجود  و  بسیار    ها یژگیوکه 
تعداد   از  مشکل،    هادادهبیشتر  این  حل  برای  باشد. 

شدند  هاروش ارائه  چندخطی  زیرفضای  یادگیری  -29]ی 

توسعه  [31   قرارگرفته   موردمطالعهنیز    LDAی  چندخط. 
در  [34-32]است   ب    LDAروش    [35].   Lp-normعدی  دو 
0p)   افتهیمیتعم   جهت    شدهیاد( ارائه شده است. روش

درون پراکندگی  بین  اطبقه محاسبه  و  از  اطبقهی  -Lpی 

norm    انتخاب  کراستفاده با  و  مسائل   pده  در  مناسب 
 بد. ای  دست فهد به مقاومت به نوتوانیم کاربردی مختلف، 

ناهمبسته  ویژگی های  ویژگی  طورمعمولبه های 
به  الگو  تشخیص  در  نوع   ؛روندمیشمار  مطلوبی  این  زیرا 

تفکیکویژگی اطلاعات  شامل  نسبت  ها  بیشتری  کنندگی 
ویژگی ب به  همان  در  همبسته  روش  های  هستند.  عد 

تفکیک تحلیل  خطی  ناهمبستگی  بردارهای [36]کننده   ،
آورد که معیار فیشر را بیشینه  می  دستبهای  کنندهتفکیک 

ویژگیکنمی هرچند  استخراج ند؛  با  های  شده 

آماری ناهمبسته    ازلحاظهایی مواجه هستند که  دودیتمح
می تفکیکگفته  بردارهای  روش،  این  در  کننده  شوند. 

بر این  ای هستند که علاوهکنندههای تفکیکشامل ویژگی
ویژگیکربیشینه  بین  ارتباط  فیشر،  معیار  های  دن 

مدل بهبودیافته   [37]کنند. در  را کمینه می  شدهاستخراج 
ی معیار  سازپارچهکبا ی  LDAناهمگنی  تگی  ناهمبسروش  

روش،  این  از  استفاده  با  است.  شده  ارائه  چیرنف  وزنی 
تفکیک ماتریس  اطلاعات  و  میانگین  در  موجود  کننده 

استخراج   طبقه  هر  چند    LDA.  شودمیکوواریانس 

دو    [38,39]ی  3منظر ترکیب  از  تحلترکیبی    ل یروش 
گرفتن نظردراست که در آن با    LDAو    متعارف   یهمبستگ

مناسب،   هدف  همبستگی  ریپذکیتفکتابع  و  منظر  هر  ی 
منظر   دو    LDA.  شودی مبیشینه    زمانهم  طوربهمیان 

از  انسخه   [40,41]ناهمبسته   افزودن    LDAی  با  که  است 
آن   شده استخراج ی  هایژگیوتعدادی قید به تابع هدف آن،  

 

2 Singularity Problem 
3 Multi-view 
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افزونگی است. در   روش  با ترکیب دو    [42]دارای کمترین 
برای   LDAو    متعارف   یهمبستگ  لیتحل ناهمبسته روشی 

استخراج   چند  ها یژگیوارائه  مسائل  ارائه  در  د.  شمنظری 
خطی، نسخه   ر یناپذک یتفکهمچنین جهت غلبه بر مسائل  

 کرنلی آن معرفی شد. 

از   از هاروش استفاده  دیگر  رویکردی  آماری،  ی 

ب هاروش کاهش  در  ی  است.  چند   [43]عد  آماری  روش 

برای طبقه در    ها نمونهبندی  متغیره  نسخه   [44]ارائه شد. 

روش    افتهیمیتعم دو  ترکیب  با  روش،  و   LDAاین 

طبقه  برای  آماری  هانمونه بندی  کوادراتیک  جمعیت  ی 

د. ایراد این روش حساسیت به  شمختلف ارائه  متغیره  چند

  [46]روش    فهبه نومشکل حساسیت    [45]نویز است. روش  

را    [46]د. روش  کر  برطرفرا    صورتبهیک مجموعه داده 

فاصله  جمع  با  را  شباهت  عدم  و  گرفته  نظر  در  منیفلد 

محاسبه  هامؤلفه  محلی  خطی  مجموعه   [47].  کندیمی 

یک نقطه در روی منیفلد گراسمان در   صورتبهتصاویر را  

ب   ، ردیگیمنظر   کاهش  هدف  با  شناسایی  آنگاه  با  و  عد 

، آن را به فضای منیفلدی با ابعاد  زکنندهیمتمای  هایژگیو

 . دهدیم کم نگاشت 

ی عصبی کانولوشنی موفقیت هاشبکهدر دهه اخیر،  

از   ویژگی  استخراج  حوزه  در  بالا  هادادهزیادی  ابعاد  با  ی 

گیری ی متعددی از یاد هاکتابخانهو بدین منظور،    اندداشته 

ارائه شده است   چالش کار با    نیترمهماما    [50-48]عمیق 

تعداد  هاشبکه  و  حافظه  محدود  ظرفیت  عمیق،  عصبی  ی 

ی با ابعاد  هادادهبرای    خصوصبهی آموزشی ناکافی  هاداده

در حضور    بندطبقه ، برای بهبود عملکرد  رونیابالا است. از  

اساسی  رویکرد  دو  از  میتوان  آموزشی،  داده  تعداد محدود 

( کرد:  به1استفاده  سنتی  شیوه  به  ویژگی  استخراج  طور ( 

شناسایی   به  اقدام  عمیق  عصبی  شبکه  با  همراه  موازی 

)شکل  کنی  بندطبقه در    مؤثری  هایژگیو )الف((.    -1ند 

  ( ابتدا استخراج ویژگی به شیوه سنتی و سپس با کمک 2)

 )ب((.   -1شبکه عصبی عمیق انجام پذیرد )شکل 

 

 روش پیشنهادی -3
نزدیک    و  یمرز  ی هاداده  انتخاب  هدف  با  ،یشنهادیپ   روش

  از   هاطبقه   کیتفک  درمؤثر    یهاداده  عنوانبه   مرز  به

 وبلمط  یپراکندگ   سی ماتر  جادیا  در  یسع  گر، یکدی

  در   یشنهادیپ   روش.  دارد  LDA  آییکار  شیافزامنظور  به

 :شودیم اجرا مرحله دو

 ه یحاش بیشینه اساس بر یمرز  یهانمونه ییشناسا -1

 رنفیچ اریمع با هاداده یبندطبقه -2

پرداخته شنهادی پ   روش  اتیجزئ  انیب  به  حال،  ی 

 . شودمی

  اساس   بر  یمرز  یهانمونه   ییشناسا   -1-3

 ه یحاش بیشینه
  که  است  هدفهچند  یسازنه یبه  مسئله  کی  نمونه  کاهش

حفظ    را  یبند طبقه  تیفیک  کند یم  تلاش ی  هانمونهبا 

حذف    را  مجموعه  اندازهزمان  هم  و  شیافزاباکیفیت   با 

.  دهد   کاهشبندی  طبقه   جهیدرنت  ریتأثیب ی  هانمونه 

  ن یب  برقراری مصالحه  لهأ مس   با  ها،نمونه  کاهش  در  رون یازا

 مواجه  یبندطبقه   تیف یک  و  یآموزش  مجموعه  اندازه

  صحت   شیافزا  هدف  با   یشنهادیپ   روش  .میهست

  را   مرزها   ک ینزد  و  یمرز  یهانمونه  ها، داده  یبندطبقه 

  حذف   را  مرزها   از  دور   ا ی   و   ی داخل  یهانمونه  و  حفظ

ها  ذکر این نکته ضروری است که تعیین مرز طبقه  .کند می

 . شودیم انجامتوأم  صورتو انتخاب نمونه به
 

 )الف( 

 
 )ب(

 
روندنمای استخراج ویژگی )الف( یادگیری سنتی و  (:1-شکل)

ی متمایزکننده را  هایژگیو زمانهمیادگیری عمیق به طور 

توسط   شدهاستخراجی هایژگ یو. )ب( کنندی مشناسایی 

 عنوان ورودی یادگیری سنتی به

 .شوند یمدر یادگیری عمیق استفاده  
(Figure-1): The feature extraction process. (a) Both 

traditional and deep learning algorithms detect 

discriminative features simultaneously. (b) The features 

extracted from a traditional algorithm are considered as the 

input of a deep learning algorithm. 

 

طبقه   مؤثری  هانمونه ناسایی  ش  منظوربه بندی،  در 

است   لازم  سپس    ها هیحاشابتدا  و    ر یتأث  زانیمشناسایی 

شود  مرزها  جاد یا  در   نمونه  هر  )وزن( این    .محاسبه  با 

  جداکننده   یمرزها  جادیا   درمؤثر    ی هانمونه  ریتأث  رویکرد،

 یپوشچشم  یرمرزیغ   یها داده  ریتأث  از  و شده    د یتشد

از    (2)  شکل.  شودمی در   بیشینهنمایی  متقارن  حاشیه 

دو و  ب فضای  را   قرارگرفتهی  هانمونهعدی  حاشیه  روی  بر 

  . دهدیمنشان 
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 ی عدبُدو یمتقارن در فضا هیحاش  بیشینه (:2-شکل)

(Figure-2): A symmetric maximum margin model in 

a 2-dimensional space  

 

این  .  دهد یم  نشان  را  یشنهادیپ   مدل  (3)  شکل

را    شدهداده  کاهش  یهانمونه   با  هیحاش  بیشینه  مدل،

 نظر  در  دیمق  یرخطیغ   ریزیبرنامه  مسئلهعنوان  به

تغییر    مهم   دیق.  گیردمی عدم   دو  نیب  هی حاش  بیشینهآن، 

 .است نمونه کاهش  پس از اعمال ،طبقه
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constraint ( ):
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له أعنوان مسبهپیشنهادی  هیحداکثر حاش  مدل (:3-شکل)

 یبی رک یی تریزی دودوبرنامه 

(Figure-3): The proposed maximum margin model as a 

binary compound programing problem 

 

 یبرا  i  بیضرا  ،(3)شده در شکل  ارائه   مدل  در

کار  به  جداکننده  یمرزها  ساخت  در  نمونه  هر  ریتأث  نییتع

 در   i  نمونهگاه  آن   باشد،  صفر  برابر  iچنانچه.  روندیم

  از   را  آن  توانیم  و  بوده  ریتأثیب  طبقه  دو  نیب  مرز  جادیا

  تابع  از  هدف.  کرد  حذف  یآموزش  مجموعه
1

min
n

i
i


=
  

  شوند،   صفربا    برابر  کهای است    i  تعداد   نیشتریب  افتنی

.  شوندیم  حذف  یشتریب   یهانمونه   صورت،  نیا  دراست.  

)  دیق )I  نیترکینزد  قواعد  ی رو  بر  هانمونه  ریتأث  به  

 د یق  در.  دارد  توجه  x  یشیآزما  داده  یبندطبقه   در  هیهمسا

( )I   هیحاش  حداکثر  مدل( ) min , | class 1i ix x x  + 

  و   xی شیآزما  داده   ن یب  فاصله   دادننشان  یبرا

.  رودیم به کار    +1طبقه   در  آن  یهاهیهمسا  نیترکینزد

)  د، ی ق  نیا  در )  ( ) min , | class 1 min , | class 1i i i ix x x x x x  − −   + 

 نیترکینزد  از  xداده   فاصله  اختلاف  یریگاندازه  یبرا

این    علامت.  است  شده  استفاده  طبقه  دو  در  شیهاهیهمسا

).  کندیم   مشخص  را  xطبقه  عبارت، ), ix x  فاصله  

 را  ix  یآموزش  داده  و  xی شیآزما  داده   انی م  اقلیدسی

  زمان   در  که  است  یضرور  نکته  نیا  ذکر.  کند می  محاسبه

  استفاده   مورد  یشیآزما  داده  عنوانبه   یآموزش  داده  آموزش،

  ر یتأث  تحت  ix  وسیلةبه  xطبقه   نییتع  اگر.  ردیگیم  قرار

 از  را  ix  و   ده کر  ریی تغ  صفر  به  iگاه آن  ردینگ  قرار

  ی ورود  کی  q  پارامتر.  م یکنیم   حذف  یآموزش  مجموعه

  استفاده  فهنو با   مقابله یبرا  و است کاربر توسط میتنظ قابل 

 . شودیم

  به  (3)  شکل  در  شده یمعرف  هیحاش  بیشینه  مدل

 :است انی ب قابل یگرید شکل

(2) ( )

( )

( ) 

( ) 

( ) 

( ) 

find

1min , | class 1

min , | class 1

. . ,

1min , | class 1

min , | class 1

i i i

i i i

i i i

i i i

f g

x x x

x x x

s t f x

x x x

x x x









−   − 

   +


= 

+   + 


  −


 

 : ، داریمگریدیعبارتبه
 

(3) 
( )

( ) 

( ) 

min , | class 1

min , | class 1

i i i

i i i

x x x
f x sign

x x x





   −
 =
 −   + 

 

 

  تا   یریگمیتصم  سطح  یرو   نقطه  هر   از  فاصله  ن،یبنابرا

  از  نقطه  آن  از  فاصله  با   برابر  −1  طبقه  ةنمون  نیترکینزد

.  است  +1  طبقه  نمونه  نی ترکینزد  تا   یریگمیتصم  سطح

)  رون یازا )f x  و   متقارن  هیحاش  بیشینه  دهندهنشان  

( ) 0f x   ی مرز  انهیم  در   جداکننده  صفحه  دهنده نشان   =

  شکل   در  هی حاش  بیشینه  مدلازآنجاکه    .است  طبقه  دو  نیب

 است،  وستهیپ   و  گسسته  یرهایمتغ  رنده یدربرگ  (3)

در    یبیترک  ییدودو  ریزیبرنامه   لهأ مس  کی  را  آن  توانمی

 گسسته  ی دهایق  ن، یبنابرا  ؛ گرفتنظر  

 0,1 for 1,...,i i n  ی عنی  آن،  وستهیپ صورت  به  =

( )1 0, for 1,...,i i i n  − = .  شوند یم  داده   شی نما  =

  د یق  با  کی-صفر  یرخطیغ   ریزیبرنامه  لهأ مس  (4)  شکل

 تابع  روش  از  ،یشنهادیپ   روش  در.  دهدیم  نشان  را  وستهیپ 
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  استفاده   ،یرخطیغ ریزی  برنامه  حل  یبرا  [17]  پرکننده

 . است شده
 

1

min

. . Trainingset

constraint ( ):

if class 1

min{ ( , ) | class 1} min{ ( , ) | class 1}

min{ ( , ) | class 1} min{ ( , ) | class 1} ,

otherwise

min{ ( , ) | class 1} min{

n

i

i

i

i i i i i i

i i i i

i i i i

s t x x

x

x x x x x x

x x x x x x

x x x

a

a a

q

a a

=

" ¹ Î

I

Î +

¶ Î + - ¶ Î - £

¶ Î + - ¶ Î - +

¶ Î - -

å

( , ) | class 1}

min{ ( , ) | class 1} min{ ( , ) | class 1} ,

Constraint ( ):

( 1) 0 for 1,...,

i i

i i i i

i i

x x x

x x x x x x

i n

q

a a

¶ Î + £

¶ Î - - ¶ Î + +

P

- = =

 

 پیشنهادی  یرخط یغ ریزیله برنامهأمس(: 4-شکل)
(Figure-4): The proposed nonlinear programing problem 

 . شودیم انی ب (4) رابطه وسیلةبه پرکننده  تابع
 

 

 

(4) 
( )

( ) ( )( )

( )( )r, , , * ,2

1

x *
1

P
2* 1

r

m
c q x r c

r i

i q

g f x f

x f
g g x rx x

=

 −
 

=  
+ −− +  
 


 

)  تابع  سازنه یکم  x*آن   در  که )f x  لهأ مس  درP  و, ,q c r 

 زین  g  و  fوسته یپ   توابع .  اندمیتنظ  قابل  یپارامترها

 : شوندیم فیتعر ریزصورت به
 

(5) 

( ) 3

, 3 2

if 0

2 3
if 0

0 if

r c

c t

c c
f t t c r t

r r

t r





= − − + −  


 −

 

(6 ) 
( ) 3 2

3 2

2 if 0

4 2 6
2 if 0

0 if

r

t t

r r
g t t t t r t

t t

t r

+ 


− −
= + + + −  


 −

 

 

)  در   پرکننده   نقش  یدارا  fتابع  )r, , , *P c q x x  تابع   و  است  

g  شود یم  استفاده  دها یق  با  کار  یبرا  آزاد  تابع  عنوانبه  .

  ک ی  یاصل  لهأ مس  از  نخست  روش   یمحل  نهیکم  نقطه  اگر

  ه نیکم  نقطه  توانیم گاه  آن  نباشد،   یکل  نهیکم  نقطه

  و   یمحل  یجستجو  اعمال  با  یاصل  ةمسئل  یبرا  یگرید

 از  ی بیتقر  ینه یکم  نقطه  ک ی  که   ی زمان  تا   عمل   نیا  تکرار

 ی سازنهیبه  لهأ مس  ت،ینهادر   ؛آورددست  به  ،حاصل شود  آن

 ریز  صورتبه  پرکننده   تابع   لهأ مس  نام  به  یابسته  دیمق

 : شودیم  یمعرف

 

(7)                                                                                     ( ) ( )r, , , *P min P c q x
x X

x


 
 

پرکننده   تابع  )که  )r, , , *P c q x x    رابطه   شده تعریف    (4)در 

محلنه یکم  چنانچه  .است یک    x*فعلی    یکننده 

برای  کمینه  )کننده  )P    نقطه xنباشد،  S    شرط با 

( ) ( )*f x f x  طرح برخی  از  استفاده  جستجوی  با  های 

 توانیم  ن،یبنابرا ؛است محاسبه قابل Pمحلی برای مسئله 

)یبرا  یبهتر  ی محل  کنندهنه یکم )P   جستجوی اعمال  با 

مس  به  )ة  لأ محلی  )P  از شروع  در    دستبه  xبا  آورد. 

نمونه   انتخاب  که   بیشینهالگوریتم  کرد  توجه  باید  حاشیه 

( )f x  یخطر یریزی غ له برنامهأ همانند تابع هدف در مس 

)است و    ( 4)  در شکل )ig x  1برای,...,i m=  صورت به

 شود:  زیر تعریف می

)قید   )I تعریف شده است.  (8)رابطه  وسیلهبه 

(8) 
( ) 

( ) 

( ) 

( ) 

( ) 

( ) 

( ) 

( ) 

min

min

min

min

min

min

min

min

if class 1

, | class 1

, | class 1

, | class 1

, | class 1 ,

otherwise

, | class 1

, | class 1

, | class 1

, | class 1 .

i i i

i i i

i i

i i

i i i

i i i

i i

i i

x

x x x

x x x

x x x

x x x

x x x

x x x

x x x

x x x













+

 +

  + −

  − −

  +

  − +

  − −

  + −

  − +

  + −

 

 

)قید   )P شود.  تعریف می (9)صورت رابطه به 
 

(9)                                                                                               ( 1) 0, for 1,...,

(1 ) 0, for 1,...,

i n
i i

i n
i i

 

 

−  =

−  =
                                                                                             

 

نمونه   انتخاب  الگوریتم  یک    mحاشیه،  بیشینهدر 

 nیک عدد بزرگ مثبت است و  Mعدد مثبت کوچک و  

ویژگی دادههای  تعداد  می  مجموعه  مشخص  کند.  را 

نمونه  انتخاب  جهت  پیشنهادی  پرکننده  تابع  الگوریتم 

 نشان داده شده است.  (5)حاشیه در شکل  بیشینه
 

2k  :1گام   n=  ،1r =  ،1c =  ،1l =  ،1j =  ،1000q = ،
810M =  ،810m 1و    =- 2, ,..., ke e e  ابعاد با  واحد  بردارهای 

n. 

 . (4)محاسبه تابع پرکننده طبق رابطه : 2گام 

jاگر :  3گام   k  ،یک    آنگاه باشد( )1l l£  نامنفی 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
3.

10
5 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             7 / 14

http://dx.doi.org/10.52547/jsdp.19.3.105
http://jsdp.rcisp.ac.ir/article-1-1126-en.html


 
 53پیاپی  3شمارة  1401سال 

112 

*j

jy x el=  برو. 6انتخاب نموده، در غیر این صورت به گام  +

یافتن :  4گام    برای  کمینه  y*جستجو  تابع  نقطه  محلی  کننده 

شیب   روش  از  استفاده  با  همچنین توأمپرکننده،   .0 *x y=    را

 تنظیم کن.

کننده محلی مسئله اصلی با استفاده از روش  یک نقطه کمینه  :5گام  

SQP 1   0با شروع ازx  برو.  2پیدا کن و به گام 

qاگر  :6گام   M£  ،آنگاه  q    در و  10را  1jضرب کن  قرار    = را 

 برو. 7به گام  صورت  ن یا بده، در غیر 

cاگر  :7گام    M£  ،آنگاه  c    در و  10را  کن،  1jضرب  و   =

1000q   8به گام    صورت  نی ابرو، در غیر    2را قرار بده و به گام    =

 برو.

rاگر :  8گام   m³  ، آنگاهr    بر و    10را  کن  1cتقسیم  = ،

1000q الگوریتم را    صورت  نی ابرو، در غیر    2قرار بده و به گام    =

کننده کلی و با تقریبی از آن برای مسئله  یک کمینه x*متوقف کن و  

        اصلی است.

انتخاب   برای پیشنهادی رکنندهتابع پُ تمیالگور (:5-شکل)

 هیحاش  بیشینهنمونه 
(Figure-5): The proposed filled function for selecting 

instances on the maximum margin 

 

ی هاداده با    رنفیچ  ماتریس پراکندگی  -2-3

 افتهیکاهش
شناسایی   هدف  با  مرحله،  این  در    مؤثری  هایژگیو در 

اطلاعات  طبقه  کسب  و  در   کنندهک یتفکبندی  موجود 

استفاده  هاطبقه  چیرنف  معیار  توزیع  فاصله  از  شود.  یم، 

که   است  آن  معیار  این  از  استفاده  روش    برخلافمزیت 

LDA    2بهینه را برای دو طبقه    کنندهکیتفککهl پیدا  =

در چند طبقه را از یکدیگر   تواندیم، معیار چیرنف  کند یم

درکندتفکیک   با  مسنظر.  این  های  ماتریس له،  أ گرفتن 

با استفاده از روابط  ی  اطبقه ی و دروناطبقهپراکندگی میان

)رابطه    محاسبه  (11)و    (10) چیرنف  معیار  در  ( (12)و 

می غیرمرزی هانمونهشوند.  جایگذاری  و  مرزی  ی 

ورودی این روابط در  عنوان  از مرحله قبل، به  آمدهدستبه

گرفته   پیشنهادی شوندیمنظر  روش  از  مرحله  این  روند   .

 ( ارائه شده است:6در شکل )
 

(10) ( ) ( )( )
( )

( )( )
1 1

B
l n T

B B B

j i j i

i j

S x m x m
= =

= − −  

(11) ( ) ( )( ) ( )( )
1

l T
W NB NB

j i j i

i j i

S x m x m
= =

= − −  

 

)که   )Bx  وهانمونه مرزی  )ی  )NBx  غیرمرزی ها نمونه ی 

 است. 
 

1 Sequential Quadratic Programming 

(12)       
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 (13)، ماتریس تجزیه مقدار ویژه رابطه  Aبرای تعیین بردار 

شده  )تشکیل  )C WS W S Wl= و ]؛  ]( )1,..., dA W W A= 

 شود.  ار ویژه انتخاب میمعادل با بردار ویژه بیشترین مقد
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 . محاسبه ماتریس پراکندگی3

  الف(
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 روش پیشنهادی (: 6-شکل)

(Figure-6): The proposed method 

 

در  آن  روندنمای  پیشنهادی،  روش  بهتر  درک  جهت 

 نشان داده شده است. (7)شکل 

 
 روندنمای روش پیشنهادی (:7-شکل)

(Figure-7): The flowchart of the proposed method 

 

 ارزیابی و مقایسه روش پیشنهادی -4
سازی روش پیشنهادی  در این بخش، نتایج حاصل از پیاده

گیگا هرتز    2.70با پردازنده اینتل    ایرایانهبر روی سیستم  

بر روی   MATLAB R2016افزار  گیگا بایت رم و با نرم  8و  

بیان شده    UCI  داده  گاهیپا  مستخرج ازداده  مجموعه  هفده

  ش ینما(  1)  جدول  در  ها دادهمجموعه   اتیخصوصاست.  

علاوه  . است  شده  داده عملکرد،  ارزیابی  مرز  در  روش  بر 

بندهای سنتی درخت تصمیم، شبکه ، از طبقه1[35]دانش  

 

1http://www.optimal-

group.org/Resources/Code/G2DLDA.html 

و    LDAبا اعمال دو روش استخراج ویژگی    kNNعصبی و  

روش است.  استفاده شده  پیشنهادی  از    شده یادهای  روش 

مقایسه اجرا  زمان  و  صحت  معیارهای  .  اندشده  نظر 

   .استانجام شده  2تایی ده یدرضرب  اعتبارسنجی به شیوه
 

 هادادهمجموعه (:1-جدول)
(Table-1): Datasets 

 تعداد ویژگی  تعداد طبقه  تعداد داده  مجموعه داده 

Iris 150 3 5 

Liver 345 2 6 

Hepatitis 137 2 34 

Balance-scale 150 3 5 

Hayes roth 132 3 5 

German credit 1000 2 38 

New-thyroid 215 3 6 

Banknote 

authentication 
1370 2 3 

Wine 178 3 13 

Breast cancer 

Winconsin 
699 2 11 

Zoo 101 2 16 

Vote 435 2 16 

Australian credit 653 2 51 

Primary tumor 336 2 15 

Haberman 31 2 3 

Ads 3279 2 1558 

Census 29926 2 409 

  

 نتایج  -5
از به حاصل  نتایج  روش،  هر  عملکرد  بهتر  درک  منظور 

طبقه  مجموعه اجرای  هر  روی  بر  رتبه بندها  و  داده  بندی 

جداول   سطر  آخرین  در  روش  هر  رتبه  میانگین  سپس 

علامت   از  رتبه،  نمایش  جهت  است.  شده  داده  نمایش 

 پرانتز استفاده شده است.  

استخراج ویژگی بر صحت و زمان   ریتأثبرای بررسی 

از    هاشیآزمای،  بندطبقه اجرای   بعد  و  قبل  حالت  دو  در 

نتا  پردازششیپ اجرای   طبق  انجام شد.  مندرج  ویژگی  یج 

جدول   و  (2)در  بیشترین  عصبی  شبکه    kNN  بندطبقه ، 

مجموعه  روی  بر  را  صحت  میزان  ی  هادادهکمترین 

. همچنین طبق نتایج مندرج در جدول  اندداشتهاستاندارد  

به   بند طبقه،  (3) ویژگی  استخراج  اجرای  با  عصبی  شبکه 

بالای   صحت  همچنان  پیشنهادی،  را  بندطبقهروش  ی 
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است کرده  اجرای    بندطبقه .  حفظ  با  تصمیم  درخت 

 .داستخراج ویژگی به روش پیشنهادی نیز رتبه دوم را دار
 

 نرخ صحت  (:2-جدول)
(Table-2): Comparison of Accuracy (%) 

 شبکه عصبی  درخت تصمیم  kNN مجموعه داده 

Iris 81.79(3) 82.74(2) 90.62(1) 

Liver 74.26(2) 75.53(1) 70.02(3) 

Hepatitis 59.88(2) 59.86(3) 75.99(1) 

Balance-scale 50.37(3) 51.85(2) 65.64(1) 

Hayes roth 78.25(3) 78.86(2) 86.24(1) 

German credit 56.25(3) 67.66(2) 68.98(1) 

New-thyroid 36.77(3) 37.54(2) 89.17(1) 

Banknote authentication 67.89(2) 67.00(3) 97.59(1) 

Wine 79.71(3) 80.63(2) 90.53(1) 

Breast cancer Winconsin 84.41(3) 85.35(2) 95.75(1) 

Zoo 74.54(3) 75.32(2) 86.13(1) 

Vote 74.76(2) 74.71(3) 94.69(1) 

Australian credit 64.26(3) 65.17(2) 82.43(1) 

Primary tumor 59.18(3) 60.12(2) 70.34(1) 

Haberman 65.46(3) 76.27(1) 74.15(2) 

Ads 75.21(3) 79.17(2) 84.05(1) 

Census 78.16(2) 73.19(3) 81.36(1) 

Average rank 2.69(3) 2.13(2) 1.19(1) 

 
 ویژگی(  پردازششیپ % )با اعمال  نرخ صحت(: 3-جدول)

(Table-3): Comparison of Accuracy (%) (Feature 

Preprocessing) 
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(4) 

73.8

5(2) 

78.6

6(1) 

Ads 
71.3

8(3) 
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3(5) 

73.1
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8(6) 

64.0
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3(1) 

Census 
72.8

3(2) 

61.0
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65.2

2(5) 

72.4

8(3) 

62.9

2(6) 

67.1

9(4) 

75.3

8(1) 
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age 

rank 

3.5(

3) 

6.00

(6) 

5.13

(5) 

4.94

(4) 
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(4) 

2.38

(2) 
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(1) 

 

جدول   در  مندرج  نتایج  عصبی  (4) طبق  شبکه   ،

طبقه و  )بر    kNNبند  کمترین  محاسبه  زمان  بیشترین 

اند.  های استاندارد داشتهدادهحسب ثانیه( بر روی مجموعه 

  kNNبند  ، طبقه( 5)همچنین طبق نتایج مندرج در جدول  

کمترین  پیشنهادی  روش  به  ویژگی  استخراج  اجرای  با 

است.   داشته  را  محاسبه  زمان   گفتنیزمان  جهت  است 

اعتبارسنجی   در  اجرا  زمان  میانگین   یدرضرب محاسبه، 

 در نظر گرفته شده است.  تاییده
 

 ( sزمان محاسبه )(: 4-جدول)
(Table-4): Comparison of Computational Time (s) 

 شبکه عصبی  درخت تصمیم  kNN مجموعه داده 

Iris 6.53(2) 7.52(3) 5.24(1) 

Liver 7.61(2) 8.35(3) 6.84(1) 

Hepatitis 8.52(3) 6.84(1) 7.36(2) 

Balance-scale 49.47(3) 47.99(1) 48.66(2) 

Hayes roth 50.14(3) 48.35(1) 48.95(2) 

German credit 41.39(1) 42.78(2) 43.96(3) 

New-thyroid 35.93(3) 35.62(2) 33.03(1) 

Banknote 

authentication 71.16(2) 71.78(3) 71.01(1) 

Wine 68.20(3) 66.34(2) 65.45(1) 

Breast cancer 

Winconsin 105.73(1) 106.58(3) 106.01(2) 

Zoo 54.87(2) 55.22(3) 53.52(1) 

Vote 24.63(3) 23.63(1) 24.44(2) 

Australian credit 24.48(1) 26.92(3) 25.64(2) 

Primary tumor 31.10(1) 33.05(2) 33.93(3) 

Haberman 20.74(2) 21.15(3) 20.14(1) 

Ads 179.68(3) 178.47(1) 178.78(2) 

Census 168.12(3) 166.67(1) 166.78(2) 

Average rank 2.25(3) 2.00(2) 1.75(1) 

 

 پردازش ویژگی( )با اعمال پیش (s)زمان محاسبه  (:5-جدول)
(Table-5): Comparison of Time (s) (Feature Preprocessing) 
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26(4

) 

Census 

166.

84(3

) 

169.

39(6

) 

169.

03(5

) 

173.

72(7

) 

165.

22(2

) 

164.

92(1

) 

168.

04(4

) 
Avera

ge 

rank 

5.13

(5) 

5.56

(7) 

5.31

(6) 

5.00

(4) 

1.56

(1) 

1.81

(2) 

3.63

(3) 

 

 

 

 

 گیری نتیجه -6

مقاله   این  بهبود    منظوربهدر  هدف  با  و  ویژگی  استخراج 

چند    LDAعملکرد   مسائل  حل  همچنین  اطبقه در  و  ی 

با   فاصله  هادادهمواجهه  بر  مبتنی  روشی  ناهمگن،  ی 

روش   نخست،  است.  شده  معرفی  چیرنف  توزیعی 

ارائه مسپیشنهادی   بهأ با  و حل    دیمق  ییدودو  یسازنهیله 

داده  ی هاتم یالگور  وسیلهبهآن   کاهش  به    ها پرکننده 

حذف    زیرمریغ   یهانمونه   ،یشنهادی. در روش پ پردازدمی

نمونه تنها  م  یمرز  یهاو  فرآشوندیحفظ  انتخاب    ندی. 

 جادیا  یابر ابرصفحه جداکننده بر  یمبتن  یشنهادینمونه پ 

است  ایبیشینه   هیحاش  کی سپس،    ؛جداکننده 

اسهاسیماتر با  تنها  چیرنف  معیار  پراکندگی  از ی  تفاده 

ساخته  هاداده مرزی  علاوهشودیمی  پیشنهادی  روش  بر  . 

طبقه با  دانش،  مرز  درخت  روش  عصبی،  شبکه  بندهای 

ی و زمان محاسبه  بندطبقه از نظر صحت    kNNتصمیم و  

نشان  شمقایسه   نتایج  از   دهندیمد.  استفاده  صورت  در 

علاوه پیشنهادی،  طبقه روش  عملکرد  زمان  بر حفظ  بندها، 

. از آنجاکه در روش پیشنهادی  ابدییم محاسبه نیز کاهش  

می استفاده  پرکننده  تابع  دقیق  از  مقداردهی  شود، 

 .   استپارامترهای آن چالش روش پیشنهادی 

روش   شودیم  شنهادیپ   ندهیآ  هایکار  جهت از 

بهبود  ،یشنهادیپ   ویژگی انتخاب     ر یسا  یی کارا  یجهت 

شود.طبقه  استفاده  روش    توانیمهمچنین،    بندها  از 

به تکمیلی  پیشنهادی  رویکرد  یادگیری هاروشعنوان  ی 

کمبود   مشکل  بر  غلبه  جهت    دار برچسبی  هادادهعمیق 

 استفاده کرد. 
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