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 چکیده 

های بانکی، همواره  . با افزایش استفاده از کارتمیهست  ی عابر بانکهاشاهد رشد بالای استفاده از کارت ی  سترش فنّاورگ با پیشرفت و  

فراهم  فرصت مهاجمان  برای  به  شود؛میهایی  تشخیصهاتمیالگور کارگیریلذا  به ی  جلوگیری تقلب  اقدامات منظور  در  متقلبانه از 

،  ستهااز میان انبوهی از دادهمفید   الگوهای یک تکنیک که قادر به شناسایی  عنوانکاوی به. دادهناپذیر استهای بانکی اجتنابکارت

تقلب در این حوزه است. هدف اصلی این مقاله ارائه یک روش جدید در تشخیص داده  مؤثرهای  یکی از روش های پرت در تشخیص 

-NMF  ،hierarchical kی  هاکی ، ترکیب تکنمقالهاین    پیشنهادیوش  باشد. ر  برخوردار که از دقت و فراخوانی بالایی    استبدون نظارت  

means ،  k-means  و  k  های متعددی با استفاده  های پرت، ارزیابیبرای ارزیابی روش پیشنهادی تشخیص داده.  استترین همسایه  نزدیک

داده با  از  فراخوانی  و  دقت  منظر  از  و  شد  انجام  استاندارد  همچونهاتمیالگورهای  معیار  ، Isolation Forest  ،K Nearest Neighbors  ی 

Median kNN  ،Average kNN   روش پیشنهادی از دقت و فراخوانی بالاتری  هاش یآزمااز    آمدهدستبه . مطابق نتایج  شد  سهیمقا   و غیره ،

 برخوردار است.  هاتمیالگورنسبت به دیگر 

 

 مراتبیسلسله kmeans ,NMFهای پرت، کاوی، شناسایی دادههای بانکی، دادهکارت تشخیص تقلبکلیدی:   واژگان
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Abstract 
With the advancement of technology, the use of ATM and credit cards are increased. Cyber fraud and 

theft are the kinds of threat which result in using these Technologies. It is therefore inevitable to use 

fraud detection algorithms to prevent fraudulent use of bank cards. Credit card fraud can be thought of 

as a form of identity theft that consists of an unauthorized access to another person's card information 

for the purpose of charging purchases to the account or removing funds from it. Credit card fraud 

schemes are divided into two categories: application fraud and account takeover. When a credit card 

account gets opened without someone’s permission is called application fraud. Account takeovers, on the 

other hand, is when an existing credit card account is hijacked, and the criminal obtains enough 

personal information to modify the account's information. The criminal then subsequently reports the 

card lost or stolen in order to obtain a new card and make unauthorized purchases with it. Data mining 

as a technique capable of identifying useful patterns among a great deal of data is an effective method in 

detecting fraud in this regard. The main purpose of this paper is to present a new method for detecting 

unattended outliers that require high accuracy and recall. The method presented in this study is based 
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on a combination of NMF, hierarchical k-means, k-means and k-nearest neighbors’ techniques. To 

evaluate the proposed method of outlier detection, several experiments were performed using standard 

data, in terms of accuracy and recall with Isolation Forest, k-nearest neighbors, Median kNN, and 

Average kNN. The dataset used in this paper is one that was provided in a 2016 Kaggle competition and 

was provided by a European bank after anonymization. The results, corroborate that the proposed 

method has higher accuracy and recall than other algorithms.  

 

Keywords: Fraud detection, Data mining, Outlier detection, hierarchical k means, NMF 

 

 مقدمه -1
 سراسر  در  بانک  عابر  هایکارت   کاربران  تعداد  که  طورهمان

 برای  مهاجمان  برای  هاییفرصت  یابد، می  افزایش  جهان

 نیز  تقلب  ارتکاب  ازآنپس  و   کارت  جزئیاتبردن  سرقت به

  دو   به  بانک  عابر  کارت  بر  مبتنی  خریدهای.  یابدمی  افزایش

  کارت   -2  و  فیزیکی  کارت-1:  شوندمی   بندیدسته   نوع

  کارت،  ةدارند  فیزیکی،  کارت  بر  مبتنی  خرید  در.  مجازی

 پوز  دستگاه   به   پرداخت  برای  فیزیکی  صورتبه  را  کارتش 

  تراکنش  یک  ارتکاب  برای  خریدها   از  نوع  این  در.  دهدمی

  کارت،   ة دارند  اگر.  بدزد  را  بانکی کارت  باید   مهاجم   تقلبی،

 رفتندستاز  به  منجر  است  نفهمد، ممکن   را  کارتش   نبود

  فقط   خرید،   دوم  نوع  در.  [1,2]  شود  توجهیقابل  مبلغ

  تاریخ  کارت،  شماره   ،کارت  یک  مورد  در  مهمی  اطلاعات

  راه  تنها .  هست  کافی  پرداخت  برای)امنیتی  کد  انقضا،

  در   مخارج  الگوهای  که  است  این   هاتقلب  نوع  این  تشخیص

  به   نسبت  تناقض  هرگونه  تا  شود  وتحلیلتجزیه  کارت  هر

 تقلب  تشخیص.  شود  کشف  معمول،  مخارج  الگوهای

  کارت،  ة دارند خرید موجود های داده وتحلیلتجزیه اساس بر

  هایکارت  در  تقلب  نرخ  کاهش   برای  امیدوارکننده  راه  یک

  نمایش   به  تمایل   هاانسان  ازآنجاکه.  است  بانک  عابر

  نیز   کارت  ةدارند  هر  رفتار  دارند،   خاصی  رفتاری  هاینمایه

  این.  شود  معرفی  الگوها  از  ایمجموعه   وسیلةبه  تواندمی

  رایج،   خریدهای  بندیدسته   ةدربار  اطلاعات  شامل  الگوها

 خرج  پول  مقدار  خرید،  آخرین  از  شدهسپری  زمانمدت

 انحراف.  هستند  غیره  و  خرید   جغرافیایی  هایمحل  شده،

 . است سامانه برای ایبالقوه  تهدید الگوها گونهازاین 

  بازی  مالی تقلب تشخیص  در مهمی  نقش کاوی داده

  حقایق   کشف  و  استخراج  برای  اغلب   کهطوری به  کند،می

 آن  رویکردهای   از  ها داده  از  بزرگی   مقادیر  در   پنهان

 فرآیندی  عنوانبه  را  کاویداده  برخی   . شودمی  استفاده

  هایالگوریتم  و  مصنوعی  هوش  ریاضی،  آمار،  از  که  دانندمی

  مفید   اطلاعات   تشخیص  و  استخراج  برای  ماشین  یادگیری

  دانش  بزرگ،  داده پایگاه یک  از آن تبعبه و  کندمی استفاده

  کردند   بیان  گرانپژوهشای از  . عده[3]  آوردمی  دستبه  را

 ةتوسع  برای  تواندمی  که  است  این  کاویداده  مهم  مزیت  که

  جدید،   حملات  تشخیص  برای  هامدل  از  جدیدی  ةدست

 شوند،  داده  تشخیص  خبره  هایانسان   توسط  اینکه  از  قبل

  برای  بانکی  تقلب  کشف  مسئولان  .[4]  دشو  استفاده

  بانکی،   عابر  هایکارت  از  سوءاستفاده  هرگونه  از  جلوگیری

 مواردی   و  کنند  بررسی  دقتبه  را  کارت  این  از  استفاده   باید 

  است  شده  هزینه  هاآن   در  غیرطبیعی  صورتبه   که  را

  خریدهای  از  خرید  یک  اگر  مثال  برای.  کنند  مشخص

 این   اینکه  و  باشد  بیشتر  بانک  عابر  کارت  صاحب  عادی

 کارت  صاحب  زندگی   محل  از  دور  بسیار  محلی  در  خرید

.  است  افتاده  اتفاق  برانگیزشک  خرید  یک   گیرد؛   انجام

  های سوءاستفاده  از  جلوگیری  برای  باید   ترتیباینبه

  داده  تشخیص  مشکوکی  هایتراکنش  چنین  احتمالی،

  .شوند

  ة داد: »کند می  تعریف  طوراین  را  پرت  نقاط  هاوکینز

 است  متفاوت   مشاهدات  دیگر   از  که   است  ای مشاهده  پرت

تولید    متفاوت  سازوکار  یک  با  که  شویممی  مشکوک  ما  که

را  هادادهی  طورکلبه  .[5]  «است  شده پرت  به   توانیمی 

 ة:طبقسه 

 ی پرت سراسری  دادها .1

 ی یا شرطیانهیزمی پرت هاداده .2

 ی پرت اجماعی هاداده .3

 زیادی  بسیار  انحراف  ایداده  که. درصورتی [4]  تقسیم کرد

  خوانده  سراسری  پرتی  داده   باشد،  داشته  هاداده  دیگر  با

 توجه  با   زیادی  ربسیا  انحراف  ایداده  کهدرصورتی  .شودمی

 داشته   هادادهمجموعه   هایداده  دیگر  با  خاصی  زمینه  به

  با که  صورتیدر  و   .شودمی  خوانده  ایزمینه  پرت  داده   باشد، 

 آن   از  ایزیرمجموعه   داده، مجموعه  یک  داشتن  اختیار  در

 داشته  هادادهمجموعه   بقیه  با  زیادی  کلی  انحراف  مجموعه،

میاجماعی    پرت  یک   باشد،    نکته  این   به  باید .  شودگفته 

  یک  در  که  هاییداده  همه  ندارد  لزومی  که  داشت  توجه

 . باشند پرت داده تنهایی هستند، به اجماعی پرت
از مسئله تشخیص    توانیم یی که  هادگاهیدیکی از  

است    1یایبندطبقه له  أ مس  عنوانبه  ،ی پرت داشتهاداده
؛ »پرت«( نامشخص است)»عادی« یا  ها  برچسب که در آن  

که    نیبرابنا حقیقت  و  بیشهادادهدیدگاه  عادی  از    ی 

 

1 Classification 
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هستند،  هاداده پرت  کل   توانیمی  که  کرد  وانمود 
یک    ردة   فقط حاوی  ها  دادهمجموعه  ایجاد  و  است  عادی 
عادی در نظر    یهادادهمدلی از    عنوانبهرا    ها دادهمدل از  
 نمراتعنوان  به   توانیمرا    یعاد  مدل  این  از  انحراف  گرفت.
بگیریم  1بودن پرت نظر  و    یبندطبقه  ن یب  ارتباط  ن یا.  در 
مهمهاداده  صیتشخ خیلی  پرت   از  یاریبسزیرا    ؛ است  ی 
  افتهی میتعم  یبندطبقه   ی هاتمیالگور  و   ها ه ینظر
تشخیص  هاتم یالگور هستند. هادادهی  پرت    ت یماه  ی 

ی است بر  لی( دلبودنپرت   نمراتها ) برچسب  نامعلوم بودن
تشخیص    کهنیا نوع  هادادهمسئله  از  مسئله  یک  پرت  ی 

  ، معلوم باشند  ها برچسب مواردی که    در  بدون نظارت است.
تشخیص   با  هادادهمسئله  نوع  از  مسئله  یک  به  پرت  ی 
 .[5] شودیم  لیتبد 2نظارت نامتوازن

ی  هابانک  ی هاداده  در  شده انجامی  هایبررسبا  
برچسبی   مربوطه  کارشناسان  اینکه  به  توجه  با  ایرانی 

مسئله   ؛دهندینمارائه    هادادهازای  به مورد  در    بنابراین 
این  هادادهتشخیص   در  پرت  بدون  امسئلهبا    هابانکی  ی 
روب هستیم.  هنظارت    که   است  ن یا  مقاله  نی ا  هدفرو 
  به   مشکوک  یهاداده  تشخیص   یبرا  دیجد  یالگوریتم
 الگوریتم .  کند  ارائه  برچسب  بدون  یهاداده   نیا  از  تقلب

 :بود خواهد  ریز یهایژگیو یدارا یشنهادیپ 

 ی ژگیو  استخراج یهاالگوریتم از استفاده ✓

  پرت  ی هاداده  صیتشخ  یهاالگوریتم  بر   یمبتن ✓
 محور   یچگال

 ها داده یبندخوشه  از استفاده ✓

 
 شده مطالعات انجام -2

 به  مشکوک  موارد  تشخیص  ةزمین  در  زیادی  هایپژوهش
  از  یکی  .است  شده  انجام  بانک  عابر  هایکارت  تقلب

  های کارت  در  تقلب  تشخیص  جهت  پرکاربرد  رویکردهای
  پرت  نقاط   تشخیص  هایالگوریتم  از  استفاده   بانک،  عابر 
  هایالگوریتم  انواع  بررسی  به  بخش   این   در.  [8 ,7 ,6]  است

  های الگوریتم.  پرداخت  خواهیم  پرت  نقاط  تشخیص  مختلف
 قرار  مورداستفاده  که  هاستسال  پرت  هایداده  تشخیص

  که   هستند،  اهمیتیکم  پرت نقاط  نقاط  این  یا  و  گیرندمی
  حذف   هاداده  از  نرمال  غیر  نقاط   این  که  شودمی  موجب
  که   هستند،  برخوردار  بالایی  اهمیت   از  نقاط   این   یا  و   شوند
  داده   تشخیص  خودکار  طور به  قاط ن  این  شودمی  موجب
   .شوند

 

1 Outlier Scores 
2 Imbalanced 

  است  بزرگی  و  مهم  ةلأ مس  یک  پرت  نقاط  تشخیص
 بررسی   ایگسترده   کاربردی  و  پژوهشی  هایحیطه   در  که

  پرت  هایداده تشخیص هایالگوریتم از بسیاری. است شده
  و   اند،شده  داده  توسعه  ایویژه  کاربردی  هایحوزه  برای
  پژوهش   این  در.  دارند  عمومی   جنبه  نیز  هاآن   از  بعضی
  گوناگونی   هایبخش  به   موجود  هایالگوریتم  انواع

 .  شوندمی بندیتقسیم
شکل و    N1  نرمال ةناحی دو شامل  ها داده  (1)  در 

N2  گیرند.می قرار ناحیه دو  این در هاداده ةعمد که  است 

 هستند، دور دو ناحیه این از یتوجهقابل طوربهکه   نقاطی

 . شوندمحسوب می پرت ،O3و   O2  و O1 مثال برای

 

 
 در  پرت هایداده از مثالی: (1-شکل)

 [ 7]. دوبعدیهای  دادهمجموعه 

(Figure-1): Example of outlier data in 2d data set [8] 

 

توز  یمبتن  یهاروش  سندگانینو  یبرخ  عیتابع 

 .[10]د اندهکر  شنهادیداده پرت پ  یی شناسا یانباشته را برا

و امکان    میحج  ی هاداده  ش یرایجهت پ   یابتکار  یهاروش

 .  [11]اندشده  شنهادیکشف داده پرت با محاسبات کمتر پ 

ارائه    سندگانینو  یبرخ درجه   تمیالگور  کیبا  امکان 

ردربودن  پرت نسبت  فرمول  با  را  داده   گزیداده    اند ارائه 
.[12] 

  ن یا  پرت  های داده  تشخیص  جهت  کردیرو  کی

  هر   و   شود  مشخص  دارد  یعاد  رفتار   که  ایهیناح  است،

  قلمداد  پرتعنوان  به  را  ندارد  تعلق  هیناح  آن  به  که  یاداده

  را  ساده ظاهر  به  کردیرو  ن یا  یادیز  فاکتورهای  ی ول.  میکن

 : کشدیم  چالش به

باناحیه  تعیین ✓ نیست.  نرمال، رفتار ای  آسان 

بین همچنین   ر یغ رفتار   و نرمال رفتار مرزبندی 

 .دقیق نیست اغلب نرمال

 نشان  نرمال را  رفتارشان کندمی سعی متقلبان ✓

 .شودمیسخت  نرمال رفتار تعیین بنابراین ؛دهند
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 متفاوت  های مختلفحوزه  در  بودننرمال  ریغ  مفهوم ✓

های  داده  از کوچک انحراف یک مثال برای است.

 شود،می محسوب   نرمال  ری غ  پزشک، ةحوز در نرمال

سهام ةحوز  در انحرافی چنین کهدرحالی  بازار 

 .شود تلقی نرمال تواندمی

از   پراهمیت موضوع یک ✓ استفاده  ی  هاتمیالگوردر 

موجود  هایداده تشخیص بودن پرت، 

چسب تستی   و آموزشیهای  دادهمجموعه   داربر 

 .است

اختلال بین تفاوت دیگر چالش ✓ دارای  داد داده   ة و 

 است.  پرت

 ةحوز  به  پرت  هایداده  تشخیص  کیتکن  انتخاب

  تیماه مثل. است وابسته  آن به  مرتبط فاکتورهای  و لهأ مس

 ناهنجاری  نوع  ها،داده  نداشتن  ای  داشتنبرچسب  ها،داده

  را  یمیمفاه گرانپژوهش.  رهیغ   و شود تشخیص ی ستیبا که

  کاوی، داده   ن،یماش  رییادگ ی  مانند  گوناگون  هایرشته   از

  مسائل   برای  را  هاآن  و  کرده  اتخاذ   آمار  و  اطلاعات  تئوری

 . اندکرده فرموله خاص

  های داده   تشخیص  ةلأ مس  یک  مختلف  ةجنب   چهار

 پرت عبارت است از:

هرداده  ماهیت   ها ویژگی  از  ایمجموعه  با  داده  ها: 

  مانند   مختلفی  انواع  توانندمی  هاویژگی.  شودمی  معرفی

  داده   یک.  باشند  داشته  پیوسته  یا   ایدسته  ، دودویی 

  ماهیت.  باشد  ویژگی  چند  یا  و  ویژگی  یک  شامل  تواندمی

 تشخیص  برای  مورداستفاده  الگوریتم  کارایی   ها، ویژگی

 . کندمی تعیین را پرت  هایداده

  های الگوریتم در  مهم ةجنب بودن: یک نرمال غیر نوع

. است  موردنظر  ناهنجاری  نوع  پرت،  هایداده  تشخیص

  پرت  هایداده  قبیل  از  مواردی   ناهنجاری،  نوع  این  انواع

  پرت   هایداده  شرطی،  یا  ایزمینه  پرت  هایداده  سراسری،

  شرح  پژوهش  همین  نخست  بخش   در   که  هستند  اجماعی

 . شد داده

پرت  هادادهتشخیص    امکانها:  داده  برچسب ی 

ی در زمینه  کاودادهی مختلف  کارهاراهآمدن  وجودباعث به

است.هادادهتشخیص   شده  پرت    ی کل  راهبرد  سه  ی 

 :عبارتنداز

 1بانظارت یریادگی .1

 2ی نظارت مهین یریادگی .2

 3بدون نظارت  یریادگی .3

 

1 Supervised learning 
2 Semi-supervised learning 
3 Unsupervised learning 

چاروآگرووال  خروجی  یک   خروجی  الگوریتم: 

 زیر  نوع   دو   از  یکی   را  پرت  هایداده  تشخیص  الگوریتم

  دودویی  های. برچسب2دورافتادگی   . امتیاز1 :است دانسته

  پیشنهادشده   الگوریتم  خروجی  پژوهش   این  در  [6]

  در   که  فرضی  کند. برحسبمی  تولید  دودویی   هایبرچسب 

  به   ندارند،  برچسب  هاداده  گرفت،  انجام  نخست  بخش

  استفاده   باید  نظارت  بدون  هایالگوریتم  از  دلیل  همین

  های الگوریتم  از  پیشنهادی  الگوریتم  مقایسه  برای.  کنیم

 . کرد  خواهیم استفاده (1) جدول

  تشخیص   تکنیک  یک  از  استفاده  و  انتخاب  جهت

  ها، داده  ماهیت  قبیل   از  مسائلی   به   بایستی   پرت   های داده

 از هریک. داشت توجه دارچسب بر  آموزشی هایداده وجود

  معایب   و  مزایا  دارای  پرت  هایداده  شناسایی  هایروش

  های داده  و   کاربرد   اساس  بر  توانمی  اما   هستند؛   خود  خاص

  یک   به  و   کرد  استفاده  ها روش  ترکیب  از  مورداستفاده،

 . یافتدست پرت  هاینمونه  تشخیص جهت بهینه روش
 

 های مختلف مقایسه الگوریتم (:1-جدول)

(Table-1): Diffrent algorithm comparsion  

ف 
ردی

 

نوع  

 الگوریتم
 الگوریتمنام  نام اختصاری 

سال 

 انتشار 

1 
مبتنی بر 

 مجاورت 
LOF 

Local 

Outlier 

Factor 

2000 

2 
مبتنی بر 

 مجاورت 
CBLOF 

Clustering-

Based Local 

Outlier 
Factor 

2003 

3 
مبتنی بر 

 مجاورت 
KNN 

k Nearest 

Neighbors 
2000 

4 
مبتنی بر 

 مجاورت 
AvgKNN 

k   Average

Nearest 

Neighbors 

2002 

5 
مبتنی بر 

 مجاورت 
MedKNN 

k   Median
Nearest 

Neighbors 

2002 

 OCSVM مدل خطی  6

One-Class 
Support 

Vector 

Machines 

2002 

 ABOD احتمالاتی  7
Angle-Based 

Outlier 

Detection 

2008 

 IForest ترکیبی  8
Isolation 

Forest 
2008 

  ترکیبی  9
Feature 

Bagging 
2005 

 AutoEncoder شبکه عصبی 10
Fully 

connected 

AutoEncoder 

2015 

 

 

 روش پیشنهادی -3
رویکرد بخش  این    شناسایی   جهت  ما  پیشنهادی  در 

  بانکی   عابر  هایکارت  در  تقلب  به  مشکوک  هایتراکنش
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  های داده  تشخیص  پیشنهادی  الگوریتم  این.  شودمی  ارائه

  برای  و  است  نظارت  بی  روش  یک  طوراساسیبه  پرت

  ( 2)  شکل  در.  دارد  کارایی  نیز  بزرگ  ابعاد  با  هایداده

جعبه    مشاهده   توانمی  را  الگوریتم  این  فرایند  اینمودار 

گام   .کرد بررسی  به  ادامه  روش  در  در  شده  مطرح  های 

 پیشنهادی خواهیم پرداخت.

 

 معرفی داده  -1-3
مجموعه  از  دادهاین  که  یک    دستبه   [9]ها  آمده 

دار استاندارد است که شامل معاملات  برچسبداده  مجموعه 

توسط    2013های عابر بانک در سپتامبر  کارت  باشده  انجام

کارت مجموعهمشتریان  این  است.  اروپایی  داده  های 

ارائه  تراکنش است  افتاده  اتفاق  روز  دو  طی  که  را  هایی 

معامله    284،807برداری از  کلاه  492بین  دهد و دراینمی

مجموعه در  داریم.  تقلب  طبقه  است،  نامتعادل  بسیار  داده 

خود   172/0٪ا  م  ةدادمجموعه  به  را  معاملات  کل  از 

داده شامل فیلدهای عددی  اند. این مجموعهاختصاص داده

تحول از  به PCA حاصل  متأسفانه،  مسائل  است.  دلیل 

به محرمانه نمیمربوط  ما  ویژگیبودن،  و  توانیم  اصلی  های 

داده بیشتر در مورد  ویژگیاطلاعات  ارائه دهیم.  را    های ها 

V1  ،V2  ،... V28 بها اصلی  بادستجزای   PCAآمده 

ویژگی تنها  با هستند،  که  نشده PCA هایی    اند متحول 

"Time"  و "Amount" ویژگی شامل   "Time" هستند. 

معامله در   نخستینهایی است که بین هر تراکنش و  ثانیه

متغیر پاسخ است و در   "Class"  . ویژگیاستداده  مجموعه 

کلاه مقدار  صورت  می  یکبرداری  این  را  غیر  در  و  گیرد 

آن   مقدار  ده  .است  صفرصورت  به    یکم  یداجازه 

کن  "Time"  یتخصوص ا  یمتوجه  چگونه   یت خصوص  ینو 

  ( 3). در شکل  کندیم  ییرتغ  ی و معمول  یدر معاملات تقلب

تفک  یعتوز  توانیدیم به  تراکنش    یهاتراکنش  یکتعداد 

را مشاهده    "Time"  یتو تقلب را برحسب خصوص  یمولمع

 .کرد

بسیار    "Time"خصوصیت   معاملات  نوع  دو  هر  در 

توانید استدلال کنیم که معاملات  رسد. میشبیه به نظر می

بهکلاه یکبرداری  میطور  توزیع  که  درحالی  ؛ شودنواخت 

چرخه  توزیع  عادی  باعث  معاملات  امر  این  دارند.  ای 

یکمی در  تقلب  معامله  یک  تشخیص  از  "زمانشود  خارج 

شود.آسان   "اوج تعداد   یعتوز  توانیدیم  ین همچن  تر 

تفکتراکنش به  را  را    یمعمول  ی هاتراکنش  یکها  تقلب  و 

خصوص شکل   "  "Amount  یتبرحسب  مشاهده    ( 4)  در 

مع .کرد از  بیشتر  کمتر  مبلغشان  است.   صداملات  دلار 

کلاه معاملات  حداکثر  مقدار  است   87/2125برداری  دلار 

  16/25691مراتب کمتر از معاملات عادی  که مقدارشان به 

 دلار است.

 

 
 

 یشنهادی پ  یتمالگور اینموادر جعبه (:2-شکل)

(Figure-2): Block Diagram of the proposed algorithm 

 

 

 
  یهاتراکنش یکتعداد تراکنش به تفک یعتوز (:3-شکل)

 " Time" یتو تقلب برحسب خصوص یمعمول

(Figure-3): Distribution of transaction number based on 

normal and suspicious transaction versus Time property 
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  یهاتراکنش یکها به تفکتعداد تراکنش یعتوز (:4-شکل)

 Amount یتو تقلب برحسب خصوص یمعمول

(Figure-4): Distribution of transaction number based on 

normal and suspicious transaction versus Amount property 
 

 پردازش پیش   مرحله -2-3
 از  ایمجموعه   تولید  به  منجر  که  عملیاتی  مجموعه  به

  پردازشپیش  شد،  خواهد  کاوش  قابل   شدهپالایش  هایداده

 را  ها آن  تا   است  نیاز  ها، داده  پردازشپیش  برای.  گویندمی

  برای  که  شکلی   به  و  کرده  خارج   اولیه،  حالت    و   شکل  از

  به   قسمت  این  در .  کنیم  تبدیل   ، باشد   مناسب  الگوریتم

  الگوریتم  در  که  پردازیممی  پردازشیپیش  عملیات  تشریح

 .شود انجام که است لازم پیشنهادی
 

 ها دادهکردن  نرمال  -1-2-3

نرمالدر   به  قسمت  خصوصیات  این  .  میپردازیمکردن 

نرمال بودند ما    "V28"تا    "V1"اینکه خصوصیات  دلیل  به

را نرمال    "Amount"و    "Time"نیاز داریم تا دو خصوصیت  

برای  ما  باشند.  مقیاس  هم  خصوصیات  بقیه  با  تا  کنیم 

 . میاکرده( استفاده 1ی این دو فیلد از )سازنرمال
 

(1) 𝑍𝑖 =
𝑋𝑖−𝜇

𝜎
   

 

بالا  گفتنی برای   Zi است در فرمول  استاندارد  نمره 

  هاداده انحراف معیار برای   σ میانگین و  μ است و  Xiداده  

  یکو واریانس    صفرها دارای میانگین    Zi کار  این   با .  است

 .شوندمی

 
 ی سلسله مراتب Kmeans ی از اجرا یکشمات یرتصو (:5-شکل)

(Figure-5): Scheme of hierarchical Kmeans implementation 
 

 ها یژگیواستخراج   -2-2-3

ادامه می )در  تحلیل  را  از خصوصیات  هرکدام  برای توانیم 

همبستگیمثال   حد  1تحلیل  چه  تا  بفهمیم  تا  کنیم   )

می بودنشان  و  هستند  باکیفیتی  به  خصوصیات  تواند 

تحلیل   ةهای تقلبی کمک کند و در ادامتراکنشکردن  پیدا

تواند نتایج بهتری شود که میروی خصوصیاتی کار می تنها

استفاده روش  این  از  نوشتار  این  در  کند.  تولید  نشده    را 

  استفاده   NMFریتمی به نام  جای این روش از الگوهاست. ب

ویژگی استخراج  کار  که  بالاترشده  باکیفیت  انجام    را  های 

بهمی اینکه فیلدی  این روش بدون  در  صورت دستی دهد. 

می شود،  ویژگیحذف  با  ولی  توان  کمتر  تعداد  با  هایی 

 تر کارکرد. باکیفیت

 

1 Correlation 

برای اینکه از این الگوریتم بتوانیم استفاده کنیم در  

کا یک  ابتدای  باید  داشته    هادادهکردن  نرمال  ةمرحلر  را 

به  نیا  باشیم. انجام  کار  این  این    شودیمخاطر  ورودی  که 

کردن  نرمال در این روش  الگوریتم باید مقادیر مثبت باشند.

داده از  بازهرکدام  به  برده شود.  بین    ةها  باید  یک  تا  صفر 

 : است (2)صورت به کردنرابطه کلی برای این نرمال
 

(2) 𝑍 =
𝑥−min(𝑋)

[max(𝑋)−min(𝑋)]
   

 

نرمال    خواهدیمبه عددی که    xکه در این فرمول  

 max(X)به کمترین عدد در آن مجموعه و    min(x)شود و  

 عدد در آن مجموعه داده اشاره دارد. نیتربزرگبه 
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های  در این مرحله هدف ما این بوده که از الگوریتم

ابعاد بدون   )کاهش  ویژگی  استخراج  یادگیری  1نظارت   ،

ها بلکه  نه در جهت کاهش ویژگی  کنیم( استفاده  2ویژگی 

از کیفیت بالاتری دستدر جهت به آوردن خصوصیاتی که 

دارای  بالاتر  باکیفیت  خصوصیات  این  باشند.  برخوردار 

تواند  تر نیز است و نیز میسطح بالاتری است که مفهومی

موج الگوریتمالگوهای  کند.  جدا  هم  از  بهتر  را  های  ود 

ویژگی ویژگی،  مجموعه یادگیری  اولیه  به  های  را  داده 

توان این کار  کنند )البته میای تبدیل میهای ثانویهویژگی

به  کرد  تکرار  دلخواه  تعداد  الگوریتمعنوان تا  های  مثال 

عمیق الگوریتم    3یادگیری  این Auto Encoderمثل   .)

بر اینکه همه اطلاعات موجود ها سعی دارند علاوهالگوریتم 

داده حفظ  در  مثال)  شوندها  مجموعه   برای  در  اگر 

مجموعه ویژگی در  بودند  هم  نزدیک  داده  دو  اولیه  های 

های ثانویه نیز این دو داده نزدیک هم باقی بمانند،  ویژگی

دادهعبارتیبه در  موجود  نظم  تبدیل  دیگر  این  با  ها 

الگوریتمگیویژ این  خود  نرود(،  بین  از  بتوانند ها  ها 

این  بندیگروه خود  پس  باشند.  داشته  اطلاعات  از  ای 

بندی نیز  توانند کار خوشهتر میها به زبانی راحت الگوریتم 

ویژگی در  الگوها  که  دلیل  این  به  دهند.  ثانویه انجام  های 

دادهدسترسقابل مطلق  مقدار  به  و  هستند  وابستتر  گی  ها 

 توجه کنید.   (2)ندارد. به جدول 

اجرا  ینا از  بعد  کارش    یتمیالگور   یجدول  که 

جدول    یژگیو  یادگیری به  در  شودیم  یلتبد  (3)است   .

ا  یم فرض کرد  ینجاا جدول مبدأ را   یرمقاد   یتمالگور  ینکه 

 . کندینگاشت م  یک یا  صفربه اعداد 
 

 مجموعه داده یکاز  یمثال (:2-جدول)

(Table-2): An example of a data set  

ف 
 ردی

شناسه  

 داده 

1ویژگی  ویژگی  

2 

ویژگی  ... 

30 
1 Id_1 221.1 15.3  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

43.34 

2 Id_2 156.7 -50.6 12.63 

3  ...  ...  ...  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

N Id_n 87.4- 22.1 43.98 

 

1 Feature Reduction 
2 Feature Learning 
3 Deep Learning 

 

 شده صورت سادهبه هایژگیاز استخراج و یمثال (:3-جدول)

(Table-3): A simplified example of feature extraction  

ف 
 ردی

شناسه  

 داده 

1ویژگی  2ویژگی   10ویژگی  ...    

1 Id_1 1 1  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

0 
2 Id_2 1 0 1 
3  ...  ...  ...  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 
N Id_n 0 1 0 

 

م همان که  الگور  ، بینیدیطور   یادگیری  یتمدرون 

م   یز ن  یبندخوشه   ینوعبه  یژگیو شناسه  شودیانجام   .

و  ییدادها در  دارا  های یژگیکه  یک  یمختلف  و    صفر 

  ینکه ا  یلدل. بهگیرندیگروه قرار م  یکدر    ، هستند  یکسانی 

𝑘به تعداد   ینکههستند و ا  صفر یا یک  ،اعداد =   یژگیو   10

 است.  ییشناساعدد الگو قابل  2𝐾  ینجاوجود دارد، در ا

الگورأ مس  ینا  در از  )  هاییتمله    یا   PCAموجود 

SVDبه )به  یرپذیریتفس  یت قابل  یلدل(    ینکها  یلدلبالا 

ورود  یتمالگور  ینا  یخروج مثبت   یهمانند  اعداد  آن 

ا  NMFهستند(   . در  یم استفاده کرد  NMF  یتمالگور  یناز 

تعداد ابعاد را به تعداد دلخواه کاهش    توانیم  یتمالگور  ینا

ن ما  حالتیداد.  )  یهاز  برا5،10،15مختلف  را   ینا  ی( 

 .  یمامتحان کرد یتمالگور

 بودن پرت نامزد ی هاکردن داده دا یپ  -3-3
  از  ها نرمال شدند و بعدها که دادهداده  پردازششیبعد از پ 

ا  د،یجد  ی هایژگیاستخراج و ا  نیدر  است    نیبخش هدف 

الگور از  درنها  یبندخوشه   یهاتمیکه  و  شود    ت یاستفاده 

خوشه   یهاداده به  م  یهامتعلق  را  که   میخواهیکوچک 

 نخستینبنابراین    ؛میریبودن در نظر بگپرت  نامزدعنوان  به

ی پرت در این الگوریتم  هادادهکاری که در جهت تشخیص 

الگوریتم    شدهانجام  پیشنهادی از  استفاده  همین  است 

NMF    بعد   ةمرحلاست، زیرا بعد از اعمال این الگوریتم، در

تولید  ترتیفیباکی  هاخوشه  بعد  شوندیم ی  مرحله  در   .

انتخاب  ایبندخوشه الگوریتم   بتواند    شودیمی  که 

را  بندخوشه  دلیل    صورتبهی  این  به  انجام دهد،  نامتوازن 

اولیه ایده  که  که    نامتوازن  است  به  هادادهاین  متعلق  ی 

بودن هستند. خوبی برای پرت  نامزدهایی کوچک  هاخوشه 

الگوریتم   این  بعد  بندخوشه اگر  ی خوشه دو    اجراشدنی 

ی اجه ینتبه    مینتواینم  هاخوشه متوازن را پیدا کند، از این  
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به    با  برسیم. روی هاشیآزماتوجه  بر  که  متعددی  ی 

منطقهاتم یالگور شد،  انجام  مختلف  الگوریتم    ی 

 مراتبی مناسب بود. سلسله Kmeansی بندخوشه 

الگوریتم   است.    شده  انتخابعامدانه    صورتبه این 

و   Kmeansخود   است  افرازی  روش  یک  اصل  در 

الگوریتممراتبی  سلسله  مراتبی سلسله  Kmeans  نیست. 

الگوریتم   از  منطق    Kmeansترکیبی  ی  هاتمیالگورو 

کل  مراتبی  سلسله  کار  ابتدای  در  که  نحو  این  به  است. 

نظر    ها داده در  خوشه  یک  دو   نیا  .ردیگیمرا  به  خوشه 

تقسیم    ةخوش کوچک  شودیمنامتوازن  خوشه   عنوان به . 

شدن به دو  برای تقسیم   تربزرگ برگ این درخت و خوشه  

  . شودیمخوشه برای مراحل بعدی الگوریتم در نظر گرفته  

مرحله   پنج منطق این الگوریتم را تا    توانیم   (5)  شکل  در

برای    صورتبه در شودیمدیده    داده  صدشماتیک   .  

 Kmeans  ریتمالگو   اجرای  ةمرحل  در  پیشنهادی،  الگوریتم

 الگوریتم  باریک   مرحله  هر   از  گذر  برایمراتبی  سلسله 

Kmeans  اجرا   این   حاصل  و   شودمی  اجرا  افرازی 

.  است  درخت  به  مرحله  هر  در  خوشه  یکشدن  اضافه

 صورت به  الگوریتم  این  ، شودمی  دیده   که  طورهمان

به  از  و  دودویی   ،مراتبیسلسله    این   در.  است  پایین  بالا 

  و  بزرگ  خوشه  یک  به  خوشه،  یک  مرحله  هر  در  الگوریتم

این.  شودمی  تقسیم  کوچک  خوشه  یک   الگوریتم  پس 

  در.  دهد می  آنجا   را  پیشنهادی  الگوریتم  هدف   از  بخشی

  های خوشه   تعداد  یک  و  کوچک  هایخوشه  تعداد  یک  پایان

 الگوریتم  برای  نیز  اولیه  فرض .  اندشده  تولید  بزرگ

  هایخوشه   به  متعلق  هایداده  که  بود  این  پیشنهادی

 در.  است  پرت  هایداده  برای  خوبی  نامزدهای  کوچک

  گفت  باید  خوشه  یک  بزرگی  یا  بودنکوچک   معیار  با  رابطه

  کنند، می  توجه  خوشه  اندازهبه  که   هایی الگوریتم  همه  که

بودن  کوچک  معیار  که  کنندمی  دریافت  کاربر  از  را  پارامتری

 . کندمی مشخص را هاخوشه 

الگوریتم   انجام  انتهای    مراتبیسلسله   Kmeansدر 

خوشه    Kبه  ها  دادهکل   این    شدهمیتقس تا  تا    Kاست. 

خوشه    نیتربزرگخوشه به    نیترکوچک ترتیب از  خوشه به 

 3-3فرمول    صورتبه  هاخوشهپس ترتیب    ؛شوندیممرتب  

 : د یآیم در

(3) 
𝑆 = 𝐶1, 𝐶2, 𝐶3, … , 𝐶𝑘 

|𝐶1| < |𝐶2| < |𝐶3| < ⋯ < |𝐶𝑘|  

( رابطه  مجموعه   دهندهنشانS (  3در  ،  هادادهکل 

C1    و 1خوشه شماره  |C1|    1تعداد اعضای خوشه شماره 

همه   مثل  تشخیص  هاتمیالگوراست.  که  هادادهی  پرت  ی 

را   پرت  هادادهدرصد    عنوانبه پارامتری  ،  رندیگیمی 

را   پارامتر  این  نیز  پیشنهادی  ورودی   عنوانبه الگوریتم 

 172/0%داده  طبقه تقلب در مجموعه  کهییازآنجا.  ردیگیم

عدد    ؛است این  الگوریتم    عنوانبهپس  برای  ورودی 

یی که برای مقایسه  هاتمیالگورپیشنهادی و هم برای همه  

درنظرگرفته   ارزیابی  بهشدهو  داده    عنواناند  ورودی 

ی پرت را در تعداد کل  هادادهدرصد    کار  ةادام. در  شوندیم

کل    شوند یمضرب    هاداده تعداد  را هادادهتا  پرت  ی 

شوند،دست  به محاسبه   که  آورده  این صورت  به  اینجا  در 

 : شودیم
284807 ∗  0.172 % =  492 

از  ترتیب  به  پیشنهادی  الگوریتم  در  بنابراین 

داده   492خوشه به تعداد   نیتربزرگخوشه تا  نیترکوچک 

این   انتخاب کرد.   هاخوشه   نیترکوچکاز    هاخوشه از    باید 

اعضای  بیترتنیابه تعداد  ابتدا  شماره    که  در    1خوشه  را 

اگر  رمیگیمنظر   تعداد  این  خوشه   ترکوچک   492،  بود 

اضافه  ر  1شماره   جواب  مجموعه  به  تعداد  میکنیم ا  بعد   ،

اگر جمع این   م یریگیمرا در نظر    2اعضای خوشه شماره  

اعضا تعداد  مجموعه  با  قبل    شدهاضافه  ی تعداد  مرحله  در 

عدد    ترکوچک  به    492از  نیز  خوشه  این  بود، 

تعداد    شودیماضافه  جواب  مجموعه  تا  ترتیب  همین  به  و 

همین کار    ، برسد  492حداکثر به تعداد    شده اضافهاعضای  

 . میدهیمانجام  هاخوشه را برای 

داشتأ مس توجه  آن  به  باید  که  مهمی  تعداد    ،له 

مراتبی  سلسله  Kmeansیی است که باید الگوریتم  هاخوشه 

الگوریتم  گرداندیبرمجواب    عنوانبه این  است.   عنوان به، 

تعداد  و خود  ایجاد    م یخواهیمکه    را  یی هاخوشهرودی 

به  ردیگیم  ،شود بتوان  اینکه  برای   تیفیباکیی  هاخوشه . 

کوچکها)خوشه   میبرسمناسب   تعداد    ی  ی  هادادهکه 

تعداد  پرت از  بالاتر  نرمالها دادهشان  در  ی  باشد(  شان 

پیشنهادی   ابتدا    میکنیمعمل    بیترتنیابهالگوریتم  که 

با    مراتبیسلسله  Kmeans  الگوریتم ایجاد    پنج را  خوشه 

باید   ةمرحل  در   . میکنیم به ترتیبی که در بالا توضیح   بعد 

یا   (50-492داده شد با این شرط که اگر توانستیم تعداد )

ی کوچک جدا کنیم به اجرای هاخوشه ( داده از  492+50)

این  می دهیمخاتمه    مراتبیسلسله  Kmeansالگوریتم   به   .

الگوریتم   اجرای  در  با  سلسله   Kmeansدلیل    پنج مراتبی 

که    شده   شروع خوشه   نیست  منطقی  ی  هاخوشه است که 

کوچک قرار گیرد. همچنین در   ةخوش   سهیا    دوکوچک در  

الگوریتم خات این  پایانی که به کار  چک   ، دهد یممه  شرط 

تعداد    شودیم آیا  از    هاخوشهکه  یا    4بالاتر  است  خوشه 
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شکل  خیر. ی  هاخوشه کردن  اضافه  روندنمای   ( 6)  در 

 .دییفرمایمکوچک را ملاحظه 

ز  با قبل  مرحله  خوشه   یارمجموعهیانجام  ها  از 

خوشه به دست    یهاعنوان  به  شدکوچک  جمع   آورده  که 

492ها  خوشه   نیا  یاعضا ± انجام    یاست. باز پردازش  50 

  یی هاخوشه ایخوشه  یاعضامجموعه دارد ی که سع شودیم

شب  را بق  هیکه  ن  یهاخوشه   ةیبه  از   ،ستندیکوچک 

  د بازگردان یمعمول یادادهپرت به مجموعههای دادهمجموعه 

بعد   و مرحله  که  در  اعضا  تعداد  همان  به    به 

شد  معمولی های  دادهمجموعه    از  ، بازگردانده 

مجموعه های  دادهمجموعه  به  اضافه    پرت  یهادادهمعمولی 

است که ممکن است جواب   نیا  نجایما در ا  ةدی. پس اشود

خوشه  همان  که  قبل  به  یهامرحله  عنوان  کوچک 

بودهای  دادهمجموعه  برامجموعه  نیبهتر  ، پرت    ی جواب 

ن کار  ن  ن یا  و   باشد پایان  که    زی احتمال  باشد  داشته  وجود 

خوشه نرمال باشد. به خاطر    نیاما ا  ،کوچک باشد  یاخوشه 

محض  به  کهنیا نشود  صورت  همگفته    یهاخوشه   ةکه 

که    شودیاضافه م   تمیبه الگور  یاهیلا  ،کوچک پرت هستند

درون خوشه  ن  ی هادر  که    یی هاخوشه   ایخوشه    زیکوچک 

بق به  ب  هینسبت  شود    یی شناسا  ، دارند  یشتریفاصله 

شناساأ مس  کیبا    نکهیا)مثل ثانو  ی هاداده  ییله    ه یپرت 

اباشیمرو  هروب و  دادهخوشه  نی(  به  اضافه    یمعمول  یهاها 

به  شودیم دوباره  اعضاو  ب  یدنبال  در میباش  یشتریپرت   .

ا  نیا اکثر  نیمرحله فرض  ها پرت و  داده  نیا  تیاست که 

دادهداده  نیا  تیاقل عکس    ی هاها  درست  هستند،  نرمال 

 .حالت مرحله قبل

 

 
 پرت  یهاداده دیکاند یها خوشه انتخاب تمیالگور (:6-شکل)

(Figure-6): cluster selection algorithm for outlier data 
 

ابتدای این مرحله به که    شودیمافرازی انجام    KMeans  تمیالگوربودن هستند، یک  پرت  نامزدیی که  هادادهازای  در 

ی نرمال اضافه شود. این خوشه به این نحو انتخاب  هادادهباید به مجموعه  هاخوشه ی از این  کی  خروجی آن دو خوشه باشد.

همسایه    kتا    شودیماجرا    دادهازای کل مجموعه به   همسایه  نیترکینزد  K، الگوریتم  هاخوشه ی این  هردوازای  که به  شودیم

د.  کرنتیجه اجرای این الگوریتم را مشاهده    توانیم  ( 4)دست آید. در جدول  بودن بهپرت  نامزدی هر خوشه که  هادادهنزدیک  

 . است( 1نرمال شماره  ةداد Nd_1و   1پرت شماره  ةداد، Od_1منظور از   (4)در جدول )
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 یشنهادی پ یتم الگور یکشمات یاجرا(: 7-شکل)

)Figure-7): implementation of the proposed algorithm Scheme 

 

 

 مرتبه اول  یههمسا ترینیکنزد K یتمالگور یاجرا  (:4-جدول)

(Table-4): execution K nearest neighbor algorithm 

 first-order  

ف 
ردی

 

 داده پرت 
همسایه  

 اول

همسایه  

 دوم

همسایه  

 سوم 

همسایه  

 چهارم 

همسایه  

 پنجم

1 Od_1 Nd_1 Nd_3 Nd_100 Nd_120 Nd_150 

2 Od_2 Nd_3 Nd_170 Nd_1 Nd_77 Nd_100 

3  ...  ...  ...  ...  ...  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 
N Od_n Nd_1 Nd_77 Nd_100 Nd_3 Nd_100 

 

 خوشه زیمتما گانیهمسا مجموعه (:5-جدول)

(Table-5): A set of distinct neighbors of the cluster  

ف 
ردی

 

 داده پرت 

1 Nd_105 
2 Nd_2242 
3 Nd_43190 
4  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 
K Nd_n 

 

 2خوشه  یزمتما یگانمجموعه همسا (:6-جدول)

(Table-6): A set of distinct neighbors of the cluster 

ف 
ردی

 

 داده پرت 

1 Nd_324 
2 Nd_56320 
3 Nd_112768 
4  ... 

 ... 

 ... 

 ... 

 ... 

 ... 

 ... 
K´ Nd_n 

به مرحله  این  یک در  خوشه  دو  از  یک  هر  ازای 

را نشان هادادهی  هاهیهمساجدول داریم که   ی هر خوشه 

که هر یک متعلق به یک    (6و    5های ). به جدولدهدیم

ازای هر یک از دو خوشه روابط  توجه کنید. به  ،خوشه است

تعداد همسایه    K  کهی طوربه.  میکنیم ( را حساب  5( و )4)

شود. خوشه های کوچک این درخت مشخص می -2  
با استفاده از  -1 KMeans سلسله مراتبی کل  

 داده ها خوشه بندی می شود.

خوشه های کوچک از بقیه داده های معمولی  -3

جدا می شود. از این جا به بعد با این داده ها کار 

 می شود.

مجموعه کاندیدا را شماره خوشه های  -4

 گذاری و مرتب می کنیم.

خوشه های ابتدایی این ترتیب تا حداکثر   -5

492مجموع  ± 50 عضو برای خوشه ها نگه   

 داشته می شود.

خوشه های بدست آمده وارد مجموعه  -6

 ی کاندیداهای دورافتاده بودن می شود.

الگوریتم خوشه بندی  -7 KMeans افرازی روی  

 مجموعه ی مرحله قبل اجرا می شود.

خوشه ای که دارای بیشترین تعداد همسایه  متمایز نسبت   -8

داده ها می باشد به عنوان داده های پرت انتخاب می کل به 

 شود.
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متمایز خوشه    ´𝐾،    1متمایز خوشه     N،  2تعداد همسایه 

 : باشد 2تعداد اعضای خوشه  ´𝑁و  1تعداد اعضای خوشه 
 

(4) 𝐾

𝑁
= 𝑋   

(5) 𝐾´

𝑁´
= 𝑋´  

 صورتبهکه مقایسه    شودیمکار تقسیم به این دلیل انجام  
زیرا تعداد اعضای دو خوشه برابر نیستند. تا    ؛ منصفانه باشد

نرمال عدد  دو  کار  جای  این  به به  به  دو خوشه  دست ازای 
بزرگ یا  کوچک  شد.  هم  آورده  به  نسبت  اعداد  این  بودن 

این   دهنده نشان ترکوچک عدد   برای مثال دارای معنا است.  

  تر کینزدی نرمال  هادادهاست که خوشه متناظر با عدد به  
ب عدد  ااست و  این دو  و    شودیممقایسه    باهملعکس. پس 
عدد  اخوشه  با  متناظر  مجموعه    ترکوچکی  ی  هادادهبه 

متناظر   و خوشه  اضافه  عدد  نرمال  الگوریتم    تربزرگبا  در 
 شود یمی پرت در نظر گرفته هاداده با قطعیتپیشنهادی 

دلیل ایجاد این دو خوشه در این مرحله این بود که 

اکثریت  هاداده  میخواستیم اینجا  پرت که در  را    هادادهی 

و در    دارند  فاصله  هاآناز    یی کههادادهاز    شوندیم شامل  

 را  مراحلی  توانیم  (7)  شوند. در شکل  جدا   اقلیت هستند،

شماتیک دید. )فرض    صورتبه  ، شده  انجامکه تا اینجا کار  

تعداد   که  الگوریتم    هاخوشهشده  اجرای   KMeansبرای 

بهسلسله  است(.  مراتبی  شده  آورده  قسمت   نیبعدازادست 

در  به اینکه  الگوریتم،    نخستیندلیل  کار  از  درصد  مرحله 

  شده گرفتهورودی الگوریتم از کاربر    عنوانبهی پرت  هاداده

ی  هادادهبخشی از    بود و اینکه در مرحله آخر این قسمت

پرت برای  مجموعه کاندیدا  به  معمولی  هادادهبودن  ی 

ی پرت  هادادهبرگردانده شد، در اینجا با روشی به مجموعه 

اضافه  هاداده پرت   احتمالبهکه    شودیمیی  داده  بیشتری 

الگوریتم    در  هستند. از  نیز  نزدیک    Kاین مرحله  همسایه 

(KNN  )تمیالگور  است.  شده   استفاده  KNN   الگوریتمی

شد  استفاده  اینجا  در  که  دلیلی  اما  است،  این    ،بانظارت 

که مجموعه   است  در  داده  در    ةدادکدام  بیشتر  معمولی 

قرار  هادادههمسایگی   پرت    گر یدیعبارتبه  ؛ردیگیمی 

از  هاهیهمسا که  هادادهیی  پرت  باید    احتمالبهی  بیشتری 

اینجا هادادهدر مجموعه  در  شوند.  پیدا  گیرد،  قرار  پرت    ی 

عمل   نحو  این  الگوریتم    شودیمبه  هر    KNNکه  برای 

مجموعهاداده درون  در  که  پرت  هادادهی  در   قرارگرفتهی 

  عنوان به ی که  اخوشه   نیتربزرگیکی بعد از    ،درون خوشه

نظر   در  پرت  حساب    شده گرفته داده    .شودیمبود، 

  ی پرت هادادهنزدیک هر یک از    ةیهمسا  پنج  مثالعنوان به

حساب   جدولمیکنیمرا  به  کنید.   (7)  .    جدول   در  توجه 

ی داده  Nd_1و    1ی پرت شماره  داده،  Od_1منظور از    (7)

شماره   ناست.    1نرمال  جدول  کدام    دهدیم شان  این  که 

ی پرت اتفاق افتاده  هادادهی نرمال بیشتر در نزدیکی  داده

به هر  است.  فیلدهای    ةدادازای  در  که  همسایه  "معمولی 

تعداد حساب    قرارگرفته  " همسایه پنجم" تا فیلد    "نخست

آن   شودیم تکرار  تعداد  و  داده  نام  شامل  که  جدولی  تا 

آید.به  ،است تکرار   جدول   نیا  وجود  تعداد  برحسب 

مثالتا    شودیمی  سازمرتبنزولی    صورتبه جدولی    برای 

 .  شودحاصل  ( 8) مشابه جدول
 

 مرتبه دوم یههمسا ترینیکنزد K یتمالگور  یاجرا (:7-جدول)

(Table-7): execution K nearest neighbor algorithm 

 second-order 

ف 
ردی

 

داده  

 پرت 

همسایه 

 اول

همسایه 

 دوم 

همسایه 

 سوم 

همسایه 

 چهارم

همسایه 

 پنجم

1 Od_1 Nd_1 Nd_3 Nd_100 Nd_120 Nd_150 
2 Od_2 Nd_3 Nd_170 Nd_1 Nd_77 Nd_100 
3 ... ... ... ... ... ... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 

... 
N Od_n Nd_1 Nd_77 Nd_100 Nd_3 Nd_100 

 

 پرت یهابه داده یههمسا ترینیککردن نزدیداپ(: 8-جدول)

(Table-8): Finding the nearest neighbor to outlier data 

 تعداد تکرار  داده معمولی ردیف 

1 Nd_1 120 
2 Nd_3 113 
3 ... ... 

... 

... 

... 

... 

... 

... 

... 

... 

... 
N Nd_n 20 

 

از   پیش  مرحله  در  که  تعدادی  به  جدول  این  ی  هادادهاز 

این جدول،    بود  شده حذفپرت   ابتدای  از  تعداد  همان  به 

انتخاب    ةداد مجموعه   شودیم معمولی  به  پرت  هادادهو  ی 

که  توانیم  بیترتنیابه  .شودیماضافه   کرد  به   تضمین 

درصد   کاربر    شدهمشخصهمان  از   ةدادتوسط  پرت 

 است.  شده  انتخابداده مجموعه 

 
 

 سازی و ارزیابی نتایج پیاده  -4
 هاداده مجموعه  -1-4

پروژه انجام  در  که  موانعی  از  پژوهشیکی  و  های  ها 
دادهداده از  استفاده  با  کشور  کاوی  داخلی  بومی  در های 
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روی   دارد، دست  گرانپژوهشپیش  دادهقرار  به  و  یابی  ها 
ها و  های اطلاعاتی است. در اغلب موارد سازمانپایگاه داده

اخت در  را  اطلاعات  این  که  دلا  ددارن  ارینهادهایی   لیبه 
آن خودداری   ارائه  از  از دلایل کنندمیمختلف  یکی  این    ، 

خصوصی  امر و  دادهمحرمانه  دادهبودن  که  هاست.  هایی 
شده قرارگرفته  مورداستفاده  پژوهش  این  تنها    ،برای 

سال    ةدادمجموعه  در  که  است  موجود   2016استاندارد 
در    1ی اروپایی از طریق سایت کاگل هابانکتوسط یکی از  
 شده است. قرارگرفتهاختیار عموم 

 ها: توصیف داده  -الف
مالی توسط دارنده کارت در یک    کهیهنگام  تراکنش  یک 

کارت دستگاه  قبیل  از  بانکی  دستگاه  ترمینال  خوان، 
و   بانک  موبایل  بانک،  اینترنت  بانک خودپرداز،    کیوسک 

تراکنش شامل ویژگیانجام می   ، مبلغی مانند  های شود این 
فعالیت  ، مانده مبدأ  ترمینال،شماره    ، نوع  کارت    ، شماره 

و ...   کد شعبه ، تاریخ سند  ،ماره سندش ،شماره کارت مقصد 
اما   قبیل    مختلف   لیدلا بههستیم،  و  از  محرمانه 

اصلی   ها دادهبودن  خصوصی  مقادیر  دادن  و  توضیح  در    از 
مجموعه است.  ةداداین  شده  جلوگیری    31  از  استاندارد 

مجموعهایژگیو این  در  که  داردی  وجود    3تنها    ، داده 
  ها یژگ یوهستند و مابقی    ویژگی دارای مقادیر قابل توضیح

الگوریتم   طریق  که  اندشدهنرمال    PCAاز  ویژگی  سه   .

  شده مشخص  ( 9)  در جدول  دارای مقادیر مشخص هستند 
 است.

الگوریتم  به اینکه  الگوریتمی    شنهادشدهیپ دلیل 
و است  نظارت  دارد  بدون  کاربرد  زمانی    ها دادهکه    برای 

الگوریتم   ارزیابی  برای  ندارند،  این   شنهادشدهیپ برچسب 
به  ایژگیوو    شده   حذف ویژگی   تراکنش  شناسه  نام  به  ی 
برای    شده   اضافهداده  مجموعه  این ویژگی    که   ی زماناست. 

 کاربرد دارد.  ،محاسبه شود دقت و فراخوانی میخواهیم
 

 استاندارد  ةدادمشخص در مجموعه هاییژگیو (:9-جدول)

(Table-9): Specific features in the standard dataset 

 توضیحات  ویژگی ردیف 

1 Amount مبلغ 

2 Time  زمان 

3 Class  فراد یا نرمال بودن تراکنش برچسب 

4 V1 - V28 
  دهندهارائهیی که توسط ها یژگیو

 .اندشدهدیتاست نرمال  

 

1 kaggle 

داده پیش   -2-4 برای  پردازش  اجرای  ها 

 الگوریتم 
داده بایستی  پیشنهادی  الگوریتم  اجرای  از  اولیه قبل  های 

  28دلیل اینکه  . بهشوندسازی  و مقادیر آماده  ویژگی  ازنظر
سازی آماده  داده نرمال شده است، برایاین مجموعه  ویژگی

تا همه    م یکنیم مانده را نرمال  تنها دو ویژگی باقی  ها داده
باشند.   هایژگیو شده  بحث  نرمال  نرمال  درواقع  سازی 

برخی    ةدامن  طوراساسیبه.  استها  داده  سازیمقیاسهم
نادیدهویژگی و  است  متفاوت  یکدیگر  با  این  ها  گرفتن 

بروز اختلاف جدی در محاسبات  تفاوت در دامنه ها سبب 
.  شود  بایستی نرمال  و زمانخواهد شد. ویژگی مبلغ خرید  

  داده بدون هیچ تغییری آورده شده و همجموع   (8)  در شکل
  مشاهده قابل  تغییرات  از  بعد   دادهمجموعه  ( 9)  شکل  در

 .است

 

 
 اولیه استاندارد  ةدادمجموعه  (:8-شکل)

(Figure-8): Basic standard dataset 
 

 
مجموعه داده استاندارد بعد از نرمال کردن و  (:9-شکل)

 هایژگ یواستخراج 

(Figure-9): Standard dataset after normalizing and 

extracting features 
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ارزیابی    شده انجام  هایآزمایش   -3-4 جهت 

 الگوریتم پیشنهادی 
بانکی    استانداردهای  را بر داده  شدهیمعرف  الگوریتم  اکنون

که درواقع    را  های مشکوک به تقلباعمال کرده و تراکنش
داده پرت  همان  م   هستند،های  ادامه  شودیشناسایی  در   .

 و مراحل آن توضیح داده خواهد شد.  سازیپیاده ةنحو

جهت ارزیابی    شدهانجامی  هاشیآزما در این بخش،  

خواهد   داده  توضیح  پیشنهادی  الگوریتم  فراخوانی  و  دقت 

پیشنهادی، الگوریتم  ارزیابی  برای  آزمایش    مرحله  دو   شد. 

 است.  شده انجام

از هایژگیوبا    نخستآزمایش   .1 حاصل  ی 

 استاندارد اولیهدادة مجموعه 

 NMF  الگوریتم  ویژگی حاصل از  10آزمایش دوم با   .2

 خوشه  20و 

الگوریتم د  نیبعدازا مقایسه  به  آزمایش  مرحله  و 

با   تشخیص هاتمیالگورپیشنهادی  زمینه  در  استاندارد  ی 

 . میپردازیمی پرت هاداده
 

 نخست   آزمایش   -1-3-4

مجموعههایژگیوشده:  مورداستفادهی  هایژگیو   ة دادی 

 استاندارد اولیه 

آزمایش  تمامی  شرح  مجموعههایژگ یو:  ی  هادادهی 

الگوریتم    ورودی  عنوانبهاستاندارد     KMeansبه 

خوشه شودیمداده  مراتبی  سلسله  تعداد  باید  اینجا  در   .

شود.   پیدا  کار  ادامه  برای  فصل    طورهمانمناسب  در  که 

شد داده  توضیح  کار  ،سوم  که   روند  است  صورت  این   به 

خوشه اجرا    پنجمراتبی با  سلسله  KMeanبرای شروع کار،  

ی مناسب خواهیم بود که  ها خوشهدنبال تعداد و به شودیم

آن هاخوشه تعداد   کوچک  492ی  ± اجرای   50 باشد. 

داده   ادامه  برسیم.  شودیمالگوریتم  تعداد  این  به    در   تا 

برای این آزمایش  شده  انجاممختلف    یاجراها  (10)  جدول

بعد از اجرای   ها خوشه است که    توجهقابل  آورده شده است.

مرتب  سلهسل  KMean  الگوریتم صعودی    صورتبهمراتبی 

نمایانشوند یممرتب   اعداد  اینجا  در  اعضای  .  تعداد  گر 

 از کوچک به بزرگ هستند.  هاخوشه 

اجرای هاخوشه تعداد    نکهیبعدازا برای  مناسب    ی 

مراتبی انجام شد، مرحله تحلیل سلسله  Kmeans  الگوریتم

. بعد از اجرای این مرحله  شودیمی کوچک انجام  هاخوشه 

فراخوانی   و  و   درصد  12/0ترتیب  به  آمدهدستبهدقت 

 است. درصد 105/0

 کل یبرا مناسب یهاخوشه  تعداد کردنمشخص (:10-جدول)

 استاندارد  دادهمجموعه

(Table-10): Specify the number of suitable clusters for the 

entire standard dataset 

 ردیف 
تعداد  

 خوشه 
 شرط ی کوچک هاخوشهتعداد اعضای 

1 5 17820 × 
2 10 10258 × 
3 15 5655 × 
4 20 3250 × 
5 25 1750 × 
6 30 1700 × 
7 35 1700 × 
8 40 14+24+1385 × 
9 45 7+8+23+682 × 

10 50 4+4+7+10+23+607 × 
11 55 3+3+4+5+10+10+13 +568 × 
12 60 1+2+3+4+5+10+10+13+60+604 × 

13 65 1+1+2+3+4+5+10+10+13+30+35+4
95 × 

14 70 1+1+1+2+2+4+5+10+10+13+30+35
+149+495 × 

15 75 1+1+1+2+2+4+5+8+10+10+13+17+
18+18+24+48+58+187+495 × 

16 76 1+1+1+2+2+4+5+7+10+10+13+17+
18+18+24+29+30+97+178 

 

 

 

 دوم   آزمایش  -2-3-4

از   دهشده:  مورداستفادهی  هایژگیو حاصل    ویژگی 

 . NMFالگوریتم 

آزمایش: از  ده  شرح  حاصل   NMFالگوریتم    ویژگی 

الگوریتم    ورودی  عنوانبه داده  سلسله  KMeansبه  مراتبی 

. در اینجا نیز باید تعداد خوشه مناسب برای ادامه شودیم

  ، که در فصل قبل توضیح داده شد  طورهمانکار پیدا شود.  

 KMeanبرای شروع کار،    به این صورت است که  روند کار

و به دنبال تعداد    شودیمخوشه اجرا    پنجمراتبی با  سلسله 

ی کوچک هاخوشهی مناسب خواهیم بود که تعداد  اخوشه 

492آن   ± داده    50 ادامه  الگوریتم  اجرای    شود یمباشد. 

برسیم. تعداد  این  به  مختلف اجراها  (11)جدول    در  تا  ی 

است.شده  انجام شده  آورده  آزمایش  این   توجه قابل  برای 

که   الگوریتم  هاخوشه است  اجرای  از   KMean  بعد 

در  شوندیمصعودی مرتب    صورتبهمرتب  مراتبی  سلسله   .

نمایان اعداد  اعضای  اینجا  تعداد  به   ها خوشه گر  از کوچک 

 بزرگ هستند. 

خوشه   اعضایش  بیستتعداد  جمع   شودیم   534، 

کردن تعداد  ی بود که شرط خاتمه پیداامرحله نخستینکه 

داشت.  هاخوشه  مناسب  ی  هاخوشه تعداد    نکهیبعدازا  را 

اجرای شد،  سلسله   Kmeans  الگوریتم  برای  انجام  مراتبی 
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تحلیل   انجام  هاخوشه مرحله  کوچک  از  شودیمی  بعد   .

فراخوانی   و  دقت  مرحله  این  ترتیب  به  آمدهدستبهاجرای 

 است. 567/0و  62/0

 
 

  یمناسب برا یهاکردن تعداد خوشهمشخص (:11-جدول)

 NMF 10داده استاندارد  مجموعه

(Table-11): Specify the number of suitable clusters for the 

standard NMF 10 dataset 

 
تعداد  

 خوشه 

ی  هاخوشهجمع تعداد اعضای  

 کوچک 
 شرط

1 5 36506 × 

2 10 11678 × 

3 15 259 + 558 + 2276 × 

7 19 10 + 85 + 108 + 154 + 461 × 

8 20 11 + 85 + 103 + 153 + 182  

 

 هاآزمایش  مقایسه دقت  -3-3-4

ازای دو مجموعه داده  ی قبلی مقادیر دقت بههاقسمتدر  

به  2در   آورده شد. آزمایش   توانیم  ( 10)  شکل  در   دست 

 مقایسه کرد. باهمنتیجه این دو آزمایش را 
 

 
 2 یشو آزما 1 یشدقت آزما یسهمقا (:10-شکل)

(Figure-10): Comparison of the accuracy of Experiment 1 

and Experiment 2 
 

 
 2 یشو آزما 1 یشآزما یفراخوان یسهمقا (:11-شکل)

(Figure-11): Comparison of the calling of Experiment 1 and 

Experiment 2 

 

 

 

  ی روشود، در موردی که  که مشاهده می  طورهمان

الگوریتم  هاداده اولیه  نتیجه  اجراشده  NMFی   مراتببه، 

 است.  شده استفادهی اولیه هادادهبهتر از حالتی است که 

 

 هامقایسه فراخوانی آزمایش -4-4
بههاقسمتدر   فراخوانی  مقادیر  قبلی  مجموعه ی  دو  ازای 

در   به  2داده  شد.آزمایش  آورده    ( 11)  شکل  در  دست 

 مقایسه کرد.  باهم نتیجه این دو آزمایش را  توانمی
 

 

ی  هاداده  یرودر موردی که    دینیبیمکه    طورهمان
الگوریتم   نتیجه  شده  اجرا  NMFاولیه  از    مراتببه ،  بهتر 
 است.  شده استفادهی اولیه هادادهحالتی است که 

الگوریتم   -1-4-4 فراخوانی  و  دقت  مقایسه 

 هاتمیالگوربا دیگر  پیشنهادی
ی  هاتمیالگورهدف در این بخش، ارزیابی دقت و فراخوانی  

CBLOF  ،Isolation Forest  ،ABOD  ،LOF ، 
K-Nearest Neighbors  ،Median kNN،Average kNN ، 

One Class SVM  ،Auto Encoder  ،Feature Bagging 
پیشنهادی   الگوریتم  با  مقایسه  این    .استدر  ارزیابی  برای 

زیر    شده  انجامآزمایش    دو  ها تم یالگور موارد  شامل  که 
 :است
 ةدادمجموعه  یها یژگیوبا    نخستآزمایش   .1

 استاندارد اولیه 

 NMFویژگی حاصل از الگوریتم  ده  با  آزمایش دوم  .2

 نخست آزمایش  

دادة  مجموعه ی  هایژگیوشده:    مورداستفادهی  هایژگیو

 استاندارد اولیه 

آزمایش: مجموعه  هایژگ یوتمامی    شرح  ی  هادادهی 

بالا    شده یادالگوریتم    دهبه    ورودی  عنوانبهاستاندارد   در 
این    شودیمداده   برای  فراخوانی  و  دقت  الگوریتم   دهو 

مقدار  شودیممحاسبه   همه به  شدهمحاسبه .  ازای 
 آورده شده است.  (12)  در جدول ها تم یالگور

 

 مجموعه داده استاندارد  یبر رو  هایتمالگور یاجرا (:12-جدول)

(Table-12): execution of the algorithms based on the 

standard dataset 

-F فراخوانی  دقت تمیالگور نام ردیف 

Score 

1 
Clustering-Based 

Local Outlier 
Factor(CBLOF) 

0.183 0.183 0.183 

2 Isolation Forest 0.341 0.341 0.341 

0.12

0.62

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

All_Data 10_NMF_20_Cluster

مقایسه دقت 

0.105

0.567

0

0.1

0.2

0.3

0.4

0.5

0.6

All_Data 10_NMF_20_Cluster

مقایسه فراخوانی
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3 Angle-based Outlier 
Detector (ABOD) 

0.000 0.000 0.000 

4 Local Outlier Factor 
(LOF) 

0.000 0.000 0.000 

5 K Nearest 
Neighbors (KNN) 

0.081 0.095 0.044 

6 OneClassSVM 0.063 0.063 0.063 

7 AutoEncoder 0.232 0.232 0.232 

8 Median kNN (M-
KNN) 0.053 0.069 0.03 

9 Average kNN (A-
KNN) 0.030 0.062 0.062 

10 Feature Bagging 0.193 0.193 0.193 

 

 آزمایش دوم 

از   دهشده:  مورداستفادهی  هایژگیو حاصل    ویژگی 

 NMFالگوریتم 

آزمایش:  از  ده  شرح  حاصل   NMFالگوریتم    ویژگی 

و دقت    در بالا داده   شدهیادالگوریتم    دهبه    ورودی  عنوانبه
این   برای  فراخوانی  مقدار  شودیم الگوریتم محاسبه    ده و   .

آورده    ( 13)  در جدول  هاتم یالگورازای همه  به  شدهمحاسبه
 شده است. 

داده استاندارد  مجموعه یبر رو هایتمالگور یاجرا (:13-جدول)
10 NMF 

(Table-13): execution of the algorithms based on the 

standard 10-NMF dataset 

 فراخوانی  دقت تمیالگور نام ردیف 

1 Clustering-Based Local 

Outlier Factor(CBLOF) 
0.037 0.037 

2 Isolation Forest 0.486 0.486 

3 Angle-based Outlier 

Detector (ABOD) 
0.000 0.000 

4 Local Outlier Factor 

(LOF) 
0.061 0.074 

5 K Nearest Neighbors 

(KNN) 
0.152 0.188 

6 OneClassSVM 0.289 0.289 

7 AutoEncoder 0.348 0.348 

8 Median kNN (M-KNN) 0.110 0.165 

9 Average kNN (A-KNN) 0.041 0.142 

10 Feature Bagging 0.161 0.161 

 

و   -2-4-4 پیشنهادی  الگوریتم  بین  دقت  مقایسه 

 هاتمیالگوردیگر  

که    ی مختلفهاتم یالگورمقایسه دقت بین    (12)  در شکل

جدول  هاآناطلاعات   )در  ی  هاشیآزماو    (13و    12های 

الگوریتم بابتدای این بخش برای    ، آمده دستههای مختلف 

است. شده  نتایج    گونههمان آورده  در  از    آمدهدستبهکه 

شکل   ها شیآزما این  است  مشاهدهقابل  (12)  و  در    ده ، 

الگوریتم   برای  نتیجه  بهترین   Isolation Forsetالگوریتم، 

آن   دقت  که  به    486/0است  نسبت  مقادیر  این  است. 

دست   به  پیشنهادی  الگوریتم  آزمایش  در  که  مقادیری 

 . است ترنییپاآورده شد  

 

 
 یشنهادی پ یتمدقت الگور یسهمقا(: 12-شکل)

 هایتمالگور یگربا د 

(Figure-12): Comparison of the accuracy of the proposed 

algorithm with other algorithms 
 

 
 یگربا د یشنهادیپ یتمالگور یفراخوان یسهمقا (:13-شکل)

 هایتمالگور

(Figure-13): Comparison of the calling of the 

proposed algorithm with other algorithms 
مقایسه فراخوانی بین الگوریتم پیشنهادی   -3-4-4

 هاتمیالگورو دیگر  

  ی مختلف هاتمیالگورمقایسه فراخوانی بین    ( 13)  در شکل

ی  هاشیآزماو    (13و    12)   هایدر جدول  هاآنکه اطلاعات  

این   الگوریتم ابتدای  برای  آورده شده  بخش،  مختلف،  های 

نتایج    گونههماناست.   در  و    هاشیآزمااز    آمدهدستبهکه 
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الگوریتم، بهترین   ده، در این  است  مشاهدهقابل  (13)  شکل

است که فراخوانی   Isolation Forsetنتیجه برای الگوریتم  

در    486/0آن   که  مقادیری  به  نسبت  مقادیر  این  است. 

ال بهآزمایش  پیشنهادی  آوردهگوریتم    تر نییپاشد  دست 

 .است
 

 ی رگیجهیبحث و نت -5
بانک تک  ی نظام  سع  هایفناوری  برهیبا  ارائه   ینوظهور  بر 

  ، خدمات   نیاز ا  یکیخود دارد.    انیمتنوع به مشتر  خدمات

 نیاست. با گسترش ا انی عابر بانک به مشتر  یهاارائه کارت 

تقلب  یهاکارت انواع  بانک،  پ   دی جد  یهاعابر   زین  دهیچیو 

افزا متخلفان  به  افتهی  شیتوسط  بالا  لیدلاست.    ی حجم 

همچنداده و  تقلب  نیها  انواع  کشف    ده، یچیپ   یهاوجود 

به دستتقلب  بنابراستین  ریپذ امکان   یصورت  به   نی؛ 

 لیرا تحل  میحج  یهاکه داده  است  ازیخودکار ن  هایروش

استخراج   را  تقلب  به  مشکوک  موارد  بتواند  و    .دکنکرده 

راهمی  یکاوداده یک  این تواند  حل  برای  مناسب  حل 

الگورباشد   مشکل داده  یهاتمی.  در  در    یکاومورداستفاده 

کل دسته  ن  ی سه  قرار    ینظارتمهیبانظارت،  نظارت  بدون  و 

در  رندیگیم داده  های روش.  به  بر    ی آموزش  یهابانظارت 

که  چسب  )معمولآن  ردة دار  غ یها  مشخص یرمعمولی،   )

ها آموزش با استفاده از آن  بتواند  ستمیتا س  است  ازین  ،دارد

مدل  ندیبب بتوان  ی و  تا  کند  خودکار به   میارائه  صورت 

. در میجدا کن  یرمعمولیغ  یهارا از داده  یمعمول  یهاداده

و    میندار  یها دسترسکل برچسب به  ینظارتمهین  هایروش

برخ  تنها داده  یبرچسب  مشخص  از  اهستندها  در    ن ی. 

توانا تنها  که   میدار  را  ییهاداده  ی بازشناس  یی حالت 

مثال اگر تنها  عنوان . بهمیاداشته   اریشان را در اختبرچسب 

اخت  یمعمول  یهابرچسب  در  باش  اریرا  ما    م،یداشته  مدل 

اگر  جهیرا دارد. درنت  یمعمول  یهاشناخت داده  ییتنها توانا

اگر مدل آن را   ، میآن را به مدل بده میخواهیکه م  یاداده

پرت    ةداد  کیندهد، پس آن را    صیتشخ  یمعمول  ةداد  کی

 سهیشده و مقاانجام یهاشی اساس آزما بر .ردیگیدر نظر م

 :داردرا  ریز یایمزا یشنهادیروش پ  ،هاشی آزما نیا جینتا

الگور ✓ الگور  یشنهادیپ   تمیدقت  که    یی هاتمیاز دقت 

 .استبالاتر  ، انجام شد سهیها مقا با آن

فراخوان  یشنهادیپ   تمیالگور  یفراخوان ✓  یاز 

آن  یی ها تم یالگور با  مقاکه  شد  سهیها  بالاتر    ، انجام 

 .است

به ضمن  الگوریتم  در  اینکه  کار    شنهادشدهیپ علت 

با    تنها و    دهد ینمداده انجام  خود را بر روی همه مجموعه

از سرعت بالایی برخوردار   کند یم کار    ها دادهحجم کمی از  

دادههنگامی  خصوصبه  است. تعداد  تعداد  که  یا  و  ها 

میویژگی افزایش  بالا    ، یابد ها  نیز  سرعت  اختلاف  این 

 خواهد رفت.

با   پیشنهادی   ،CBLOFی  هاتمیالگورالگوریتم 

Isolation Forest  ،ABOD  ،LOF  ،K Nearest 

Neighbors، Median kNN، Average kNN ،One Class 

SVM  ،Auto Encoder  ،Feature Bagging  .شد  مقایسه 

انجام شد، مشخص  هاشیآزمادر   این فصل  د  شیی که در 

به پیشنهادی  الگوریتم  فراخوانی  و  و    62/0ترتیب  دقت 

دقت  567/0 و  بهترین   است  فراخوانی  و 

دیگر  Isolation Forestالگوریتم) از  ترتیب  به  ها تمیالگور( 

که    486/0و   486/0 که    دهنده نشاناست؛  است  این 

از دقت و فراخوانی بالاتری نسبت به    شنهادشدهیپ الگوریتم  

 برخوردار است.  هاتمیالگورمابقی 
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 نشانی رایانامه ایشان عبارت است از: 
smortezasr@gmail.com   
 

خردمندیان  مدرک    قربان  دارای 

از  ادکتر مصنوعی  هوش  دانشگاه  ی 

وی  است  امیرکبیر حاضر  حال  در   .

دادهبه متخصص  شرکت  عنوان  در  کاوی 

کاوان هوشمند توسن مشغول به کار  داده

 است. 

 نشانی رایانامه ایشان عبارت است از:

kheradmand@aut.ac.ir 

 

 

 

تبار   کاظمی  دوره  سیدجواد 

سال در  را  خود  در   1382  کارشناسی 

  دانشگاه صنعتی شریف به پایان رسانده 

سال   در  مدرک    1387است.  وی 

در ادکتر مخابرات  رشته  در  را  خود  ی 

سال   تا  و  کرد  کسب  ارواین  شهر  در  کالیفرنیا  دانشگاه 

شرکت  1393 به  در  آمریکا  در  مهندسی  مختلف  های 

سال   از  جمله  از  پرداخت.  در    1393تا    1391فعالیت 

به ولی  دادهسیلیوکون  متخصص  شرکت  عنوان  در  کاوی 

کشف   به  آنالیتیکس  می   هایتقلبگاردین  کمک  -بانکی 

ت علمی دانشگاه صنعتی  أ وی عضو هی  1394کرد. از سال  

 . استنوشیروانی بابل 

 عبارت است از:  نشانی رایانامه ایشان

j.kazemitabar@nit.ac.ir 
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