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 چکیده 
الگوریتم از  بسیاری  است  در  اساس  این  بر  اولیه  فرض  ماشین،  یادگیری  مجموعههای  مجموعهکه  و  منبع(  )دامنه  آموزشی  داده  داده 

دلیل اختلاف توزیع گذارند. این در حالی است که در اغلب مسائل دنیای واقعی، به)دامنه هدف( توزیع یکسانی را به اشتراک می  مونآز

یادگیری انتقالی و تطبیق دامنه، مدل را برای مقابله شود. برای مقابله با این مشکل،  احتمال بین دامنه منبع و هدف، این فرض نقض می

داده میبا  تعمیم  متفاوت،  توزیع  دارای  همهای هدف  عنوان  با  دامنه  تطبیق  روش  یک  ما  مقاله  این  در  طریق دهند.  از  تصویر  ترازی 

دهیم. روش  دف پیشنهاد میهای منبع و همنظور حفظ اطلاعات عمومی و هندسی دامنه( را بهIMAKEشده )یادگیری خصوصیت کرنل

از هر    IMAKEبرساند.    کمینهکند تا اختلاف توزیع آنها را به  های منبع و هدف جستجو میپیشنهادی یک زیرفضای مشترک بین دامنه

بعد های منبع و هدف را به یک زیرفضای کم. روش پیشنهادی دامنهبردزمان بهره میصورت هم دو تطبیق توزیع هندسی و عمومی به

به بدونمشترک  میصورت  منتقل  حاشیهنظارت  و  شرطی  توزیع  احتمال  اختلاف  تا  دادهکند  طریق  ای  از  را  و هدف  منبع  دامنه  های 

میانگین  بیشینه هم  کمینه  هااختلاف  از  هندسی  توزیع  تطبیق  برای  و  میکند  بهره  منیفلد  با  ترازی  پیشنهادی  روش  کارایی  گیرد. 

پایگاه از  با  هداداستفاده  استاندارد  و  متنوع  بصری  به  3۶های  نتایج  است.  گرفته  قرار  ارزیابی  مورد  نشان دستآزمایش  دهنده آمده، 

 .های حوزه یادگیری ماشین و یادگیری انتقالی استبهبود قابل ملاحظه از عملکرد روش پیشنهادی در مقایسه با جدیدترین روش
 

   ترازی منیفلد، اختلاف توزیعیادگیری انتقالی، تطبیق دامنه بصری، هم بندی تصویر، واژگان کلیدی: طبقه
 

Image alignment via kernelized feature learning 
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Abstract 
Machine learning is an application of artificial intelligence that is able to automatically learn and 

improve from experience without being explicitly programmed. The primary assumption for most of the 

machine learning algorithms is that the training set (source domain) and the test set (target domain) 

follow from the same probability distribution. However, in most of the real-world applications, this 

assumption is violated since the probability distribution of the source and target domains are different. 

This issue is known as domain shift. Therefore, transfer learning and domain adaptation generalize the 

model to face target data with different distribution. 

In this paper, we propose a domain adaptation method referred to as IMage Alignment via KErnelized 

feature learning (IMAKE) in order to preserve the general and geometric information of the source and 

target domains. IMAKE finds a common subspace across domains to reduce the distribution 

discrepancy between the source and the target domains. IMAKE adapts both the geometric and the 

general distributions, simultaneously. Moreover, IMAKE transfers the source and target domains into a 

shared low dimensional subspace in an unsupervised manner. 

Our proposed method minimizes the marginal and conditional probability distribution differences of the 

source and target data via maximum mean discrepancy and manifold alignment for geometrical 

distribution adaptation. IMAKE maps the input data into a common latent subspace via manifold 

alignment as a geometric matching method. Therefore, the samples with the same class labels are 

collected around their means, and samples with different class are separated, as well. Moreover, 

IMAKE maintains the source and target domain manifolds to preserve the original data position and 
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domain structure. Also, the use of kernels and mapping data into Hilbert space provides more accurate 

separation between different classes and is suitable for data with complex and unbalanced structures. 

The proposed method has been evaluated using a variety of benchmark visual databases with 36 

experiments. The results indicate the significant improvements of the proposed method performance 

against other machine learning and transfer learning approaches. 
 

Keyword: Image classification, Transfer learning, Visual domain adaptation, Manifold alignment, 

Distribution mismatch. 

 
 

 مقدمه   -1

ماشین   روش  عنوانبهیادگیری  از   لیوتحلهیتجزهای  یکی 

الگوریتمداده ایجاد  به  توانایی    منظوربههایی  ها  بهبود 

سیستم مییادگیری  الگوریتمها  از  استفاده  با  های  پردازد. 

داده روی  بر  مدل  یک  ماشین،  آموزشییادگیری   1های 

می ساخته  ؛شودایجاد  مدل  از  جهت سپس  شده 

 . [1]شود بهره گرفته می 2مون آزهای گذاری دادهبرچسب 

های یادگیری ماشین فرض بر این  در اغلب الگوریتم

 آزمونهای دامنه  آموزشی و داده   های دامنهاست که داده

کنند، اما در دنیای واقعی،  از یک توزیع یکسان تبعیت می

، تغییرات گرهاحسبا توجه به عوامل مختلف مانند تفاوت  

پس دادهنور،  شفافیت  و  مختلف  دید  زوایای  های  زمینه، 

است ممکن  هدف،  دامنه  داده  دامنه  توزیع   ،آزمونهای 

داده از  باشند    داربرچسبهای  متفاوتی  داشته  منبع  دامنه 

بندی در  بندی و رتبههای طبقه. از طرف دیگر روش[3,  2]

ماشین   در دسترس   طورمعمولبهیادگیری  بر  بودن مبتنی 

برای آموزش    3شده گذاری های برچسبمقدار زیادی از داده

دنیای   کاربردهای  از  بسیاری  در  اما  هستند،  مدل  یک 

دار در دسترس نبوده و  واقعی به تعداد کافی نمونه برچسب

برچسبداده  آوریجمع  بسیارهای  این    دار،  است.  پرهزینه 

برنامه از  بسیاری  در  بازیابی  مشکل  در  کاربردی  های 

از  بسیاری  و  ماشین  بینایی  الکترونیکی،  تجارت  اطلاعات، 

دیگر  زمینه یک    عنوانبهآید.  می  وجودبههای  در  نمونه 

داده  سامانه اگر  چهره،  مجموعه تشخیص  آموزشی  های 

دوربین با  که  باشند  رتصاویری  در  پلیس  افراد  های  از  وز 

برچسبتهمختلف   و  دادهیه  و  شده  ، آزمونهای  گذاری 

تصاویر  مجموعه از  ها همان دوربین  وسیلةبه  شدهگرفته ای 

و   آموزشی  تصاویر  بین  موجود  اختلاف  باشد،  شب  در 

کیفیت نور، شفافیت، جهت تابش خورشید،   ظرن  از،  آزمون

تصویر   فاصله  و  تصویر  موجب   شدهگرفته زاویه  هدف،  از 

بازدهی مدل    4ایجاد تغییر دامنه  ، در  شدهساختهو کاهش 

   خواهد شد. آزمایشدامنه 
 

1 Training data 
2 Test data 
3 Labeled data 
4 Shift domain 

 

هایی هستند که با  روش  6و انطباق دامنه  5یادگیری انتقالی 

آن از  دانش  استفاده  دامنه    شدهکسبها  چند  یا  یک  در 

منتقل   دیگری  مرتبط  ولی  متفاوت  دامنه  یک  به  مرتبط، 

تا  می بین    باوجودشود  توزیع  هزینه  هادامنهاختلاف   ،

عملکرد    افتهی کاهشیادگیری   یادگیری    هایالگوریتمو 

انتقالی   یادگیری  یابد.  نیمه    تواندمیافزایش  نوع  دو  در 

نظارت   7شدهنظارت بدون  شود  8و  دامنه [4]  بررسی  اگر   .

داده  9عمنب هدف شامل  دامنه  و  آموزشی  شامل    10های 

شده،  نظارتباشد، در یادگیری انتقالی نیمه  آزمونهای  داده

داده وتمام  بوده  برچسب  دارای  منبع  دامنه  فقط های  لی 

داده از  محدودی  برچسب تعداد  دارای  هدف،  دامنه  های 

دقیق،    طبقه بند ها برای ایجاد یک  بوده که اغلب این داده

های  تمام داده   این در حالی است که اگر   ؛ مناسب نیستند

داده تمام  و  برچسب  دارای  منبع  هدف  دامنه  دامنه  های 

بدون برچسب باشند، یادگیری انتقالی بدون نظارت است.  

کاربرد از  بسیاری  بهدر  واقعی،  دنیای  به  های  اینکه  دلیل 

برچسب نمونه  دتعداد کافی  از دامنه هدف، در  سترس دار 

برچسب همچنین،  و  دستی  نبوده  بسیار    هاآنگذاری 

استفاده   نظارت  بدون  انتقالی  یادگیری  از  است،  پرهزینه 

   .[5]شود می
نظارت،در   بدون  انتقالی  اختلاف    یادگیری  ابتدا 

هدف   و  منبع  دامنه  بین  از    ،افتهی کاهشتوزیع  سپس 
مدل  الگوریتم ساختن  برای  ماشین  یادگیری  روهای  ی بر 

میداده استفاده  دامنهها  بین  توزیع  اختلاف  های  شود. 
و توزیع    11ای منبع و هدف، شامل اختلاف در توزیع حاشیه

در  [6]است    12شرطی هدف    که  یطیشرا.  و  منبع  دامنه 
دارای خصوصیات یکسان باشند، اختلاف در احتمال وقوع 

این  هرکداممقادیر   موجب   از  دامنه،  هر  در  خصوصیات 
شود. توزیع  ها میای بین دامنهایجاد اختلاف توزیع حاشیه

ازای بینی یک مجموعه برچسب به پیش  احتمال  بهشرطی  
میمجموعهیک   گفته  ورودی  مفهوم  داده  معادل  که  شود 

 

5 Transfer learning 
6 Domain adaptation 
7 Semi-supervised 
8 Unsupervised 
9 Source Domain 
10 Target domain 
11 Marginal distribution 
12 Conditional distribution 

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

9.
3.

19
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             2 / 16

http://dx.doi.org/10.52547/jsdp.19.3.19
http://jsdp.rcisp.ac.ir/article-1-1076-en.html


  

 
 53پیاپی  3شمارة  1401سال 

21 

م
ه

ی
از

تر
 

صو
ت

 ری 
طر

ز 
ا

ی 
ی ق

دگ
ا

ر ی
 ی

ص
صو

خ
ی 

 ت
ل

رن
ک

ده
ش

 

پیش  دارای تابع  هدف  و  منبع  دامنه  دو  اگر  است.  بینی 
  باهم ها  بینی دامنهاختلاف توزیع شرطی باشند، تابع پیش 

های  ازای دادهمتفاوت بوده و مجموعه برچسب متفاوتی به
پیش دامنه،  دو  هر  از  بحث  یکسان  در  شد.  خواهد  بینی 

ای مربوط به یادگیری انتقالی، هر دو اختلاف توزیع حاشیه
زمان  اصلی کاهش هم  لهأ مسو شرطی دارای اهمیت بوده و  

 . استها این اختلاف
به  روش برای  که  دامنه  انطباق  جدید  های 

هدف    رساندنکمینه  و  منبع  دامنه  توزیع    ف یتعراختلاف 
تقسیم  اند شده کلی  دسته  سه  میبه  (  1:  [2]شوند  بندی 
در وزن   رییبا تغها  : در این روش1های مبتنی بر نمونهروش
برچسبنمونه بین  های  توزیع  اختلاف  منبع،  دامنه  دار 
های  ( روش2،  [7]  یابدهای منبع و هدف کاهش میدامنه

بر مدل  ت 2مبتنی  با  روش  این  در  طریق  :  از  مدل  در  غییر 
در   مقابل    پارامترهای تغییر  در  مدل  مشترک،  یا  اصلی 

های مبتنی بر  ( روش3، [3]شود ها مقاوم میاختلاف توزیع
روش3خصوصیت  این  در  داده:  نگاشت  با  فضای  ها  به  ها 

منه منبع های داای دیگر، اختلاف توزیع بین دادهخصیصه
داده میو  کاهش  هدف  دامنه  این [8]یابد  های  در  که   .

بر شده    هایروشروی  مقاله  تمرکز  خصوصیت  بر  مبتنی 
 است.

های کاهش  یکی از روش  [10 ,9]  4ترازی منیفلدهم
ساخت  برای  هندسی  چارچوب  یک  روش  این  است.  بعد 

کند. ایده کلی  فراهم می  5مانند فضای نهان  بعدکمفضایی  
دامنه  کردیرواین   که  است  یک  این  به  را  مختلف  های 

کند نگاشت  نهان  نمونههم  کهیدرحال   ؛ فضای  های  زمان 
هم   کنار  در  )رابطه    قرارگرفتهیکسان  محلی  هندسه  و 

همهمسایگی شود.  حفظ  دامنه  هر  از  (  هم  منیفلد  ترازی 
های بدون برچسب بهره دار و هم از دادههای برچسبداده
دادهمی از  استفاده  مسئله  برد.  برای  برچسب  بدون  های 

به دامنه،  دادهانطباق  کمبود  برچسبدلیل  مفید های  دار 
دامنه جدید  فضای  در  ترتیب،  بدین  بود.  های  خواهد 

با   میورودی  تعریف  یکسانی  بنابراین    ؛شوندخصوصیات 
میهم منیفلد  روشترازی  مختلف  انواع  با  های تواند 

های انتقال  و برای حل چالش  شده بیترکیادگیری انتقالی 
واقعی   دنیای  مسائل  در  گیرد    استفاده  مورددانش  قرار 

[11] . 
 6(IMAKEروش پیشنهادی در این مقاله با عنوان ) 

که در این   هاستنمونه دنبال یافتن یک نمایش جدید از  به

 

1 Sample based 
2 Model based 
3 Feature based 
4 Manifold Alignment 
5 Latent space 
6 IMage Alignment via KErnelized feature learning 

توزیع تطبیق  از  و  نمایش  هندسی  و  عمومی  های 
میگرفتبهره    ایطبقه-هندسی   بندیخوشه  در  شوده   .

از   جدید  نمایش  یک  عمومی،  خصوصیات  تطبیق  مرحله 
منبع  داده دامنه  هدفهای  می  و  آن، ایجاد  در  که  شود 

و   شرطی  توزیع  به  حاشیهاختلاف  تا  می  کمینهای  رسد 
تطبیقداده دقیقها  در    باهمتری  پذیری  باشند.  داشته 

اولیه  توپولوژی  حفظ  با  هندسی،  توزیع  تطبیق  مرحله 
داده دامنه شده  ها،  نگاشت  نهان  فضای  یک  به  ها 

داده  کهی طوربه فضا  آن  یک  در  به  متعلق   طبقةهای 
متفاوت از هم    هایطبقه و    قرارگرفتهیکسان نزدیک به هم  

می  از  فاصله  استفاده  مرحله،  این  در    هایبرچسبگیرند. 
انطباق   و  هدف  و  منبع  دامنه  در  با    هایی دادهموجود 

دادهبرچسب تفکیک  و  یکسان  برچسب های  با  هایی 
خوشه موجب  دادهمتفاوت،  مناسب  در  شودمی  ها بندی   .

دامنه   هایی مرحله نهایی، برای تطبیق توزیع هندسی بهترِ 
دارند، از کرنل    باهمکه ساختارهای هندسی بسیار متفاوتی  

دامنه  شده  استفاده تا  کرنل  است  فضای  به  مختلف  های 
تطبیق شوند. این    باهمهیلبرت نگاشت شده و در آن فضا  

دامنه انطباق  در  مهمی  بسیار  نقش  که  مرحله  دارد  هایی 
 های هندسی نامتوازن از هم هستند. دارای ساختار

ر روی   شنهادشده یپ وش  کارایی  بر  مقاله،  این  در 
شناختههاداده  گاه یپا مختلف ی  شرایط  تحت  بصری  شده 

آزمایش   آن  قرارگرفتهمورد  نتایج  جدیدو  با  ترین  ها، 
در حوزه یادگیری انتقالی مقایسه شده است. نتایج    هاروش

نشان برتری  حاصل،  الگوریتم    ملاحظهقابلدهنده 
شده در حوزه های شناختهپیشنهادی نسبت به سایر روش

 یادگیری انتقالی است. 
مقاله   ادامه،  سازمان  صورتبهدر  شده  زیر  دهی 

در  پیشین  کارهای  بر  مروری  مقاله،  دوم  بخش  در  است. 
حوزه   روش    شده  گنجانده این  سوم،  بخش  در  است. 
ب  شده  داده شرح    لیتفصبهپیشنهادی   در  خش  است. 

با  هاداده  گاه یپاچهارم،   مقاله  این  در  ارزیابی  مورد  ی 
عملکرد  اندشده  یمعرفجزئیات   نتایج  پنجم،  بخش  در   .

روش با  پیشنهادی  و  الگوریتم  ماشین  یادگیری  دیگر  های 
انتقالی   با    شده  گزارشیادگیری  مقاله  انتها،  در  است. 

در  نتیجه کار  برای  پیشنهادهایی  ارائه  و  به  گیری  آینده 
 اتمام رسیده است.

 

 کارهای پیشین -۲
روش ماشین  یادگیری  حوزه  بسیاری  در   ةنیزم  در های 

دامنه آن  شده  شنهادیپ ها  تطبیق  بیشتر  تمرکز  بر که  ها 

دامنه بین  توزیع  اختلاف  است.  کاهش  و هدف  منبع  های 

اشاره شدهمان های تطبیق  روش  ،طور که در بخش قبلی 
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های مبتنی  شوند: روشکلی تقسیم میدامنه به سه دسته  

روش نمونه،  روشبر  و  مدل  بر  مبتنی   بر  یمبتنهای  های 

 خصوصیت.

اساس  اهکردیرو بر  نمونه  بر  مبتنی  ی  دهوزنی 

نمونه انتخاب  یا  و  توزیع مجدد  بین  تفاوت  که  هایی 

کنند.  سازد، عمل می می  کمینهمنبع و هدف را    های دامنه 

روش جمله  لندمارک از  انتخاب  روش  نمونه،  انتخاب  های 

  هستند هایی از دامنه منبع  . لندمارک، نمونه[12,  7]است  

دارای   حاشیه  کمینهکه  توزیع  نمونهاختلاف  با  های  ای 

هستند. هدف  الگوریتم  TIT[13] دامنه  از  های  یکی 

است.   دسته  این  در  صورت    TIT  عملکردشاخص  این  به 

که   نمونه است  وزن وزن  و  داده  افزایش  را  محوری  های 

را  نمونه محدوده  از  خارج  میهای  نوع  کاهش  این  دهد. 

سازی گراف است. در این  انتخاب لندمارک مبتنی بر بهینه

عملیات   رئوس گراف،  به  ویژگی  بردارهای  با کاهش  روش 

 شود.  تر میهای دیگر بسیار سادهریاضی نسبت به روش

روش پیدادر  مدل، هدف  بر  مبتنی  یک  های  کردن 

که    بندطبقه  است  تقال  ان  وسیلةبه  کار   نی اانطباقی 

در دامنه منبع به دامنه هدف،    شدهدادهآموزش  پارامترهای

خصیصه فضای  تغییر  میبدون  انجام  . [16-14]شود  ای 

JDAC1  [17]    مدل تطبیق  روش  برای   شنهادشده یپ یک 

یک   روش  این  است.  نظارت  بدون  دامنه  تطبیق  مسائل 

انطباقی بر روی هر دو دامنه منبع و هدف ایجاد  بند  طبقه 

بهمی توزیع  نخستکه  طوریکند  و  اختلاف  شرطی  های 

انطباق با توزیع    بیشینه  دومرسانده،    کمینهای را به  حاشیه

نمونه و  هندسی  کرده  فراهم  دامنه  دو  هر  در  را    سوم ها 

نمونهپیش  یخطا  کمینهدارای   برچسب  دامنه  بینی  های 

 منبع باشد. 

تطبیق  روش یا  خصوصیت  بر  مبتنی  های 

خصیصه فضای  نمایش  خصوصیات،  یک  ایجاد  برای  را  ای 

دامنهتطبیق از  دادهپذیر  تغییر  هدف  و  منبع    سپس   ، های 

یک   جدید،  فضای  ی  هادادهی  رواستاندارد    بندطبقهدر 

و   داده  آموزش  منبع،  درو دامنه  هدف  هاادهی  دامنه  ی 

اختلاف توزیع  2TJM  [18]. روش  [19,  18]کنند  اعمال می 

دهی مجدد  زمان خصوصیات و وزنرا با انطباق همها  دامنه 

.  دهد مییافته انطباق  نمونه ها در یک فضای با بعد کاهش

دست آمده هم در برابر اختلاف  هزیرفضای ب  TJMدر روش  

نمونه برابر  در  هم  و  ها  مقاوم  توزیع  نامرتبط  .  استهای 

دامنههجاب  3GFK  [19]روش   از جایی  استفاده  با  را  ها 

 

1 Joint distribution based adaptive classifier 
2 Transfer joint matching 
3 Geodesic flow kernel 

نهایت زیرفضا که تغییرات در هندسه و  سازی بیپارچهیک

های  روشکند.  دهند، مدل میآمار خصوصیات را نشان می

 شوند: کلی تقسیم می ةدست دومبتنی بر خصوصیت به 

روش1 تطبیق  (  این  های  در  داده.  بر  مبتنی  خصوصیات 

های منبع و هدف با استخراج خصوصیات ها، دامنهروش

دامنه بین  به یک  مشترک  دارای فضاریزها،  ی مشترک 

شان اولیه  حفظ ساختار  بیشینهاختلاف توزیع و    کمینه

می شناختهروش   ازجملهشوند.  نگاشت  در  های  شده 

به تطبیق ساختار    CLGA4  [20]یادگیری بدون نظارت  

نمونه اصل  هندسی  اساس  بر  هدف  و  منبع  دامنه  های 

علاوهمی  5منیفلد روش  این  توزیع  پردازد.  تطبیق  بر 

دامنه هندسی  هندسی  توزیع  تطبیق  بهبود  موجب  ها، 

شود. روش می  بندطبقه های مختلف و افزایش  در کلاس

عنوان   با  روش  است  VDA6  [33]دیگری  این  در   .

که    جادشدهیاهای منبع و هدف  از دامنه  بعدکمنمایش  

علاوه آن،  حاشیهدر  توزیع  اختلاف  کاهش  و بر  ای 

دامنه بین  خوشهشرطی  روش  از  از  بندی  ها،  مستقل 

تفکیک برای  نیز  بین  دامنه  مختلف   هایطبقه پذیری 

زمان توزیع طور همهب 7JDA  [5]. روش  شودمی  استفاده

ای و شرطی را در یک فرایند کاهش  های حاشیهاحتمال 

می تطبیق  ترتیب،  بعد  بدین  نمایش    JDAدهد.  یک 

کند که در مقابل اختلاف  خصوصیات جدیدی ایجاد می

 .  استثر و قوی ؤهای اساسی متوزیع 

،  ها روش. این  فضاریز( روش تطبیق خصوصیات مبتنی بر  2

روش بهبرخلاف  داده،  بر  مبتنی  یک  های  یافتن  دنبال 

تطبیقفضا  ریز مشترک  از ی  بلکه  نبوده،  پذیر 

یی  فضاها  ریزبرای ایجاد  خصوصیات مرتبط در هر دامنه  

دامنه برای  میمجزا  بهره  روش  ازجملهبرند.  ها  ها،  این 

هم تطبیق  تطبیق روش  برای  هندسی  و  آماری  زمان 

)دامنه بصری  روش    JGSA )8  [21]های  این  است. 

پیدا می فضاهای  زیر  کند. در ایجاد  مجزا برای هر دامنه 

گیری از اطلاعات خصوصیات  بر بهره، علاوهفضاهار یزاین  

دامنه بین  از خصوصیات مشترک  دامنه،  ای مختص هر 

می گرفته  بهره  روش  نیز  یک   9LRSR  [2]شود.  از 

های منبع و هدف  دادن دامنهماتریس انتقال برای انتقال

کند که هر نمونه به یک زیرفضای مشترک استفاده می

از نمونههدف می با ترکیبی  داده  تواند  های منبع نشان 

نمونههب  ،شود که  دامنهطوری  از  مختلف  ها  های 
 

4 Coupled local-global adaptation 
5 Manifold 
6 Visual domain adaptation 
7 Joint distribution adaptation 
8 Joint geometrical and statistical alignment 
9 Low-rank and sparse representation 
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یک   1CDDA  [3]توانند در هم آمیخته شوند. روش  می

می ایجاد  نهان  خصوصیات  دو  نمایش  دارای  که  کند 

زیر   دامنهاستخصوصیات  توزیع  اختلاف  و  .  منبع  های 

توزیع اختلاف  قالب  در  حاشیههدف  شرطی  های  و  ای 

میاندازه اختلاف  گیری  کاهش  موجب  که  شود 

مینمونه  دامنه  دو  نیروی  های  یک  از  همچنین  شود. 

برای   با    کردنبیشینه دافعه  اختلاف هر برچسب مرتبط 

 شود.  ها استفاده میزیردامنه 
در دسته روش مقاله  این  در  پیشنهادی  های  روش 

دو   از  که  دارد  قرار  داده  بر  مبتنی  خصوصیات  تطبیق 

 مورددیدگاه تطبیق توزیع عمومی و تطبیق توزیع هندسی  

از    گفتنی است.    قرارگرفتهی  بررس بسیاری  که  است 

حوزه،    شدهانجاممطالعات   این  دسته  هرکدامدر  بندی از 

 صورتبهتطبیق توزیع عمومی و تطبیق توزیع هندسی را  

 طوربهاما در این مقاله،    ؛ اندقرار داده  طالعهدممورجداگانه  

دستههم دو  هر  است    قرارگرفته  موردتوجهبندی  زمان 

به    کهی طوربه برای  ابتدا  عمومی،  توزیع  تطبیق  در 

حاشیهرساندن  کمینه  و  شرطی  توزیع  یک  اختلاف  ای، 

داده از  جدید  ایجاد  نمایش  هدف  و  منبع  دامنه  های 

داده   شودمی تطبیتا  دقیققها  داشته   باهمتری  پذیری 

ساختار   ؛باشند حفظ  با  هندسی،  توزیع  تطبیق  در  سپس 

شوند  ها به یک فضای نهان نگاشت میها، دادهاولیه دامنه

پذیری ایجاد  مختلف، تفکیک  هایطبقهتا در آن فضا، بین  

با   بهتر  برای تطبیق توزیع هندسی  نهایی  شود. در مرحله 

کرنل هیلبرت نگاشت   ها به فضایدادهگیری از کرنل،  بهره

   شوند. شده و در آن فضا با یکدیگر تطبیق می
 

 

 روش پیشنهادی -3
این بخش، روش   یادگیری   لهأ مسبرای حل     IMAKEدر 

داده توضیح  بیشتر  جزئیات  با  نظارت،  بدون   انتقالی 

 . شودمی
 

 پژوهش هدف  -1-3
مقاله   برای  بهاین  روشی  که  است  آن  بندی دستهدنبال 

برچسب   از  اطمینان  با  کاربران  تا  ارائه کند  نسبت تصاویر 

به هر تصویر، بتوانند در کاربردهای مختلف از آن    شده داده

های  تصویر استفاده کنند. بدین ترتیب، با استفاده از روش

نمایش   یک  خصوصیات،  داده   عد بٌکمتطبیق  های  از 

هدف    هایدامنه  و  این  شده  جاد یامنبع  در  نمایش،    که 

حاشیه و  توزیع شرطی  دامنهاختلاف  بین  و  ای  منبع  های 
 

1 Close yet distinctive domain adaptation 

  قیاز تطبگیری  بر آن، با بهرهعلاوه  ؛ شودمی  کمینههدف،  

خوشه همچنین  و  هندسی  هندسی توزیع  کلاسی،  -بندی 

  ة یابند که فاصلی به فضای نهان نگاشت میاگونهبهها  داده

و اختلاف    افتهی کاهشیکسان    هایطبقههای متعلق به  داده

یابد.    های طبقه بین   افزایش  در  جهیدرنتمختلف  مدل   ،

دادهپیش برچسب  هدف  بینی  دامنه  بهتری   عملکردهای 

داشت بهخواهد  همچنین  داده.  وجود  با  دلیل  هایی 

روش    هایهندسه همدیگر،  از  نامتوازن  اغلب  و  متفاوت 

  ا هدادهکردن این یی برای تراز تنهابه شده مطرح بندی خوشه

تفکیک  کهی طوربه ایجاد  بین  باعث  قبولی  قابل  پذیری 

مختلف شود، کافی نیست. به همین جهت برای    هایطبقه 

  شده یادهای با شرایط  بر روی داده  شدهساختهبهبود مدل  

دقیق هندسی  توزیع  تطبیق  جهت  به  کرنل  بهره  از  تر 

استگرفته این  شده  از  هدف  است  حلراه ارائه    پژوهش .  ی 

محدودیتکه   بر  الگوریتمبتواند  کلاسیک  های  های 

بازدهی روش و  غلبه کرده  یادگیری یادگیری ماشین  های 

 انتقالی را افزایش دهد. 

 

 تعریف مسأله    -۲-3
این بخش دو مفهوم دامنه   را معرفی کرده و    و در  وظیفه 

 پردازیم. می مسئلهدر ادامه به تشریح 

دامنه  دامنه.   فضای    𝐷هر  کلی  مفهوم  دو  شامل 

حاشیه  𝑋  ایخصیصه  احتمال  توزیع  هر   𝑃(𝑥)ای  و  برای 

𝑥 ∈ 𝑋   یعنی    است؛𝐷 = {𝑋, 𝑃(𝑥)}  .اگر دو  بیترت  ن یبد ،

خصیصه فضای  است  ممکن  باشند،  متفاوت  ای  دامنه 

حاشیه احتمال  توزیع  یا  و  یکدیگر  مختلف  از  متفاوت  ای 

باشند اگر  دقیق  طوربه.  داشته  خصیصه  𝑋𝑠تر،  ای فضای 

،  𝑃𝑠(𝑋𝑠)ای دامنه هدف و  فضای خصیصه  𝑋𝑡دامنه منبع،  

𝑃𝑡(𝑋𝑡)  های منبع  ای دامنهترتیب، توزیع احتمال حاشیهبه

نمونه   هر  )برای  باشند  هدف  𝑥𝑠و  ∈ 𝑋𝑠    و𝑥𝑡 ∈ 𝑋𝑡  دو  ،)

که   هستند  متفاوت  زمانی  𝑋𝑠دامنه  ≠ 𝑋𝑡   یا𝑃𝑠(𝑋𝑠) ≠

𝑃𝑡(𝑋𝑡). 

دامنه    وظیفه. هر  وظیفه  𝐷برای  یک   ،𝑇    شامل

وجود دارد    𝑓(𝑥)بینی  تابع پیش   و   𝑌های  برچسب مجموعه 

مینشان    T={Y,f(𝒙)}  صورتبهکه   تابع  داده  شود. 

مجموعه   𝑋ی  ازای مجموعه نمونه ورود، به𝑓(𝑥)بینی  پیش

کند که احتمال شرطی آن بینی میرا پیش  𝑌های  برچسب 

بنابراین، اگر دو وظیفه   ؛شودتعریف می  𝑃(𝑌|𝑥)ت  صور به

است ممکن  باشند،  برچسب  ،متفاوت  های مجموعه 

باشندمختلفی   آن  داشته  شرطی  احتمالی  توزیع  ها یا 
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ی از  که    گر یکدمتفاوت  معنی  بدین  𝑌𝑠باشد،  ≠ 𝑌𝑡 

𝑃𝑠(𝑌|𝑥)یا  ≠ 𝑃𝑡(𝑌|𝑥). 

  زمان همطور له یافتن توابع، نگاشتی است که بهأ مس

دامنه منبع و هدف را به فضای نهان نگاشت کند    های داده

دادهطوریبه هندسی که  توزیع  تطبیق  فضا،  آن  در  ها 

خوبی از هم  مختلف به  هایطبقهتری داشته باشند و  دقیق

عمومی   توزیع  تطبیق  موجب  همچنین  شوند.  تفکیک 

 .شود  بندطبقهو افزایش کارایی  ها داده

 تطبیق توزیع هندسی   -3-3
ترازی در این مقاله برای تطبیق توزیع هندسی از روش هم

هم  شده   گرفتهبهره   منیفلد از  است.  یکی  منیفلد  ترازی 

میروش محسوب  بعد  کاهش  یک    کهیطوربهشود،  های 

کم فضای  ساخت  برای  هندسی  فراهم چارچوب    بعد 

ابتدا هر  کند می این روش  به   ةدادمجموعه.  ورودی متعلق 

کند، که  های منبع و هدف را به شکل گراف مدل میدامنه

به ساختارهای هندسی حاصل از این مرحله، منیفلد گفته 

م  ؛شودمی همه  همسپس  حاصل،  یک  نیفلدهای  به  زمان 

کم نهان  میفضای  نگاشت  کنیشوند.  بعد   𝐾د  فرض 

نمونهمجموعه  که  داریم  ورودی  مجموعه داده  این  های 

به  داده متعلق  هستند.  طبقه  𝒄ها  𝑋𝑘اگر   مختلف  =

(𝑥𝑘
1, . . . , 𝑥𝑘

𝑚𝑘)  ه  دهندنشان𝑘ورودی مجموعه   امین داده 

نمونه  𝑖  کهیدرحالباشد،   𝑥𝑘امین 
𝑖    دارای𝑝𝑘    برچسب

𝑝𝑘توان به شکل یک ماتریسا میر   𝑋𝑘است. × 𝑚𝑘    نشان

برچسب اگر  مجموعهداد.  𝑉𝑘صورت  به  𝑋𝑘  ةدادهای  =

(𝑣𝑘
1, . . . , 𝑣𝑘

𝑙𝑘)  آن شود،  داده  اگنشان  به    𝑋𝑘ر  گاه  مربوط 

باش منبع  اگ  𝑙𝑘د  دامنه  و  بزرگ  به   𝑋𝑘ر  مقداری  مربوط 

باش  هدف  اینجا    𝑙𝑘د  دامنه  در  بود.  خواهد  کوچکی  مقدار 

,𝑋1شود  فرض می . . . , 𝑋𝑘 های گسسته هستند.مجموعه 

مس این  بهأ هدف  نگاش  𝐾ن  آورددستله  ت  تابع 

𝑓1, . . . , 𝑓𝑘   ت فضای  مجموعه  𝐾ا  است،  به  را  ورودی  داده 

به 𝑑نهان کند.  نگاشت  )طوریبعدی  و  1که  هندسه   )

( شود،  حفظ  ورودی  دامنه  هر  اولیه  داده 2ساختار  های  ( 

به   کم  طبقهمتعلق  فضای  در  هم  یکسان،  به  نزدیک  بعد، 

متفاوتی    هایطبقه هایی که متعلق به  ( داده3قرار بگیرند، )

برای دستخوببههستند،   از یکدیگر تفکیک شوند.  یابی  ی 

ترکیب   از  حاصل  واحد،  نمایش  یک  ابتدا  هدف،  این  به 

مجموعهمنی ایجاد دادهفلدهای  ورودی  هر  کنیممی  های   .

ماتریس لاپلاسین  از یک  استفاده  با  داده    1منیفلد  نمایش 

داده و با  شود که این ماتریس از روی گراف هر مجموعه می

نمونه اتصال  میمعیار  ساخته  هم  به  نزدیک  شود.  های 

 

1 Laplacian matrix 

برچسب این  اطلاعات  ساختن  در  مهمی  نقش  دار، 

ایفا می   هایگراف هایی  ترتیب نمونهاینکنند؛ بههمسایگی 

یکدیگر   همسایگی  در  یکسان  برچسب  و   قرارگرفتهبا 

فاصله مینمونه از هم  یکسان  غیر  برچسب  با  گیرند.  هایی 

تک منیفلدها، دارای تک  پیوست در ادامه، منیفلد حاصل از  

بودخصیصه خواهد  زائد  برای های  جهت  همین  به   ،

خصیصهبردن  بیناز  منیفلد  این  تکراری،  به    پیوستیهای 

کم میفضای  نگاشت  از  نهایتدرشود.  بعد  حاصل  مسئله   ،

 .شودمی حل افتهیمیتعمی طریق تجزیه مقادیر ویژه

 نمادها  -1-3-3

شباهت   ماتریس  شباه𝑊𝑠ابتدا  عدم  ماتریس  ،  𝑊𝑑ت  ، 

و    𝐿𝑠های لاپلاسین  و ماتریس  𝐷𝑠 ،𝐷𝑑های قطری  ماتریس

𝐿𝑑 کنیم. را تعریف می 

شباهت   𝑊𝑠ماتریس  = (
𝑊𝑠

1,1 . . . 𝑊𝑠
1,𝐾

. . . . . . . . .
𝑊𝑠

𝐾,1 . . . 𝑊𝑠
𝐾,𝐾

) ،

ابعا (𝑚1 + ... + m𝐾)د  دارای  × (𝑚1 + ... + m𝐾) 

ماتریس  باشدیم اینجا  در   .𝑊𝑠
𝑎,𝑏  ابعا 𝑚𝑎د  دارای  × 𝑚𝑏 

𝑊𝑠است و زمانی  
𝑎,𝑏(i,j) = 𝒙𝒂است که    1

𝒊   و𝒙𝒃
𝒋

تعلق به م   

باشند  طبقة غیر    ، یکسان  𝑊𝑠ت  صور  نیادر 
𝑎,𝑏(i,j) = 0 

قطری   ماتریس  بود.  ,𝐷𝑠(𝑖خواهد  𝑖) = ∑ 𝑊𝑠(𝑖, 𝑗)𝑗   از

شود و ماتریس  های ماتریس مربوطه حاصل میجمع سطر

ترکیبی   لاپلاسین  𝐿𝑠  صورتبهگراف  = 𝐷𝑠 − 𝑊𝑠 

 است. محاسبهقابل

شباهت   عدم  𝑊𝑑ماتریس  =

(
𝑊𝑑

1,1 . . . 𝑊𝑑
1,𝐾

. . . . . . . . .
𝑊𝑑

𝐾,1 . . . 𝑊𝑑
𝐾,𝐾

ابعاد    ( دارای   + ... + 𝑚1)نیز 

m𝐾) × (𝑚1 + ... + m𝐾)    ماتریس این  در  𝑊𝑑است. 
𝑎,𝑏 

ابعاد   𝑚𝑎دارای  × 𝑚𝑏   زمان 𝑊𝑑ی  است. 
𝑎,𝑏(i,j) = است   1

𝑥𝑎ه  ک
𝑖   و𝑥𝑏

𝑗    صورت   نیامتفاوت باشند و در غیر    طبقهاز دو 

𝑊𝑑
𝑎,𝑏(i,j) = قطری  خ  0 ماتریس  بود.  ,𝐷𝑑(𝑖واهد  𝑖) =

∑ 𝑊𝑑(𝑖, 𝑗)𝑗  و  از جمع سطر مربوطه حاصل  ماتریس  های 

ترکیبی   لاپلاسین  گراف  𝐿𝑑  صورتبهماتریس  = 𝐷𝑑 −

𝑊𝑑 شود. محاسبه می 

نشان  ماتریس  برای  سه  دامنه،  هر  توپولوژی  دادن 

𝑊𝑘،𝐷𝑘   و𝐿𝑘  می که  تعریف  ,𝑊𝑘(𝑖شود  𝑗)   دهنده  نشان

بین  𝑥𝑘شباهت 
𝑖    و𝑥𝑘

𝑗
طریق  ا    از  و  𝒆−‖𝒙𝒌ست 

𝒊 −𝒙𝒌
𝒋

‖
𝟐

  

می قطری  محاسبه  ماتریس  همچنین  ,𝐷𝑘(𝑖شود.  𝑖) =

∑ 𝑊𝑘(𝑖, 𝑗)𝑗   برابر ترکیبی  لاپلاسین  گراف  ماتریس  و 

𝐿𝑘 = 𝐷𝑘 − 𝑊𝑘 .است 

 شوند:صورت زیر تعریف میبه  𝑍و  𝐿همچنین توابع 
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=Lه  ک (

L1 0 . . . 0
. . . . . . . . . . . .
0 . . . 0 Lk

ابعاد    (  + ... + m1)با 

mK) × (m1 + ... + mK)    وZ= (
X1 0 . . . 0
. . . . . . . . . . . .
0 . . . 0 Xk

) 

p1 + ... + p)د دارای ابعا
K

) × (m1 + ... + mK) .است 

 

 تابع هزینه   -۲-3-3

برای استفاده در تابع هزینه به   𝐶و  𝐴  ،𝐵ی  سه پارامتر عدد

 شوند:شکل زیر تعریف می

(1) 
A=0.5 ∑ ∑ ∑ ∑‖𝒇𝒂

𝑻𝒙𝒂
𝒊

𝒎𝒃

𝒋=𝟏

𝒎𝒂

𝒊=𝟏

𝑲

𝒃=𝟏

𝑲

𝒂=𝟏

− 𝒇𝒃
𝑻𝒙𝒃

𝒋
‖

𝟐
𝑾𝒔

𝒂,𝒃(𝒊, 𝒋) 
 

 

اگر   𝒙𝒂که 
𝒊  و𝒙𝒃

𝒋    باشند  طبقهاز یک اما در فضای    ،یکسان 

موقعیتتعبیه  در  هم  شده  از  دور    ، باشند  قرارگرفتههای 

مقداآن  با    𝐴ر  گاه  حالت  این  در  بود.  خواهد  بزرگ 

یکسان، در    طبقهاین نمونه متعلق به    𝐴ر  مقداکردن  کمینه 

 : های مشابهی قرار خواهند گرفتفضای جدید در موقعیت
 

(2) 
B=0.5 ∑ ∑ ∑ ∑‖𝒇𝒂

𝑻𝒙𝒂
𝒊

𝒎𝒃

𝒋=𝟏

𝒎𝒂

𝒊=𝟏

𝑲

𝒃=𝟏

𝑲

𝒂=𝟏

− 𝒇𝒃
𝑻𝒙𝒃

𝒋
‖

𝟐
𝑾𝒅

𝒂,𝒃(𝒊, 𝒋) 
 

 

𝒙𝒂که اگر  
𝒊   و𝒙𝒃

𝒋    اما در    ، متفاوت باشند  طبقهمتعلق به دو

تعبیه هم  فضای  به  نزدیک  گاه  آن  ،باشند  قرارگرفتهشده 

ر  کردن مقدابنابراین با بیشینه   ؛کوچک خواهد بود   𝐵ر  مقدا

𝐵  مختلف، در فضای جدید    هایطبقههای متعلق به  نمونه

   : گیرنداز هم، فاصله می
 

(3) 
𝑪 = 𝟎. 𝟓𝝁 ∑ ∑ ∑‖𝒇𝒌

𝑻𝒙𝒌
𝒊

𝒎𝒌

𝒋=𝟏

𝒎𝒌

𝒊=𝟏

𝑲

𝒌=𝟏

− 𝒇𝒌
𝑻𝒙𝒌

𝒋
‖

𝟐
𝑾𝒌(𝒊, 𝒋) 

 

 

𝑥𝑘که اگر  
𝑖   و𝑥𝑘

𝑗  گاه  آن  ، متعلق به یک دامنه یکسان باشند

𝑊𝑘(𝑖, 𝑗)    فضای در  اگر  حال  بود.  خواهد  بزرگی  مقدار 

𝑓𝑘شده  تعبیه
𝑇𝑥𝑘

𝑖    و𝑓𝑘
𝑇𝑥𝑘

𝑗    از هم  خوببهدر فضای جدید ی 

بنابراین   ؛قدار بزرگی خواهد داشتم  𝐶،  فاصله گرفته باشند

شود. یتوپولوژی هر دامنه حفظ م  𝐶ر  کردن مقدابا کمینه

ای که باید کمینه تابع هزینه  شدهمطرح با توجه به مطالب  

 زیر است:  صورتبهشود 
 

(4) 𝑪(𝒇𝟏, . . . , 𝒇𝑲) = (𝑨 + 𝑪)/𝑩 
 

,𝑓1ت  تابع نگاش  𝐾ن  آورددستهدف به . . . , 𝑓𝑘  ا  است، ت𝐾  

نهانمجموعه  فضای  به  را  ورودی  نگاشت  ب   𝑑داده  عدی 

 خواهد بود: صورت زیر مسئله به جهیدرنت  ؛کند
 

(5) 
{𝒇𝟏, . . . , 𝒇𝑲}
= 𝒂𝒓𝒈𝒎𝒊𝒏𝒇𝟏,...,𝒇𝒌

( 𝑪(𝒇𝟏, . . . , 𝒇𝑲)) 

= 𝒂𝒓𝒈𝒎𝒊𝒏𝒇𝟏,...,𝒇𝒌
(

𝑨 + 𝑪

𝑩
) 

 

اگر Tکه  T T

1 K= (f ,...,f )   ابعاد با  .+𝑝1)ماتریسی  . . +𝑝𝐾) ×

𝑑  و که    𝐾دهنده  نمایش  بوده  باشد  نگاشتی  تابع 

تابع هدف  مسئله، کمینه   .آوریمدست  هخواهیم بمی کردن 

این صورت است که تابع هدشدهفضای تعبیه   به  ف  ای که 

𝐶(𝑓1, . . . , 𝑓𝐾)  می کمینه  مسرا  از  ویژه  أ کند  بردارهای  له 

کوچک با  تجزیه مرتبط  از  غیرصفر،  ویژه  مقادیر  ترین 

یافته   تعمیم  ویژه  𝑍(𝜇𝐿مقادیر  + 𝐿𝑠)𝑍𝑇𝑥 = 𝜆𝑍𝐿𝑑𝑍𝑇𝑥   

 .آیددست میهب

،  A=tr(𝛾𝑇𝑍𝐿𝑠𝑍𝑇𝛾)  ،B=tr(𝛾𝑇𝑍𝐿𝑑𝑍𝑇𝛾)گرفتن  نظربا در

C=tr(𝛾𝑇𝑍𝜇𝐿𝑍𝑇𝛾) داریم: جهیدرنت 
 

(6) 
𝒂𝒓𝒈𝒎𝒊𝒏𝒇𝟏,...,𝒇𝒌

( 𝑪(𝒇𝟏, . . . , 𝒇𝑲)) = 

𝒂𝒓𝒈𝒎𝒊𝒏𝒇𝟏,...,𝒇𝒌
(

𝜸𝑻𝒁(𝑳𝒔 + 𝝁𝑳)𝒁𝑻𝜸

𝜸𝑻𝒁𝑳𝒅𝒁𝑻𝜸
) 

 

کمترین  ژهیو  یبردارهامسئله    تیدرنها به  متعلق   ریمقاد، 

 خواهد بود:  (7) رابطه  صورتبهیافته، تعمیم ژهیو
 

(7) 𝒁(𝝁L+(1-𝜹)𝑳𝒔)𝒁𝑻𝒙 = 𝝀𝒁𝜹𝑳𝒅𝒁𝑻𝒙 
 

ها  بدین ترتیب با استفاده از توابع نگاشت حاصل شده، داده

می نگاشت  نهان  فضای  داده به  فضا  آن  در  و  های  یابند 

  های دادهگیرند و  یکسان در نزدیکی هم قرار می  هایطبقه 

 گیرند. خوبی از همدیگر فاصله می متفاوت به هایطبقهبا 

 

 تطبیق توزیع عمومی  -4-3
راه  مسئلهیک   یک  یافتن  انتقالی،  یادگیری  در  حل مهم 

دامنه بین  توزیع  اختلاف  کاهش  هدف  برای  و  منبع  های 

های منبع  دامنهاست، یک روش کاهش اختلاف توزیع بین  

ها است که  و هدف، ایجاد یک نمایش مشترک بین دامنه

جدید،   نمایش  بین هم  طوربهدر  توزیع  اختلاف  زمان، 

هدف  دامنه و  منبع  تلاش    شدهکمینههای  آن  کنار  در  و 

های ورودی نیز حفظ شود. شود که ساختار اصلی دادهمی

سال  شنهادشده یپ های  روش  ازجمله اخیر  در  برای های 

روش هدف،  و  منبع  توزیع  اختلاف  بر  کاهش  مبتنی  های 

بٌ روش[23,  22]  هستند عد  کاهش  این  در  از   ها دادهها،  . 

نگاشت اصلی به یک فضای  با  شده منتقل میفضای  شوند 
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آن بازنگاشت  هزینه  که  آناین شرط  )بازگرداندن  به  ها  ها 

اصلی(   بعد،  روش  ازجملهباشد.    کمینهفضای  کاهش  های 

)می اصلی  اجزای  تحلیل  روش  به  اشاره  PCAتوان  د  کر( 

روش  [22] ادامه  در   .PCA    معرفی بیشتر  جزئیات  با 

 شود. می

 

 کاهش بعد   -1-4-3

PCA  است که    بعدکم، یک روش انتقال داده به یک فضای

ها در فضای  ایده اصلی این روش، حفظ ساختار اصلی داده 

روی اجزای اصلی خود ها بر  . بدین ترتیب، داده استجدید  

شوند که شامل اجزایی است که دارای پخشش نگاشت می

اجزای   بین  از  هستند.  بالایی  ،  آمدهدستبه )واریانس( 

دارای   که  باشند،    بیشینهاجزایی  اجزای   عنوانبهواریانس 

جهت   داده اصلی  فضای  نگاشت  به    استفاده   بعدکمها 

نگاششوندمی تابع  تعریف  فرض  با  Aت  .  ∈ Rm×d   برای

نمونه به  نگاشت  هدف  فضاریزها  تابع  جدید،    PCAی 

   شود:( تعریف می8رابطه ) صورتبه
 

(8) 𝒎𝒂𝒙
𝑨𝑻𝑨=𝑰

𝒕𝒓(𝑨𝑿𝑻𝑯𝑿𝑨𝑻) 
 

Xر  اگ = [Xs; Xt] ∈ Rm×(ns+nt)داده ب، کل  ورودی  ا  های 

m    بعد در فضای اصلی وXs    وXtهای دامنه  ترتیب داده، به

هدف   و  مرکزی  هستندمنبع  تابع    صورت به،  Hت  و 

H=Ins+nt
−

1

ns+nt
I⃗I⃗T  می کهتعریف  اتریس م   Iشود 

و   یکI⃗همانی  از  برداری  داده ،  کوواریانس  در  هاست.  ها 

  𝑋𝑇𝐻𝑋ا  گیری از تابع مرکزیت، برابر ب فضای اصلی، با بهره

نشان که  دادهاست  اختلاف  کل  دهنده  میانگین  از  ها 

پراکندگی    ها نمونه  از  از تابع مرکزیت مانع  بوده و استفاده 

می )داده  رابطه  در  همچنین   AXTHXAT(  1شود. 

نمونه عبارت کوواریانس  و  بوده  جدید  فضای  در  ، AATها 

پذیری تابع نگاشت به این رابطه  برای برقراری شرط وارون 

دهنده حاصل جمع عناصر قطر  ، نشان(⋅)trشود.  میاضافه  

 اصلی ماتریس است.

 

اختلاف   -۲-4-3 کاهش  راستای  در  بعد  کاهش 

 ای توزیع حاشیه

دامنه  مسئلهیک   بین  توزیع  اختلاف  کاهش  های  مهم، 

که این اختلاف توزیع بعد است  منبع و هدف در فضای کم

حاشیه  توزیع  اختلاف  است.  شامل  شرطی  و    روش   درای 

PCA  و به    شده   پرداخته، تنها به کاهش بعد فضای اصلی

محاسبه  برای  است.  نشده  توجهی  توزیع  اختلاف  کاهش 

دامنه بین  توزیع  از  اختلاف  هدف  و  منبع  روش های 

1MMD  میا یک   عنوانبه  MMD  درروششود.  ستفاده 

ها،  روش غیر پارامتری، برای محاسبه اختلاف توزیع دامنه

میداده نگاشت  هیلبرت  فضای  به  روش ها  این  در  شوند. 

ای در فضای اصلی، از  ختلاف توزیع حاشیهبرای محاسبه ا

نمونه میانگین  بین  در  اختلاف  هدف  و  منبع  دامنه  های 

می استفاده  هیلبرت  فرفضای  با  تابع    عنوانبه  𝐴ض  شود. 

حاشیه توزیع  اختلاف  جدید،  فضای  به  بین نگاشت  ای 

)دامنه رابطه  از  استفاده  با  هدف  و  منبع  تعریف  9های   )

   شود:می

(9) 

𝑴𝒓𝒈(𝑿𝒔,X𝒕) = ‖
𝟏

𝒏𝒔

∑ 𝑨𝑻

𝒏𝒔

𝒊=𝟏

𝒙𝒊

−
𝟏

𝒏𝒕

∑ 𝑨𝑻𝒙𝒋

𝒏𝒔+𝒏𝒕

𝒋=𝒏𝒔+𝟏

‖

𝟐

 

= 𝒕𝒓(𝑨𝑻𝑿𝑴𝟎𝑿𝑻𝑨) 
ماتریس   ضرایب  M0که  ماتریس   ،MMD  .است 

های دامنه منبع  ، به ترتیب، تعداد نمونه𝑛𝑡و    𝑛𝑠ن  همچنی

𝑥𝑖اگر    باشند.و هدف می , 𝑥𝑗 ∈ 𝑋𝑆  باشد  ،(𝑀0)𝑖𝑗 =
1

𝑛𝑠𝑛𝑠
  ،

𝑥𝑖ر  اگ , 𝑥𝑗 ∈ 𝑋𝑡    ،باشد(𝑀0)𝑖𝑗 =
1

𝑛𝑡𝑛𝑡
و درغیراین صورت،   

(𝑀0)𝑖𝑗 = −
1

𝑛𝑠𝑛𝑡
 است. 

 

بٌ  -3-4-3 اختلاف کاهش  کاهش  راستای  در  عد 

 توزیع شرطی

به انتقالی  انتقال یادگیری  یادگیری صورت  از  نوعی  دهنده، 

 ةشده از یک مجموع های مشاهدهاست که در آن، از نمونه 

مجموعه   یک  برای  خاص،  مدل    آزمونآموزشی  خاص، 

یادگیری برخلاف دیگر  ساخته می های  مدلشود. این نوع 

آن  در  که  است  از  یادگیری  مدل  آموزشی  های  نمونه ها 

تست های  دادهمشاهده شده با قواعد کلی، برای اعمال به  

می انتقالی  ساخته  یادگیری  در  ،  دهندهانتقالشود. 

های بدون برچسب دار آموزشی و نمونه   برچسبهای  نمونه 

اینکه   آزمون وجود  با  حال،  این  با  هستند.  دسترس  در 

الگوها و    آزمونهای  برچسب داده  اما  در دسترس نیستند، 

اضافی موجود در داده می تواند کمک شایانی در  اطلاعات 

برای   ترتیب،  بدین  باشد.  داشته  موردنظر  مدل  ساخت 

های تست، از  سیل موجود در دادهاز پتان  ایبیشینهاستفاده  

های تست استفاده  گذاری دادهها برای برچسب برچسب شبه 

شبهمی عملا  برچسب شود.  که  هایی  برچسب ها  هستند 

با تکرار  توانیم  میولی    ،خیلی از صحت آنها اطمینان نداریم

، آنها را در هر مرحله آزمونهای آموزشی و  و انطباق دامنه

 بهبود ببخشیم.  نسبت به مرحله قبل 

 

1 Maximum mean discrepancy (MMD) 
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های منبع اختلاف توزیع بین دامنه  که  یطیشرادر  

و   یادگیری  مدل  بهتر  عملکرد  برای  باشد،  زیاد  هدف  و 

بین  تطبیق شرطی  توزیع  اختلاف  مدل،  بیشتر  پذیری 

شود. برای محاسبه اختلاف توزیع    کمینهها نیز باید  دامنه

بهره با  روش  شرطی  از  اختلاف  MMDگیری  مجموع   ،

نمونه هر  میانگین  دامنه  طبقههای  هدف،  در  و  منبع  های 

   شود:زیر محاسبه می صورتبه

(10) 

𝑪𝒏𝒅(𝑿𝒔, 𝑿𝒕) = ‖
𝟏

𝒏𝒔
𝒄

∑ 𝑨𝑻𝒙𝒊

𝒙𝒊∈𝑿𝒔
𝒄

−
𝟏

𝒏𝒕
𝒄 ∑ 𝑨𝑻𝒙𝒋

𝒙𝒋∈𝑿𝒕
𝒄

‖

𝟐

 

= 𝒕𝒓(𝑨𝑻𝑿𝑴𝑪𝑿𝑻𝑨) 
 

𝑋𝑠که  
𝑐    و𝑋𝑡

𝑐های دامنه منبع و دامنه هدف  ترتیب، داده ، به

𝑛𝑠و  𝑐  طبقهدر  
𝑐    و𝑛𝑡

𝑐به نمونه،  تعداد  دامنه ترتیب،  های 

در   و هدف  اگر  هستند  𝑐  طبقهمنبع   .𝑥𝑖 , 𝑥𝑗 ∈ 𝑋𝑠
𝑐    ،باشد

(𝑀𝑐)𝑖𝑗 =
1

𝑛𝑠
𝑐𝑛𝑠

𝑐    و اگر𝑥𝑖 , 𝑥𝑗 ∈ 𝑋𝑡
𝑐  گاه  باشد، آن(𝑀𝑐)𝑖𝑗 =

1

𝑛𝑡
𝑐𝑛𝑡

𝑐  ،و در غیر این صورت(𝑀𝑐)𝑖𝑗 = −
1

𝑛𝑠
𝑐𝑛𝑡

𝑐 .است 

اضافه روابط  با  رابطه    (10)و    (9)کردن  تابع هزینه در  به 

 ( خواهیم داشت: 6)

(11

) 

𝒂𝒓𝒈𝒎𝒊𝒏𝒇𝟏,…,𝒇𝒌
( 𝑪(𝒇𝟏, … , 𝒇𝑲)) = 

𝒂𝒓𝒈𝒎𝒊𝒏𝒇𝟏,…,𝒇𝒌
(

𝜸𝑻𝒁(𝜹𝑳 + 𝝁𝑳𝒔 + 𝑴𝟎 + 𝑴𝒄)𝒁𝑻𝜸

𝜸𝑻𝒁𝑳𝒅𝒁𝑻𝜸
) 

 

)  نهایتدرو   رابطه  لاگرانژ  ضریب  روش  از  استفاده  ( 12با 

 شود. حاصل می
 

(12) 𝒁(𝜹L+𝝁𝑳𝒔+M𝟎+M𝒄)𝒁𝑻𝒙 = 𝝀𝒁𝑳𝒅𝒁𝑻𝒙 
 

رابط در ضمن همحاصل   ةدر  دادهشده  و  ترازی  منبع  های 

بُ کاهش  با  نهان،  فضای  در  کاهش  هدف  راستای  در  عد 

حاشیه توزیع  و  اختلاف  دادهای    های طبقهی  هاشرطی، 

 تری خواهند بود.پذیری دقیق مختلف دارای تفکیک 

 

 کرنل سازی -5-3
کرنل،  از  منظور  ماشین،  یادگیری  درکاربردهای 

می   طورعمومیبه که  است  مثبتی  معین  )نیمه(  توان تابع 

سنجش شباهت بین دو نمونه در   عنوان یک معیارآن را به 

نمونهنظر گرفت. درواقع،   میان زوج  ی  های آموزششباهت 

𝑆 = {𝑥𝑖}𝑖=1
𝑛  به  وسیلةبه حقیقی  مقدار  از  دستیک  آمده 

کرنل بهشودمی  مشخص  توابع  کرنل  تابع  𝐾𝑖𝑗صورت  .  =

𝑘(𝑥𝑖 , 𝑥𝑗) = ⟨𝜙(𝑥𝑖), 𝜙(𝑥𝑗)⟩  می آن  تعریف  در  که  شود 

𝜙: 𝑋 → 𝐻    فضای به  اولیه  فضای  از  خطی  نگاشت 

هیلبرت   )فضای  کرنل  از  ناشی  وHویژگی  است   )⟨𝑢, 𝑣⟩  

 vو    uدو بردار داده دلخواه  دهنده ضرب داخلی بین  نشان

مثابه انجام به   توانبنابراین محاسبه تابع کرنل را می  ؛است

)فضای نقطه   عملیات ضرب داده در فضای هیلبرت  ای دو 

آن   با  متناظر  ای  کرنلویژگی(  و  گرفت  نظر  از کیندر  ی 

که  نتریمهم است  کرنل  توابع  معرفی    خصوصیات  سبب 

شده  داده  kشده است. فرض کنید تابع کرنل  ترفند کرنل  

𝑛که اندازه آن    Kباشد، به ماتریس   × 𝑛    بوده و هر المان

رابطه   با  𝑘𝑖,𝑗آن  = 𝑘(𝑥𝑖 , 𝑥𝑗)   میبه ماتریس  دست  آید، 

بنابراین با توجه   ؛شودگفته می kکرنل حاصل از تابع کرنل 

نگاش تابع  دانستن  به  نیازی  کرنل  ترفند  و    𝜙ت  به  نبوده 

 ها کافی است.انتخاب تابع کرنل برای نگاشت داده

(، ابتدا هر دامنه منبع با  12کردن رابطه )با کرنلایز

هیلبرت کرنل    داگانه به فضایج  𝜙ت  استفاده از تابع نگاش

می دامنه  ؛ شوندبرده  تمام  تحت  سپس  ترازی هم  روشها 

شوند و  زمان نگاشت میصورت هممنیفلد به فضای نهان به

خوشه و  یافته  انطباق  باهم  فضا  آن  هندسی در  -بندی 

داده روی  تفکیککلاسی  جهت  شده،  نگاشت  پذیری  های 

بین میایطبقه بهتر  اعمال  منظور،  همین  به  در    شود. 

 کنیم. ینجا، ابتدا یک تئوری را مطرح میا

اگر فرض  . مجموع مستقیم فضاهای هیلبرت:  1تئوری  

هیلبر فضای  دو  باشند  𝐻2و    H1ت  کنیم  داشته    ، وجود 

نمونه    کهطوری به ,𝑥}دو  𝑦}  صورت به𝑥 ∈ 𝐻1    و𝑦 ∈ 𝐻2 

در هیلبراینباشد،  فضای  که   𝐻ت  صورت  دارد  وجود 
⟨{𝑥1, 𝑦1}, {𝑥2, 𝑦2}⟩ = ⟨𝑥1, 𝑥2⟩𝐻1

+ ⟨𝑦1, 𝑦2⟩𝐻2
این  .   به 

و با    شودمیقضیه مجموع مستقیم فضاهای هیلبرت گفته  

𝐻 = 𝐻1 ⊕ 𝐻2  را مینشان داده می این قضیه  توان شود. 

که    Dبه   داد  گسترش  هیلبرت  𝐻صورت بهفضای  =

⊕𝑖=1
𝐷 𝐻  توان نشان داد. می 

رابطه  کردن  کرنلایز  برای  ضروری  ابزار  ما  حال 

فضای هیلبرت    Dدامنه مختلف به    Dرا داریم. ابتدا    (12)

ابعا با  مین  …Dد  مختلف  ϕشوند گاشت 
i
(⋅): x ↦ ϕ

i
(x) ∈

H…, i = 1, … , Dجای با  حال  نمونه.  همه  با  گذاری  ها 

زیر تغییر   صورتبهله أ شده آنها مسبردارهای ویژگی نگاشت

   کند:می
 

(13) 𝜱(𝜹L+𝝁L+M𝟎+M𝒄)𝜱𝑻𝑼 = 𝝀𝜱𝑳𝒅𝜱𝑻𝑼 
 

صورت  ها بهک ماتریس قطری شامل ماتریس داده ی  Φه  ک

Φi = [ϕi(x1), . . . , ϕi(xni
)]T    و است    Uاست  ماتریسی 

دامنه   به هر  متعلق  ویژه  بردارهای  آن شامل  که هر سطر 

است هیلبرت  فضای  در    U=[u1,u2,...,uH]Tجداگانه 

H  کهطوری به = ∑ Hi
D
این1 به  با توجه  بردار.  های ویژه  که 
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ui    ابعاد هستنددارای  محاسبه    ؛نامحدودی  بنابراین 

پذیر نیست. به همین جهت از تئوری امکان  هاآن مستقیم  

رایز  می   عنوانبه   [24]  1نمایش  استفاده    ؛ کنیم جایگزین 

ترکیب خطی از    صورتبه  توانندمیبنابراین بردارهای ویژه  

این صورت   های نمونه  به  یافته نمایش داده شوند،  نگاشت 

uiه  ک = Φiαi   و ماتریسی که از این نگاشت حاصل خواهد

براب زیر  أ مس  تیدرنها،  است  U=ΦΛر  شد  شکل  به  له 

 :شودیم تبدیل 
 

(14) 𝜱(𝜹L+𝝁L+M𝟎+M𝒄)𝜱𝑻𝜱𝜦
= 𝝀𝜱𝑳𝒅𝜱𝑻𝜱𝜦 

تقدمی طرفین در با ضرب  ضرایب  گذاریو جای  ΦTحال 

Kiای با ماتریس کرنل  نقطه = Φi
TΦiنهایی حاصل    ة، رابط

 شود: می

(15) 𝐊(𝛅L+𝛍L+M𝟎+M𝐜)𝐊𝚲 = 𝛌𝐊𝐋𝐝𝐊𝚲 
 

( رابطه  در  قطری  15که  ماتریس   )K   ماتریس های  شامل 

 است. Kiل  کرن

هدف ما در این روش، یافتن توابع نگاشتی است که  

های منبع و هدف به فضای نهان با استفاده از  با انتقال داده

منیفلد نگاشت،  توابع  دادهاین  از  حاصل  دو  های  هر  های 

تطبیق دارای  هدف  و  منبع  قبودامنه  قابل  بین  پذیری  لی 

رابطکلاس در  باشند.  مختلف  شده،    ةهای  حاصل  نهایی 

ها را به فضای نهان نگاشت  آمده داده دستهتوابع نگاشت ب

حاصلطوریبه  ؛ کنندمی جدید  فضای  در  دادهکه  ها  شده 

 استمختلف    هایطبقه پذیری مناسبی بین  دارای تفکیک

نمونه به کلاسو  متعلق  در  های  یکسان  مجاورت هم  های 

   گیرند. قرار می

 
 تنظیمات اولیه محیط آزمایش -4

  IMAKEدر این بخش عملکرد و کارایی روش پیشنهادی  

شده در حوزه یادگیری های شناختهدر مقایسه با الگوریتم

 شود. انتقالی به تفصیل بیان می

 

 هاداده معرفی مجموعه -1-4
پیشنهاد روش  چهار   کارایی  برروی  مقاله  این  در  شده 

شناخته بصری  داده  قرار  پایگاه  ارزیابی  مورد  گرفته شده 

آفیس  1:  است کالتک    [25](  اعداد،  2،  [26] و  ( کویل  3( 

 .[28](چهره )پای( 4، [27]

اشیای   تصاویر  شامل  که  کالتک  و  آفیس  داده  پایگاه 

و  2های وبکم، آمازون، دی اس ال آرشده از دامنهآوریجمع 
 

1 Riesz representation theory 
2 DSLR 

ها از نظر شرایط نور و کالتک است که تصاویر در این دامنه

یکپس با  قابلزمینه  تفاوت  دارند.دیگر  دامنه  توجهی 

دانلود اشیای  تصاویر  شامل  سایتآمازون،  از  های  شده 

تجاری است. زمینه این تصاویر سفید بوده و اشیا در مرکز  

استودیو  آن نورپردازی  شرایط  در  و  دارند  قرار  ها 

شدهتصو با  یربرداری  اشیا  تصاویر  شامل  وبکم،  دامنه  اند. 

پایین است که با دوربین وب گرفته شده و دامنه   کیفیت 

دی اس ال آر، شامل تصاویر اشیا با کیفیت بالا است که با  

گرفته شده دوربین کالتک  اند. مجموعههای دیجیتالی  داده 

و    30607شامل   این   است  طبقه  256تصویر  تصاویر  که 

جمع دام گوگل  سایت  وب  از  این  نه  با  است.  شده  آوری 

  طبقه   10ایم از  هایی که ما طراحی کردهحال، در آزمایش

پایگاه بین  استفاده داده مشترک  کالتک  و  آفیس    های 

  آزمایش طراحی شده   دوازدهداده،  . برای این پایگاهشودمی

آزمایش از  یک  هر  در  که  از  است  یکی  ،  هادادهمجموعه ها 

عنوان ها بهدادهدیگر از مجموعهعنوان دامنه منبع و یکیبه

 شوند.  دامنه هدف انتخاب می

پایگاه داده اعداد که شامل دو دامنه از تصاویر اعداد  

. این پایگاه داده شامل  است نهتا   صفرنویس انگلیسی دست

دامنه    .است  MNIST  [30 ]و    USPS  [29]داده  دو مجموعه

USPS  حدود شامل  انداز  هزارنه،  با    16×16ه  تصویر 

که   است  و    7261پیکسلی  آموزشی  داده    2007داده 

دامنه    آزمون شامل  MNISTدارد.  با   هفتادهزار،  تصویر 

داده آموزشی   هزارشصتپیکسلی است که    28×28اندازه  

مجموعه   آزمونداده    هزاردهو   این  شامل  دارد.    ده داده 

است    طبقه از مختلف  یکی  آزمایش، در  با طراحی دو  که 

( و  U-Mدامنه هدف ) MNISTدامنه منبع و  USPSها، آن

 ( بالعکس  دیگر  آزمایش  کارایی  است(  M-Uدر  که   ،

  گرفته   الگوریتم در هر دو حالت مختلف مورد ارزیابی قرار

 است.

شامل    کویل،  داده  و    1440پایگاه  سیاه  تصویر 

از   زاویه  ءشی  بیستسفید  در  سیاه  زمینه  مختلف  با  های 

  پیکسلی نمایش داده   32×32اندازه  است که هر تصویر در  

کویلشودمی دامنه  دو  شامل  کویل  داده  پایگاه  و    یک   . 

کویل   دو   کویل که  مجموعهیک  است  اشیا،    ی تصاویر 

)ربع اول  [  180،  265[ و ]0،  85های ]در زاویه  شدهگرفته

های  شده در زاویه، مجموعه تصاویر گرفته2و سوم( و کویل

[175  ،90[ و  )رب270،  355[  هستند.  [  چهارم(  و  دوم  ع 

دامنه بین  توزیع  اختلاف  وجود  ترتیب،  کویل بدین    های 

 COIL1_vs_COIL2، مشهود است. دامنه  دو  و کویل  یک

(C1_C2)    کویل  720که دامنه  از  به  یک  نمونه  عنوان را 
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و   آموزشی  کوی  720داده  از  به  دول  نمونه  داده  را  عنوان 

به  تست شامل شده  آزمایش  است،  پایگاه    نخستعنوان  از 

می گرفته  نظر  در  کویل  بهداده  مشابه شود.  طور 

COIL2_vs_COIL1  (C2_C1)جابه با  نمونه،  های  جایی 

و   به  (C2_C1)دامنه    آزمونآموزشی  و  شده  عنوان ایجاد 

 شود.آزمایش دوم در نظر گرفته می

مجموعهمجموعه از  پای،  های  داده پایگاه داده 

های بصری در زمینه له تطبیق دامنهأ شده برای مسشناخته

  68تصویر چهره از    41368تشخیص چهره است که شامل  

فرد مختلف است. پنج دامنه در این پایگاه داده وجود دارد  

 که هر کدام مربوط به یک حالت تصویربرداری است: پای

  سه   (، پایP2)حالت بالا( )   دو  (، پایP1)حالت چپ( )  یک

))حال پایین(  پایP3ت  روبه  چهار  (،  پای P4رو( ))حالت   ،)  

)  پنج راست(  مجموع  P5)حالت  در  آزمایش   بیست(. 

پای قابل طراحی است که   ایدامنه بین پایگاه داده  برروی 

بین   به  پنجاز  مختلف  دامنه  دو  دامنهدامنه،  های عنوان 

الگوریتم کلی، کارایی  طور شوند. بهمنبع و هدف انتخاب می

روی   بر  دامنه  36پیشنهادی  بین  تصاویر  ای مجموعه 

ارزیابی قرار گرفته است که در بخش بعدی   مختلف مورد 

 شود.گزارش می

 

 مارزیابی الگوریت -۲-4
ریتروش الگو  که  آن  IMAKE  مهایی  شده  با  مقایسه  ها 

 است، عبارتند از:  

نزدیکطبقه همسایه  بند  ، GFK  [19]،  [31]  (NN)ترین 

JDA  [5]  ،TJM  [18]  ،LRSR  [2]  ،CDDA  [3]  ،CLGA  

گزارش  [20] نتایج  بهترین  با  پیشنهادی  روش  عملکرد   .

 های مورد مقایسه، مورد ارزیابی قرار گرفتهشده از الگوریتم

الگوریتم این  تمامی  جز  است.  به  شده  نامبرده    NNهای 

روش بُجزء  کاهش  از  های  استفاده  با  که  هستند  عد 

داده  NNاستاندارد    بندطبقه  برای روی  منبع  دامنه  های 

 های دامنه هدف مورد آزمایش قراربرچسب داده  بینیپیش

بین هر  NNبند  . طبقهگیرندمی اقلیدسی  فاصله  ابتدا  در   ،

نمونه به  نسبت  را  هدف  دامنه  از  منبع  نمونه  دامنه  های 

به درجه همسایگی، برچسب   توجه  محاسبه کرده سپس با

بهنزدیک را  منبع  دامنه  از  نمونه  هر  ترین  برچسب  عنوان 

می اختصاص  هدف  دامنه  از  روش  نمونه  عملکرد  دهد. 

گزارش IMAKEپیشنهادی نتایج  بهترین  با  از ،  شده 

 های مورد مقایسه، مورد ارزیابی قرار گرفته است.الگوریتم

 

 سازیمفروضات پیاده  -3-4

شده های شناختهمقایسه روش پیشنهادی با الگوریتمبرای  

های  بند بر روی دادهدر حوزه یادگیری انتقالی، دقت طبقه

می محاسبه  هدف  دقت  دامنه  این  محاسبه    وسیلةبهشود. 

پیش بهخطای  هدف  دامنه  در  زیر  بینی  رابطه  صورت 

 شود: تعریف می

(16) Accuracy =
|{𝑥: 𝑥 ∈ 𝐷𝑡  𝑎𝑛𝑑 𝑓(𝑥) = 𝑦(𝑥)}|

𝑛𝑡

 

هدف،    Dtکه   پیش  f(x)دامنه  بهتابع  آمده،  دستبینی 

y(x)    برچسب واقعی داده وnt   های دامنه هدف  تعداد داده

پارامتر مختلف وجود دارد:   چهار. در روش پیشنهادی  است

1)λ( 7: پارامتر نسبت در رابطه  ،)2  )k    تعداد ابعاد فضای :

)𝜇( 3جدید،   رابطه  در  نسبت  پارامتر   :7  ،)4 )𝛿 پارامتر  :

 (.7نسبت در رابطه )
 

 داده بصریپایگاه 4مقدار بهینه پارامترها برای  (:1-جدول)
(Table-1): Optimal value of parameters 

 for 4 visual databases 

 پای کویل اعداد  آفیس و کالتک  
k 20 120 20 25 

𝝀 0.1 0.01 0.1 0.1 
𝝁 0.5 0.2 0.1 0.9 
𝜹 0.1 0.9 0.1 0.1 

 

در    IMAKEروش   پارامترها  مختلف  مقادیر    36با 

روش  همچون  داده  مورد    [35 ,34 ,33 ,32]های  پایگاه 

آزمایش قرار گرفته است. مقدار بهینه پارامترها برای پایگاه  

جدول  داده در  مختلف  است.    (1)های  شده  داده  نشان 

،  استباتوجه به اینکه مدل پیشنهادی دارای چهار پارامتر  

به پارامترها  بهینه  اما  نیستزمان ممکن  صورت همیافتن   ،

نه یک پارامتر گرفتن سه پارامتر و بررسی نقطه بهیبا ثابت

دست توان نقاط بهینه جواب را بهشونده میصورت تکرار به

یادگیری انتقالی مورد  های  روشدهد. این رویکرد در اغلب  

می قرار  را استفاده  نتایج  مقایسه  دلیل  همین  به  و  گیرد 

می برچسب منصفانه  درخصوص  نمونهکند.  های  های 

ابتدا شبه برچسب آزمون از طریق  ، در  اولیه ها  ای که مدل 

آیند و  دست میشود، بههای آموزشی ایجاد میبر روی داده

دقیق مدل  مرحله،  هر  در  میسپس  و  تواند  ترشده 

درستبرچسب  ترتیب  های  بدین  کند.  پیشنهاد  را  تری 

می پیشنهادی  تکرار الگوریتم  شکل  به  مقادیر  تواند  شونده 

به  را  پارامتر  هر  آورد.  بهینه  روش  سازی  پیادهدست 

 انجام گرفته است. Matlabافزار نرم وسیلهبهپیشنهادی، 
 

 هانتایج و بحث -5
روش   عملکرد  بخش،  این  الگوریتم  IMAKEدر  های  و 

و  شناخته مقایسه  مورد  انتقالی  یادگیری  حوزه  در  شده 

 گیرد. تحلیل قرار می
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 داده آفیس و کالتکپایگاهبند در صحت )%( طبقه(: ۲-جدول)
(Table-2): Classification accuracy (%) on Office and Caltech-256 datasets 

 

 

 داده پایبند در پایگاهصحت )%( طبقه(: 3-جدول)
(Table-3) Classification accuracy (%) on PIE datasets 

 

  

 داده اعداد بند در پایگاهصحت )%( طبقه(: 4-جدول)
(Table-4): Classification accuracy (%) on USPS+ MNIST datasets 

 

 

 

 داده کویل بند در پایگاهصحت )%( طبقه(: 5-جدول)
(Table-5): classification accuracy (%) on COIL dataset 

 

Dataset NN 
GFK 

(2012 ) 
JDA 

(2013 ) 
TJM 

(2014 ) 
LRSR 

(2016 ) 
CDDA 

(2017 ) 
CLGA 

(2018 ) IMAKE 

C-A 23.7 41.02 44.78 46.76 51.25 48.33 48.02 51.98 

C-W 25.76 40.68 41.69 39.98 38.64 44.75 42.37 47.12 

C-D 25.48 38.85 45.22 44.59 47.13 48.41 49.04 51.59 

A-C 26 40.25 39.36 39.45 43.37 42.12 42.30 41.76 

A-W 29.83 38.98 37.97 42.03 36.61 41.69 41.36 46.1 

A-D 25.48 36.31 39.49 45.22 38.85 37.58 36.31 37.58 

W-C 19.86 30.72 31.17 30.19 29.83 31.97 32.95 32.98 

W-A 22.96 29.75 32.78 29.96 34.13 37.27 34.75 40.92 

W-D 59.24 80.89 89.17 89.17 82.80 87.9 92.36 88.54 

D-C 26.27 30.28 31.52 31.43 31.61 34.64 33.66 35.35 

D-A 28.5 32.05 33.09 32.78 33.19 33.51 89.83 39.77 

D-W 63.39 75.59 89.49 85.42 77.29 90.51 35.99 90.58 

 50.36 48.23 48.22 45.39 44.41 46.31 42.95 31.37 میانگین

Dataset NN 
GFK 

(2012 ) 
JDA 

(2013 ) 
TJM 

(2014 ) 
LRSR 

(2016 ) 
CDDA 

(2017 ) 
CLGA 

(2018 ) IMAKE 

P1-P2 26.09 26.15 58.81 23.87 65.87 60.22 67.83 75.32 

P1-P3 26.59 27.27 54.23 28.86 64.09 58.7 63.85 78.55 

P1-P4 30.67 31.15 84.5 43.37 82.03 83.48 88.95 94.02 

P1-P5 16.67 17.59 49.75 19.3 54.90 54.17 61.76 72.73 

P2-P1 24.49 25.24 57.62 26.14 45.54 62.33 71.40 76.59 

P2-P3 46.63 47.37 62.93 37.93 53.49 64.64 72.98 77.7 

P2-P4 54.07 54.25 75.82 50.53 71.43 79.9 86.24 91.41 

P2-P5 26.53 27.08 39.89 21.63 47.97 44 51.23 67.16 

P3-P1 21.37 21.82 50.96 28.66 52.49 58.46 70.17 82.68 

P3-P2 41.01 43.16 57.95 35.97 55.56 59.73 73.48 74.4 

P3-P4 46.53 46.41 68.45 51.97 77.50 77.2 89.31 93.3 

P3-P5 26.23 26.78 39.95 25.31 54.11 47.24 55.51 71.08 

P4-P1 32.95 34.24 80.58 45.71 81.54 83.1 89.56 95.85 

P4-P2 62.68 62.92 82.63 57.58 58.39 82.26 92.94 96.19 

P4-P3 73.22 73.35 87.25 71.63 82.23 86.64 93.08 95.96 

P4-P5 37.19 37.38 54.66 30.94 72.61 58.33 71.63 82.84 

P5-P1 18.49 20.35 46.46 27.13 52.19 48.02 57.68 76.02 

P5-P2 24.1 24.62 42.05 22.65 49.41 45.61 55.43 64.95 

P5-P3 28.31 28.49 53.31 28.86 58.45 52.02 58.03 71.94 

P5-P4 31.24 31.33 57.01 32.59 64.31 55.99 71.85 81.65 

 81.02 72.15 63.1 61.53 35.53 60.24 35.35 34.76 میانگین 

Dataset NN 
GFK 

(2012 ) 
JDA 

(2013 ) 
TJM 

(2014 ) 
LRSR 

(2016 ) 
CDDA 

(2017 ) 
CLGA 

(2018 ) IMAKE 

U-M 44.7 46.45 59.65 52.25 54.51 62.05 58.35 88.78 

M-U 65.94 67.22 67.28 63.28 73.82 76.22 71.28 88.78 

 88.78 64.81 69.13 64.16 57.76 63.47 56.84 55.32 میانگین 

Dataset NN 
GFK 

(2012 ) 
JDA 

(2013 ) 
TJM 

(2014 ) 
LRSR 

(2016 ) 
CDDA 

(2017 ) 
CLGA 

(2018 ) IMAKE 

C1-C2 83.61 72.5 89.31 91.67 88.61 91.53 96.81 100 

C2-C1 82.78 74.17 88.47 91.53 89.17 93.89 91.11 100 

 100 93.96 92.71 88.89 91.6 88.89 73.34 83.2 میانگین 
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 های مختلف های آفیس و کالتک با استفاده از روشدادهبندی در پایگاه دقت طبقه(: 1-شکل)

 NN  ،GFK ،JDA  ،TJM ،LRSR ،CDDA ،CLGA ،IMAKE  

(Figure-1): Classification accuracy (%) on Office and Caltech-256 datasets using different methods 
 NN, GFK, JDA, TJM, LRSR, CDDA, CLGA and IMAKE 

 
 های مختلفبا استفاده از روش داده پایگاهیدر پا بندیدقت طبقه(: ۲-شکل)

 NN ،GFK ،JDA ،TJM ،LRSR ،CDDA ،CLGA ،IMAKE 
(Figure-2): Classification accuracy (%) on PIE datasets using different methods 

 NN, GFK, JDA, TJM, LRSR, CDDA, CLGA and IMAKE 

 ارزیابی نتایج  -1-5

نشان(5تا    2)  هایولجد به،  نتایج  از دستدهنده  آمده 

ترتیب، بر  های مورد مقایسه بهو الگوریتم  IMAKEروش  

کالتک،  پایگاه روی و  آفیس  و  پایگاه داده  پای  داده 

داده آفیس و  های اعداد و کویل است. در پایگاهدادهپایگاه

به    %12/2  یدارا  IMAKEکالتک،   نسبت  بهبود  متوسط 

مقا  تمیالگور  نیبهتر دارا  سهیمورد  متوسط    %98/18  یو 

بوده و در    NNاستاندارد    تمیبهبود صحت نسبت به الگور

  IMAKEصحت    دادهگاهی پا  دوازدهاز    داده گاهیپا  هشت

شده پا  بهتر  مورد  در  کو  هایدادهگاهیاست.  و    ل، یاعداد 

بررس مورد    %04/6و    %65/19  یدارا  بیترتبه  ی روش 

بهتر به  همچنین،    مورد  تمیالگور  نینسبت  و  مقایسه 

استاندارد   %8/16و    %46/33ترتیب  به الگوریتم  به  نسبت 

NN    بهبود عملکرد دارد. همچنینIMAKE    چهاردر هر  

دهد.  دامنه اعداد و کویل، عملکرد بهتری از خود نشان می

صحت   بهبود  متوسط  پای،  داده  پایگاه  ،  IMAKEدر 

و    88/8% مقایسه  مورد  الگوریتم  بهترین  به  نسبت 

الگوریت  26/46% به  استاندارد  نسبت  و    NNم  است 

پایگاه   بیست  در هر  IMAKEهمچنین   این  از  داده  دامنه 

 . دهدمی عملکرد بهتری نشان
میبه کلی  الگوریتم  طور  گرفت  نتیجه  توان 

بصری،   داده  پایگاه  نوع  چهار  هر  در  پیشنهادی، 

دامنه  پذیریتطبیق  بین  ایجاد  بهتری  هدف  و  منبع  های 

عملکرد  می ادامه  در  از    IMAKEکند.  یک  هر  به  نسبت 

های مورد مقایسه به تفکیک مورد بحث قرار گرفته  روش

 است.

روش   روشGFKدر  جمله  از  که  تطبیق ،  های 

ویژگی   بر  مبتنی  دامنهاستدامنه  از  زیرفضاهایی  های  ، 

شود که در این زیرفضاها، اختلاف  منبع و هدف ایجاد می

حاشیه دادهتوزیع  بین  به  ای  هدف  و  منبع  دامنه  های 

ایجاد  رسدمی  کمینه در  اینکه  علت  به  روش،  این  در   .

درستی یابد، داده اصلی بهزیرفضاها ابعاد اصلی کاهش می 

نمی داده  نمایش  جدید  زیرفضای  حالی  در  در  این  شود. 

روش   در  که  بهIMAKEاست  هم،  اختلاف طور  زمان 

حاشیه و  شرطی  داتوزیع  بین  هدف  منهای  و  منبع  های 

روش   وسیلهبهها  یابد و اطلاعات هندسی نمونهکاهش می

شود. بدین ترتیب، متوسط دقت روش لاپلاسین حفظ می

روش   با  مقایسه  در  پایگاهGFKپیشنهادی  در  های  داده ، 

به پای  و  کالتک  و  و    %67/45و    %4/7ترتیب  آفیس 

پایگاه دو  در  بههمچنین  کویل  و  اعداد  ترتیب داده 

 است.  بهبود عملکرد داشته %66/26و  94/31%

های ایجاد  ، از جمله روشJDAو    TJMهای  روش

دامنه بین  مشترک    وسیلةبهها  تطبیق  نمایش  یک  ایجاد 

  وسیلةبه  TJMهای منبع و هدف هستند. روش  بین دامنه

بهینه پیچیده، اختلاف توزیع حاشیهیک مسئله  ای  سازی 

دامنه وبین  منبع  را    های  روش  می  کمینههدف  کند. 
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JDA  ،ای و شرطی زمان، اختلاف توزیع حاشیههمطور  به

دهد و به همین دلیل، دارای عملکرد بهتری را کاهش می

. این در حالی است که تطبیق است  TJMنسبت به روش  

حاشیههم و  شرطی  توزیع  هندسی  زمان  و  ،  IMAKEای 

مقایسه بهبود     TJMبا    در  به  متوسط  طور  و    %93/3به 

پایگاهبه   49/45% به  آفیس و کالتک و  ترتیب نسبت  داده 

پایگاه در  و  یافته  دست  کویل  دادهپای  و  اعداد  های 

بهترتیب  به متوسط  و  یافته   %4/8و    %01/31طور  بهبود 

دقت   متوسط  به    IMAKEاست.  برJDAنسبت  روی  ، 

و  های  دادهپایگاه کالتک  و  بهآفیس  متوسط پای  طور 

در   %54/28و    %04/4دارای   همچنین  و  عملکرد  بهبود 

بهدادهپایگاه کویل  و  اعداد  دارای  های  و   %25/31ترتیب 

 ای است.بهبود قابل ملاحظه 11/11%

LRSR  وجود با  بازسازی   سازیکمینه،  خطای 

نمونه دامنهمجدد  بین  اختلاف  کاهش  به  توجهی ها،  ای 

که   است  حالی  در  این  است.  کاهش  IMAKEنکرده  با   ،

توزیعهم اختلاف  موجب زمان  هندسی،  و  عمومی  های 

شده است.    LRSRکاهش اختلاف توزیع نسبت به روش  

در    LRSRشده در این مقاله نسبت به روش  روش مطرح

و   %96/4ترتیب دارای  داده آفیس و کالتک و پای بهپایگاه

عملکرد و در دو پایگاه داده اعداد و کویل  بهبود    49/17%

دارای  به توجه   %62/15و    %62/42ترتیب  قابل  بهبود 

 است.

CDDAعلاوه دامنه،  آماری  توزیع  تطبیق  های  بر 

بعد را از  مختلف در زیرفضای کم  هایطبقهمنبع و هدف،  

می تفکیک  توزیع  IMAKEکند.  یکدیگر  تطبیق  با   ،

توزیع دو دامنه منبع و هدف از  عمومی با کاهش اختلاف  

دامنه هندسی  توزیع  بهره  تطبیق  نیز  هدف  و  منبع  های 

با روش   طور متوسط ، بهCDDAگرفته است. در مقایسه 

پایگاه روی  پای  بر  داده  پایگاه  و  کالتک  و  آفیس  داده 

پایگاه داده  %92/17و    %13/3ترتیب  به های اعداد و  و در 

 .استود عملکرد بهب %29/17و %65/19کویل دارای 

CLGAای و بر کاهش اختلاف توزیع حاشیه، علاوه

تفکیک از  دامنه  شرطی  دو  تطبیق  برای  هندسی  پذیری 

است کرده  که    ،استفاده  است  حالی  در    IMAKEاین 

تطبیقتطبیقبر  علاوه در  عمومی،  هندسی  پذیری  پذیری 

علاوه عدم  خود  ماتریس  و  شباهت  ماتریس  از  استفاده  بر 

داده تفکیک  جهت  در  شباهت  موجود    های طبقه های 

اولیه   ساختار  حفظ  جهت  لاپلاس  ماتریس  از  مختلف 

دارای   IMAKEبرد. به همین جهت  داده بهره می مجموعه 

عملکرد بهتری در هر چهار پایگاه داده مورد بررسی بوده  

به دارای و  پای  و  کالتک  و  آفیس  داده  پایگاه  در  ترتیب 

در  بهب  %88/8و    12/2% همچنین  و  عملکرد  ود 

بهدادهپایگاه کویل  و  اعداد  بههای  و  متوسط  ترتیب  طور 

روش   %07/3و    %97/23دارای   به  نسبت  بهتر  عملکرد 

 .است شده یاد

بر  IMAKEروش   علاوه  اختلاف    کردنکمینه، 
های منبع و هدف در  ای و شرطی بین دامنهتوزیع حاشیه 

ها، ابعاد  توزیع هندسی داده گیری از  فضای جدید، با بهره
های منبع و هدف را با هم  در دامنه  هاطبقه  کننده تفکیک 

در و  داده  طبقهتطبیق  پیشنتیجه، صحت  برای  بینی  بند 
می   آزمون های  داده  هایبرچسب  برای یابد.  بهبود 

ویژگی نگاشت  از  از جلوگیری  نامربوط  بعدهای  به  ها 
داده  کردنکمینه  نگاشت  واریانس  فضای  در  هدف  های 

استفاده  که  شودمی  شده  آنجایی  از  همچنین   .
دادهبرچسب  از  های  هستند،  دسترس  در  منبع  های 

برچسب  محدوداطلاعات  برای  دادهها  نمایش  های  کردن 
می استفاده  جدید  بازنمایی  در  علاوهمنبع  این،  برشود. 

دامنه بین  آوردناختلاف  هم  نزدیک  با  زیرفضاهای    ها 

کاهش هدف  و  زیرفضای  یابد می  منبع  ترتیب،  بدین   .
تفکیک از  تواند  می  برای  حاصل شده  قبولی  قابل  پذیری 

 ها برخوردار باشد. نمونه بندیطبقه 

کلی  همان عیب  است،  مشخص  نتایج  از  که  طور 
توزیع بین  اختلاف  محور  زیرفضا  های  که  روش  است  ها 

های داده  ین حال، روشیابد. با اطور صریح کاهش نمیهب
دهند.  صورت صریح کاهش میمحور، اختلاف توزیع را به

یکهب تبدیل  یک  کلی،  هم  طور  که  ندارد  وجود  پارچه 
های داده اصلی  اختلاف توزیع را کاهش دهد و هم ویژگی

کند حفظ  با    ؛را  مقایسه  در  ما  پیشنهادی  روش  بنابراین 

روش دوی  زیرفضا  هر  و  محور  داده  عملکرد  های  محور 
نسخه ما،  همچنین  است.  داده  نشان  خود  از  های  بهتری 

  های دادهمجموعه شده روش خود را بر روی  اصلی و کرنل
دهد که  شده نشان میمختلف اعمال کردیم. نتایج حاصل

و  هب اصلی  حالات  در  ما  پیشنهادی  روش  میانگین  طور 
 کرنل شده عملکرد مشابهی دارد.  

 

   ینده های آ گیری و کارنتیجه -۶
روش پیشنهاد شده در این مقاله، یک روش تطبیق دامنه 

مدل کارایی  بهبود  هدف  با  که  بوده  نظارت  های  بدون 
است. در این    یادگیری در حوزه پردازش تصویر ارائه شده

بهره با  ابتدا  از همروش  عنوان یک  ترازی منیفلد بهگیری 
نمونه هندسی،  توزیع  تطبیق  دامنه  روش  و های  منبع 

می نگاشت  مشترک  نهان  زیرفضای  یک  به  شوند  هدف 
دادهطوری به به  که  متعلق  نزدیک    هایطبقه های  یکسان 
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مختلف از هم فاصله بگیرند    هایطبقهبه هم قرار گرفته و  
تفکیک نتیجه  بین  در  قبولی  قابل    هایطبقه پذیری 

شود. همچنین این روش با حفظ منیفلد  مختلف ایجاد می
منب می دامنه  موجب  هدف  و  داده ع  جایگاه  تا  و  شود  ها 

و سپس در    شودها تا حد امکان حفظ  ساختار اولیه دامنه
حاشیه توزیع  اختلاف  نهان  فضای  بین این  شرطی  و  ای 

مینمونه کاهش  و  ها  کرنل  از  استفاده  همچنین  یابد. 
تری پذیری دقیقها به فضای هیلبرت تفکیکنگاشت داده

داده  هایطبقهبین   برای  و  شده  ایجاد  با  مختلف  هایی 
مناسب  ساختار نامتوازن  و  پیچیده  روش استهای   .

پایگاه روی  بر  شناخته دادهپیشنهادی  بصری  شده  های 
 گر برتریها بیانمورد ارزیابی قرار گرفته و نتایج آزمایش

IMAKE  شده در حوزه تطبیق  های مطرح سبت به روش ن
 .استدامنه 

این مدل  یندهآ  عنوان کارهایبه از  ، در نظر داریم 
گذاری تصاویر در مسائل  برای برچسب بندیطبقه عنوان به

برخط استفاده کرده و همچنین این روش را برای مسائل  
بهینه1ناهمگون کاربرد  ،  ترتیب  بدین  کرد.  خواهیم  سازی 

 تری ارزیابی خواهد شد. این روش در حوزه وسیع
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