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  چکیده
شود. ساختار های پویای )پویا( غیرخطی ارائه میبازگشتی جدید جهت شناسایی سامانه 2-عدر این مقاله یک شبکه عصبی فازی نو

سازی انجام و عملیاّت فازی 2و  1، 0های لایه است. در لایه 8غیرخطی، دارای  "آنگاه"جدید با قسمت  2-شبکۀ عصبی فازی نوع

، توابع 5شود. در لایۀ دهی انجام میسازی و وزنعملیاّت طبیعی 4و  3های شود. در لایهحدود بالا و پایین درجه عضویت تعیین می

سامانه فازی را تشکیل داده و بازخورد بازگشتی از لایۀ خروجی به این لایه  "آنگاه"غیرخطی مثلثاتی وجود دارند که در واقع قسمت 

شود. جهت بررسی و ارزیابی عملکرد شبکه انجام میزدایی و محاسبه خروجی عملیاّت فازی 7و  6های شود. در پایان، در لایهوارد می

و یک بازوی ربات منعطف( به شبکۀ عصبی فازی  DCخروجی دو سامانه فیزیکی )یک موتور  -در شناسایی سامانه، اطلاعات ورودی

های هوش مصنوعی در برداری از روشطورکامل آزمایشگاهی و عملی و به عبارتی بهرهبازگشتی اعمال شده است. این پژوهش به 2نوع 

بر ارائۀ شبکۀ عصبی جدید، تولید سیگنال مناسب جهت تحریک سامانه، استخراج های این مقاله علاوهکار عملیّاتی است. از نوآوری

ر سازی، معیاها( است. در شبیهسازی دادهپردازش داده )حذف دادة پرت، تخمین دادة ناموجود و طبیعیهای عملی، پیشداده از سامانه

 تری دارد. ها، عملکرد مناسبدهد که روش پیشنهادی با اختلاف فراوانی از سایر روشمجذور میانگین مربعات خطا نشان می

 

 غیرخطی. "آنگاه"بازگشتی، شناسایی سامانه، قسمت  2 -شبکه عصبی فازی نوع واژگان کلیدی
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Abstract 
In this paper, a new recurrent type-2 fuzzy neural network for nonlinear dynamic systems identification 

is presented. The structure of the new type-2 fuzzy neural network with the non-linear "then" part has 8 

layers. In layers 0, 1 and 2, the fuzzification operation is performed, and the upper and lower limits of 

the membership degree are determined. Normalization and weighting operations are performed in 

layers 3 and 4. In layer 5, there are non-linear trigonometric functions, which in fact, form the "then" 

part of the fuzzy system, and return feedback from the output layer enters this layer. Finally, in the 6th 

and 7th layers, the de-fuzzification operation and the output calculation are performed. The existence of 

non-linear functions in the “then” part of the fuzzy rules helps to better approximate and identify the 

dynamic system. The reason for this problem is probably the non-linear nature of the systems.  The 

main idea of this work is inspired by the Fourier series. Any function can be approximated by Fourier 

series, and since Fourier series includes sentences of sine and cosine, therefore, ideas are taken from 
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Fourier series and trigonometric functions are used in the "then" part of the fuzzy rules. This type of 

nonlinear function is taken from functional link models. The advantage of the non-linear then part is, in 

addition to more accurate system identification, the number of fuzzy rules is less. 

In order to check and evaluate the performance of the network in system identification, the input-output 

information of two physical systems (a DC motor and a flexible robot arm) has been applied to the type-

2 recurrent fuzzy neural network. This research is completely experimental and practical, in other 

words, it is the use of artificial intelligence techniques in operational work. In addition to presenting a 

new neural network, generating a suitable signal to stimulate the system, extracting data from practical 

systems, data pre-processing (removing outliers, estimating missing data, and normalizing data) is 

among the innovations of this article. In the simulation, the root mean square error criterion shows that 

the proposed method has a better performance than other methods. The RMSE criterion, which 

indicates the accuracy of the model, was less than 0.001 for example 1 and less than 0.002 for example 2, 

which are very suitable numbers. 
 

Keywords: Recurrent Type-2 Fuzzy Neural Network, System Identification, Nonlinear "Then" Part. 

 

 

مقدمه  -1
سازی همواره یک امر ضروری و مهم در تحلیل و الگو

. برای دانستن رفتار های واقعی بوده استبررسی سامانه

سامانه در همان لحظه و یا لحظات آینده و حتی 

توانند بسیار مؤثر ها میهای واقعی، الگوسازی سامانهشبیه

ها همواره برای طراحی باشند. در علوم مهندسی، الگو

های موجود موردنیاز بوده و فرایند جدید و تحلیل فرایند

 یهاده از روشبه استفا سامانه ییشناسا. ]1[هستند 

 اب ،پویا هایسامانهاز  یاضیر یهاساخت الگو یبرا یآمار

های روش .شودیاطلاق م ،شدهیریگاندازه یهاداده

گوناگونی برای شناسایی سامانه مطرح شده است که در 

. 1شوند: بندی، به دو دستۀ کلی تقسیم مییک تقسیم

 ینهکمشناسایی سامانه مبتنی بر نظریۀ کنترل، شامل 

های ولترا ، سری]4[، فیلتر کالمن ]3[مربعات بازگشتی 

. شناسایی سامانه مبتنی بر هوش محاسباتی شامل 2و  ]5[

، شناسایی ]7[های فازی ، سامانه]6[های عصبی شبکه

و .... در این مقاله،  ]8[پارامتری با الگوریتم تجمع ذرات 

های هوش تمرکز بر شناسایی سامانه مبتنی بر روش

های فازی و ...( است. های عصبی، سامانهحاسباتی )شبکهم

دارای دقّت بالاتری نسبت به  2-های فازی نوعسامانه

. در زمینۀ ]9-11[هستند  1-های فازی نوعسامانه

، کارهای گوناگونی 2-های فازی نوعشناسایی سامانه با الگو

انجام شده است. در ادامه تعدادی از جدیدترین این کارها 

 2-یک شبکۀ عصبی فازی نوع ]12[شوند. در رسی میبر

خودتنظیم بازگشتی جهت شناسایی سامانه ارائه شده 

است که در آن از بازخورد کوتاه، حول نرون قسمت 

، از توابع استفاده شده است. در مقالۀ یادشده "گاهآن"

قواعد استفاده شده  "آنگاه"تانژانت هیپربولیک در قسمت 

بازگشتی  2-یک شبکۀ عصبی فازی نوعنیز  ]13[است. در 

جهت شناسایی سامانه ارائه شده است که در آن، بازخورد 

از لایۀ سوم به لایۀ اول اعمال شده است. این مسأله باعث 

ها، زیادشدن تعداد توابع عضویت و زیادشدن تعداد ورودی

شود. در مقالۀ مذکور، در نهایت منجر به کندی سامانه می

صورت جعبۀ سیاه مورد شناسایی سامانه به DCیک موتور 

 2-یک شبکۀ عصبی فازی نوع ]14[قرار گرفته است. در 

جهت شناسایی سامانه  1غیربازگشتی مبتنی بر پیوند تابعی

ارائه شده است. پیوند تابعی در واقع، ترکیبی از توابع 

شود؛ اما در مقالۀ مذکور ست که به شبکه اعمال میورودی

ص نشده که در نهایت، چه توابع جبری، طور دقیق مشخبه

یک  ]15[اند. در  یا مثلثاتی )و یا ترکیبی( استفاده شده

بازگشتی جهت شناسایی  2-شبکۀ عصبی فازی نوع

های غیرخطی و تغییرپذیر با زمان ارائه شده است. سامانه

توان، نیاز به دانش اولیه از مرتبۀ می ]15[از ایرادات 

سازی سامانه های مناسب جهت الگوسامانه و تعداد تأخیر

را نام برد. مسألۀ دیگر که خیلی کم بررسی شده است، 

-18[غیرخطی است  "آنگاه"وجود قواعد فازی با قسمت 

 "آنگاه"با قسمت  1-از سامانه فازی نوع ]16[. در ]16

غیرخطی برای کنترل توربین باد استفاده شده است. به 

ده از الگو فضای حالت رسد ایراد این کار استفانظر می

قواعد فازی است، به عبارت  "آنگاهِ"سامانه در قسمت 

شود دیگر، سامانه فازی متکی به الگوی ریاضی سامانه می

های فازی که همان استفاده و این مسأله با فلسفه سامانه

 از اطلاعات غیردقیق و نامعین بود، در تناقض است. 

 دیالگو جد کی ۀارائ عبارتند از:مقاله  هایینوآور

 ،مقاله چیکه تاکنون در ه 2-نوع یفاز یعصب هایاز شبکه

 ی. نوآوراست یطورکامل ابداعارائه نشده و به یمنبع ای
 

1 Functional-Link 

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
1.

17
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

05
 ]

 

                             2 / 10

http://dx.doi.org/10.61186/jsdp.20.1.171
http://jsdp.rcisp.ac.ir/article-1-1062-fa.html


 

 
 54پیاپی  4شمارة  1401سال 

173 

ی
 ک

گو
ال

 ی
د

ج
ی

 د
از

ف
 ی

وع
ن

-2 
شت

زگ
با

یغ ی
ط

رخ
 ی

سا
شنا

ت 
جه

ی
ی

 
نه

ما
سا

ر 
فتا

ر
ی

ها
 

ایپو
یغ ی

ط
رخ

ی
 

های سامانهبا  یشگاهیو آزما یانجام کار عملیّات دیگر،

از  یمراحل املش طور طبیعیبهموتور و ربات بازو بوده که 

ثبت  ها،آن به سامانه و اعمال یورود گنالیس دیجمله تول

 است.  پرت و ... هایو داده نوفه حذف ثبات، توسط هاداده

 2-های اساسی ساختار شبکۀ عصبی فازی نوعتفاوت

 بازگشتی در این مقاله با کارهای موجود عبارتند از:

غیرخطی که در آن از توابع  "آنگاه"قسمت  -1

 مثلثاتی استفاده شده است.

قواعد  "آنگاه"ه لایۀ نوع بازخورد )از خروجی ب -2

 کند.فازی( که شبکه را بازگشتی می

در مورد مزایای هر دو ایدۀ نوآورانۀ بالا، در ادامۀ مقاله 

بازگشتی  2-شود. نخست، شبکۀ عصبی فازی نوعبحث می

-تفصیل معرفی؛ سپس، در قسمت شبیهپیشنهادی به

و بازوی ربات  DCسازی، دو سامانه آزمایشگاهی )موتور 

صورت جعبه سیاه توسط شبکه مذکور به منعطف(

 شوند.شناسایی می

 

بازگشتی  2-شبکۀ عصبی فازی نوع -2

 پیشنهادی
، مانند 2KTSالگو  2-های عصبی فازی نوعدر شبکه

ها صورت یک تابع از ورودی، خروجی به1-های نوعشبکه

، خروجی و ضرایب آن 1-است؛ با این تفاوت که در نوع

، خروجی و ضرایب 2-لی در فازی نوعمقادیر عددی بوده، و

، نمایی از این 1. در شکل ]21 [آن اعداد فازی هستند

 TSKقاعدۀ فازی برای الگو  شبکه نشان داده شده است. 

 شود: صورت زیر نوشته میبه 2-نوع

𝑅𝑗: 𝑖𝑓 𝑢1 𝑖𝑠 𝐴̃1
𝑗
 𝑎𝑛𝑑 … 𝑎𝑛𝑑 𝑢𝑛 𝑖𝑠 𝐴̃𝑛

𝑗
 𝑡ℎ𝑒𝑛 𝑦̃𝑗

= 𝐶𝑗,0 + 𝐶𝑗,1𝑢1 + ⋯ + 𝐶𝑗,𝑛𝑢𝑛 

𝑈در قاعدۀ بالا  = {𝑢1, 𝑢2, … , 𝑢𝑛} های ورودی

𝐴̃1}سامانه، 
𝑗
, 𝐴̃2

𝑗 
, … , 𝐴̃𝑛  

𝑗
، 2-توابع عضویت فازی نوع {

𝑦̃𝑗  خروجی سامانه )که یک عدد فازی است( و𝐶𝑗,𝑖 ∈

[𝑐𝑗,𝑖 − 𝑠𝑗,𝑖 , 𝑐𝑗,𝑖 + 𝑠𝑗,𝑖], 𝑖 = 1,2, … , 𝑛 مجموعه-

های فازی نوع اول و ضرایب خطی قسمت نتیجه و در آن 

𝑐𝑗,𝑖  مرکز و𝑠𝑗,𝑖  عرض توابع عضویت گوسی هستند. در

صورت یک سری از قاعده بالا به "آنگاه"این مقاله قسمت 

شود. هر قاعدۀ توابع غیرخطی مثلثّاتی در نظر گرفته می

 شود:صورت زیر بیان میفازی به
 

2  Takagi-Sugeno-Kang 

𝑅𝑗: 𝑖𝑓 𝑢1 𝑖𝑠 𝐴̃1
𝑗
 𝑎𝑛𝑑 … 𝑎𝑛𝑑 𝑢𝑛 𝑖𝑠 𝐴̃𝑛

𝑗
 𝑡ℎ𝑒𝑛   𝑦̃𝑗

= 𝐶𝑗,0 + 𝐶𝑗,1cos (𝑢1)

+ 𝐶𝑗,3cos (𝑦(𝑘 − 1))

+ 𝐶𝑗,5 cos(𝑢1) cos (𝑦(𝑘 − 1))

+ 𝐶𝑗,7 cos(𝑢1) cos (𝑦(𝑘 − 2))

+ 𝐶𝑗,9 cos(𝑢1) cos (𝑦(𝑘 − 3)) 
ایدۀ اصلی این کار از سری فوریه الهام گرفته شده است. 

توان با سری فوریه تقریب زد و از آنجا که هر تابعی را می

سری فوریه شامل جملاتی از سینوس و کسینوس است، از 

قواعد فازی از  "آنگاه"سری فوریه ایده گرفته و در قسمت 

ثلثاتی استفاده شده است. این نوع تابع غیرخطی از توابع م

های پیوند تابعی گرفته شده است. برتری قسمت آنگاه الگو

بر دقت بیشتر شناسایی سامانه، تعداد غیرخطی علاوه

قواعد فازی کمتر است. اکنون به بررسی لایه به لایۀ این 

 شود.ساختار پرداخته می

ست. در این لایه به تعداد لایۀ صفر: این لایه، لایۀ ورودی ا

 ها گره وجود دارد.ورودی

ساز است. خروجی این لایه : این لایه لایۀ فازی1لایۀ 

 صورت زیر است:به

𝜇𝑗,𝑖(𝑢𝑖 , [𝜎𝑗,𝑖 , 𝑚𝑗,𝑖
1 ])1 = 𝑒

−0.5(
𝑢𝑖− 𝑚𝑗,𝑖

1

𝜎𝑗,𝑖
)

2

      (1)  

𝜇𝑗,𝑖(𝑢𝑖 , [𝜎𝑗,𝑖 , 𝑚𝑗,𝑖
2 ])2 =

𝑒
−0.5(

𝑢𝑖− 𝑚𝑗,𝑖
2

𝜎𝑗,𝑖
)

2

       (2)  

𝑚𝑗,𝑖ورودی شبکه،  𝑢i(، 2( و )1در روابط )
𝑚𝑗,𝑖و  1

2 

به ترتیب حد پایین و حد بالای مرکز تابع عضویت گوسی، 

𝜎𝑗,𝑖  عرض تابع عضویت گوسی و𝜇𝑗,𝑖
𝜇𝑗,𝑖و  1

نیز  2

𝑚𝑗,𝑖ترتیب درجۀ عضویت مربوط بهبه
𝑚𝑗,𝑖و  1

2 

 هستند. 

صورت زیر به حدّ بالا و حدّ پایین درجۀ عضویّت به: 2لایه 

 :]5[آید دست می

𝜇𝑗,𝑖(𝑢𝑖) = 𝜇𝑗,𝑖
1 (𝑢𝑖) ∗ 𝜇𝑗,𝑖

2 (𝑢𝑖)  ,   

      𝑗 = 1,2, … , 𝑀  , 𝑖 =

1,2, … , 𝑛                       (3)  

𝜇̅𝑗,𝑖(𝑢𝑖) = 𝜇𝑗,𝑖
1 (𝑢𝑖) + 𝜇𝑗,𝑖

2 (𝑢𝑖) −

𝜇𝑗,𝑖(𝑢𝑖)  (4)  

: این لایه، لایۀ قواعد است و یک بازخورد هم در این 3لایۀ 

صورت فازی به ANDلایه قرار دارد. در این لایه عملیّات 

 شود.زیر انجام می

𝑓𝑗 = ∏ 𝜇𝑗,𝑖
𝑛
𝑖=1    ;       𝑓̅𝑗 = ∏ 𝜇̅𝑗,𝑖

𝑛
𝑖=1               (5)  
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 TSKالگو  2-(: ساختار یک شبکۀ عصبی فازی نوع1-)شکل

 (Figure-1): A TSK type-2 fuzzy neural network 

 

بازخورد به فرم محاسبات خروجی این لایه با وجود : 4لایه 

 زیر است:

𝑓𝑙
𝑗

=
𝑤̅𝑙

𝑗
𝑓̅𝑗+𝑤𝑙

𝑗
𝑓𝑗

𝑤̅𝑙
𝑗

+𝑤𝑙
𝑗  ;    𝑓𝑟

𝑗
=

𝑤̅𝑟
𝑗

𝑓̅𝑗+𝑤𝑟
𝑗
𝑓𝑗

𝑤̅𝑟
𝑗

+𝑤𝑟
𝑗        (6) 

 نامند. : این لایه را، لایۀ قسمت نتیجه می5لایۀ 

𝑦𝑙
𝑗

= 𝑐𝑗,0 + 𝑐𝑗,1cos (𝑢1) + 𝑐𝑗,2cos (𝑦(𝑘 − 1)) +

𝑐𝑗,3cos (𝑢1)cos (𝑦(𝑘 − 1)) +

𝑐𝑗,4cos (𝑢1)cos (𝑦(𝑘 − 2)) +

𝑐𝑗,5cos (𝑢1)cos (𝑦(𝑘 − 3)) − 𝑠𝑗,0 −

𝑠𝑗,1|cos (𝑢1)| − 𝑠𝑗,2|cos (𝑦(𝑘 − 1))| −

 𝑠𝑗,3|cos(𝑢1) cos (𝑦(𝑘 − 1))| −

𝑠𝑗,4|cos(𝑢1) cos (𝑦(𝑘 − 2))| −

𝑠𝑗,5|cos(𝑢1) cos (𝑦(𝑘 −

3))|                              (7)  

𝑦𝑟
𝑗

= 𝑐𝑗,0 + 𝑐𝑗,1cos (𝑢1) + 𝑐𝑗,2cos (𝑦(𝑘 − 1)) +

𝑐𝑗,3cos (𝑢1)cos (𝑦(𝑘 − 1)) +

𝑐𝑗,4cos (𝑢1)cos (𝑦(𝑘 − 2)) +

𝑐𝑗,5cos (𝑢1)cos (𝑦(𝑘 − 3)) + 𝑠𝑗,0 +

𝑠𝑗,1|cos(𝑢1)| + 𝑠𝑗,2|cos(𝑦(𝑘 − 1))| +

 𝑠𝑗,3|cos(𝑢1) cos(𝑦(𝑘 − 1))| +

𝑠𝑗,4|cos(𝑢1) cos(𝑦(𝑘 − 2))| +

𝑠𝑗,5|cos(𝑢1) cos (𝑦(𝑘 − 3))|                            (8)  

: این لایه دو گره دارد که عملیّات کاهش نوع 6لایۀ 

)مرتبه( را انجام داده و مرکز ثقل قسمت نتیجه تمام قواعد 

 کند. فازی را محاسبه می

𝑦̂𝑙 =
∑ 𝑓𝑙

𝑗
𝑦𝑙

𝑗𝑀
𝑗=1

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

                                                   (9)  

𝑦̂𝑟 =
∑ 𝑓𝑟

𝑗
𝑦𝑟

𝑗𝑀
𝑗=1

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

                                                (10)  

گره دارد که خروجی شبکه را : این لایه یک تک7لایه 

 کند.محاسبه می

𝑦̂ =
𝑦̂𝑙+𝑦̂𝑟

2
                                                        (11)  

توابع  5شود، در لایۀ ملاحظه می 1طورکه در شکل همان

صورت مثلثاتی غیرخطی وجود دارند، که در این مقاله به

اند. همچنین بازخورد از لایۀ خروجی در نظر گرفته شده

های وارد شده است، زیرا بیشتر سامانه 5( به لایۀ 7)لایه 

وجی در هر لحظه به صورت پویا هستند؛ یعنی خرواقعی به

های لحظات قبل هم وابسته است، ورودی و خروجی

های پویا بنابراین بهتر است برای شناسایی سامانه از الگو

 .]19[)دارای بازخورد( استفاده شود 

انتشار خطا استفاده برای آموزش این شبکه از الگوریتم پس

ازای هر ورودی، خروجی شبکه شده است. در این روش به

شود. نخست، شود، سپس خطا محاسبه میسبه میمحا

خروجی یادگیری شبکه  -فرض کنید جفت داده ورودی

:up)} صورت به tp)} ∀p = 1, … , q  ،در اختیار باشد

سپس با استفاده از روابط قسمت پیوست، محاسبات لازم 

 شود.انجام می

 [
 D

O
I:

 1
0.

61
18

6/
js

dp
.2

0.
1.

17
1 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

05
 ]

 

                             4 / 10

http://dx.doi.org/10.61186/jsdp.20.1.171
http://jsdp.rcisp.ac.ir/article-1-1062-fa.html


 

 
 54پیاپی  4شمارة  1401سال 

175 

ی
 ک

گو
ال

 ی
د

ج
ی

 د
از

ف
 ی

وع
ن

-2 
شت

زگ
با

یغ ی
ط

رخ
 ی

سا
شنا

ت 
جه

ی
ی

 
نه

ما
سا

ر 
فتا

ر
ی

ها
 

ایپو
یغ ی

ط
رخ

ی
 

 سازیشبیه -3
 در آزمایشگاه کنترل خودکار DC: یک موتور 1مثال 

 نشان داده شده است. 2دانشگاه صنعتی امیرکبیر در شکل

 
 

 آزمایشگاهی DC(: یک موتور 2-)شکل
(Figure-2): An experimental DC motor 

 

𝑢(𝑘), 𝑘 = 1, … عنوان ورودی، که از جنس به 4900,

 4900جریان استاتور است، به موتور اعمال کرده و تعداد 

شود. گرفته میخروجی از جنس سرعت روتور از سامانه 

 ورودی نشان داده شده است. 3در شکل

 
 (: جریان استاتور )ورودی(3-)شکل

(Figure-3): The stator current (Input) 

با  DCسازی و شناسایی موتور نتایج الگو 4در شکل

بازگشتی پیشنهادی  2-شبکۀ عصبی فازی نوعاستفاده از 

 نشان داده شده است.

 
با استفاده  DCزی و شناسایی موتور (: نتایج الگوسا4-)شکل

 بازگشتی پیشنهادی 2-شبکه عصبی فازی نوعاز 
(Figure-4): The results of modelling and identification of DC 

motor using the proposed recurrent type-2 fuzzy neural 

network 

 4شده در شکل، مربع کوچک مشخص5در شکل 

 نمایی شده است.بزرگ

 
 4نمایی قسمتی از شکل (: بزرگ5 -)شکل

(Figure-5): The zooming of the area of figure 4 

 2-شبکۀ عصبی فازی نوع هایمقادیر نهایی شاخص

 DCشدۀ موتور بازگشتی پیشنهادی، که الگوی شناسایی

 نشان داده شده است. 2است، در جدول 

 3پذیریک ربات بازو با مفصل انعطاف 6: در شکل 2مثال 

 نشان داده شده است.

 
 پذیر(: ربات بازو با مفصل انعطاف6 -)شکل

(Figure-6): The flexible joint robot arm 

از  7در این سامانه یک سیگنال ورودی مطابق شکل 

,𝑢(𝑘)جنس گشتاور به تعداد  𝑘 = 1, … نمونه  1200,

 شود.ایجاد شده و به ربات اعمال می

 
 شده به ربات بازوی اعمال(: سیگنال ورود7 -)شکل

(Figure-7): The input signal applied to robot arm 

سازی و شناسایی ربات بازوی ، نتایج الگو8در شکل 

 2-شبکۀ عصبی فازی نوعپذیر با استفاده از انعطاف

 بازگشتی پیشنهادی نشان داده شده است.
 

 واقع در آزمایشگاه کنترل خودکار، دانشکده برق و مکانیک، 3

 دانشگاه صنعتی امیرکبیر.
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سازی و شناسایی ربات بازوی (: نتایج الگو8 -)شکل

 شبکۀ عصبی فازیپذیر با استفاده از عطافان

 بازگشتی پیشنهادی 2-نوع 
(Figure-8): The results of modelling and identification of 

flexible robot arm using the proposed recurrent type-2 fuzzy 

neural network 

 2-شبکۀ عصبی فازی نوعجهت نمایش بهتر دقت 

، مربع 9در شکل  ر شناسایی سامانه،بازگشتی پیشنهادی د

نمایی شده ، بزرگ8کوچک نشان داده شده در شکل 

 است.

 
 8شده در شکل دادهنشان(: مربع کوچک9-)شکل

(Figure-9): The small square shown in the figure 8 

بازگشتی  2-شبکۀ عصبی فازی نوعپس از آموزش، 

و مقادیر  است 2-قاعدۀ فازی نوع 4پیشنهادی دارای 

 نشان داده شده است. 3های آن در جدول نهایی شاخص

بازگشتی  2-شبکۀ عصبی فازی نوع، 4در جدول 

در شناسایی  ]21[و  ]20[های مراجع پیشنهادی با روش

 اند. با هم مقایسه شده  2و  1های مثال

 DCسازی موتور نهادی در الگوبازگشتی پیش 2-شبکۀ عصبی فازی نوعاز هایی (: مقادیر نهایی شاخص2 -)جدول
(Table-2): The final parameters of the proposed recurrent type-2 fuzzy neural network in DC motor modelling 

 
 سازی بازوی منعطفبازگشتی پیشنهادی در الگو 2-شبکه عصبی فازی نوعاز  هایشاخص نهایی (: مقادیر3 -دول)ج

(Table-3): The final parameters of the proposed recurrent type-2 fuzzy neural network in flexible robot arm modelling 

Antecedent 

parameters 

 𝑚1
𝑖𝑗 𝑚2

𝑖𝑗 𝜎𝑖𝑗 

u(k) 

𝑚1
11 = −9.01 

𝑚1
21 = −4.67 

𝑚1
31 = 0.44 

𝑚1
41 = 5.39 

𝑚2
11 = −7.21 

𝑚2
21 = −1.52 

𝑚2
31 = 3.74 

𝑚2
41 = 8.51 

𝜎11 = 1.38 

𝜎21 = 1.1 

𝜎31 = 7.89 

𝜎41 = 2.35 

y(k-1) 

𝑚1
12 = −1.03 

𝑚1
22 = −0.4 

𝑚1
32 = 0.83 

𝑚2
12 = −0.22 

𝑚2
22 = 0.32 

𝑚2
32 = 1.08 

𝜎12 = 1.7 

𝜎22 = 0.54 

𝜎32 = 1.36 

fourth layer 

adaptive 

weights 

𝑤̅𝑟
1 = 1.92 𝑤r

1 = 1.5 𝑤̅𝑙
1 = 1.0 𝑤l

1 = 0.63 
𝑤̅𝑟

2 = 1.66 𝑤r
2 = 0.92 𝑤̅𝑙

2 = 0.71 𝑤l
2 = 0.06 

𝑤̅𝑟
3 = 0.8 𝑤r

3 = 0.7 𝑤̅𝑙
3 = 0.56 

 
𝑤l

3 = 0.43 

𝑤̅𝑟
4 = 1.87 𝑤r

4 = 0.94 𝑤̅𝑙
4 = 0.85 𝑤l

4 = 0.77 

consequent 

parameters 

Rule 1 Rule 2 Rule 3 Rule 4 Rule 1 Rule 2 Rule 3 Rule 4 
𝑠1,0

= 0.4 

𝑠2,0

= 0.33 
𝑠3,0 = 0.27 𝑠4,0 = 0.52 𝑐1,0 = 1 𝑐2,0 = 1.4 𝑐3,0 = 1 

𝑐4,0

= 1.4 

𝑠1,1

= 0.55 
𝑠2,1

= 0.39 
𝑠3,1 = 0.48 𝑠4,1 = 0.43 

𝑐1,1

= 1.1 
𝑐2,1 = 1 𝑐3,1 = 1 𝑐4,1 = 1 

0 2 4 6 8 10 12
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Time (s)
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(r
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d

)

Antecedent 

parameters 

 𝑚1
𝑖𝑗 𝑚2

𝑖𝑗 𝜎𝑖𝑗 

u(k) 𝑚1
11 = −0.443 

𝑚1
21 = −0.081 

𝑚1
31 = 0.376 

𝑚2
11 = −0.212 

𝑚2
21 = 0.113 

𝑚2
31 = 0.461 

𝜎11 = 0.1 

𝜎21 = 0.522 

𝜎31 = 0.284 

y(k-1) 𝑚1
12 = −40.353 

𝑚1
22 = −11.269 

𝑚1
32 = 29.552 

𝑚2
12 = −46.722 

𝑚2
22 = 9.739 

𝑚2
32 = 48.119 

𝜎12 = 8.439 

𝜎22 = 10.266 

𝜎32 = 3.176 

fourth layer 

adaptive 

weights 

𝑤̅𝑟
1 = 1.01 𝑤r

1 = 0.94 𝑤̅𝑙
1 = 0.88 𝑤l

1 = 0.21 
𝑤̅𝑟

2 = 1.25 𝑤r
2 = 1.06 𝑤̅𝑙

2 = 0.91 𝑤l
2 = 0.26 

𝑤̅𝑟
3 = 0.95 𝑤r

3 = 0.61 𝑤̅𝑙
3 = 0.54 𝑤l

3 = 0.5 

consequent 

parameters 

Rule 1 Rule 2 Rule 3 Rule 1 Rule 2 Rule 3 
𝑠1,0 = 1 𝑠2,0 = 1 𝑠3,0 = 1 𝑐1,0 = 1.2 𝑐2,0 = 1 𝑐3,0 = 1.09 

𝑠1,1 = .92 𝑠2,1 = .9 𝑠3,1 = 1 𝑐1,1 = 1 𝑐2,1 = 1 𝑐3,1 = 1 
𝑠1,2 = 1.1 𝑠2,2 = 1 𝑠3,2 = 1 𝑐1,2 = 1.4 𝑐2,2 = 1 𝑐3,2 = .76 
𝑠1,3 = .9 𝑠2,3 = .89 𝑠3,3 = .9 𝑐1,3 = 1 𝑐2,3 = 0.91 𝑐3,3 = 1.12 
𝑠1,4 = 1.1 𝑠2,4 = 1 𝑠3,4 = 1 𝑐1,4 = 1 𝑐2,4 = 0.89 𝑐3,4 = 1 

𝑠1,5 = 1 𝑠2,5 = .7 
𝑠3,5

= .62 
𝑐1,5 = 1 𝑐2,5 = 1 𝑐3,5 = 1.8 
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𝑠1,2 = 1 𝑠2,2 = 1 𝑠3,2 = 1 𝑠4,2 = 1 𝑐1,2 = 1 𝑐2,2 = 1.32 
𝑐3,2

= 0.81 
𝑐4,2

= 0.93 
𝑠1,3

= 0.43 
𝑠2,3

= 0.39 
𝑠3,3 = 0.65 𝑠4,3 = .9 𝑐1,3 = 1 𝑐2,3 = 1 

𝑐3,3

= 1.65 
𝑐4,3

= 1.82 
𝑠1,4

= 0.62 
𝑠2,4 = 1 𝑠3,4 = 1 𝑠4,4 = 1 𝑐1,4 = 1 𝑐2,4 = 1.09 𝑐3,4 = 1 𝑐4,4 = 1 

𝑠1,5

= 0.87 
𝑠2,5 = 0.1 𝑠3,5 = 1 𝑠4,5 = 1 

𝑐1,5

= 1.1 
𝑐2,5 = 1 

𝑐3,5

= 1.55 
𝑐4,5

= 1.9 
 

 ]21[و  ]20[بازگشتی پیشنهادی،  2-(: مقایسه شبکۀ عصبی فازی نوع4 -)جدول

(Table-4): Comparison between the proposed recurrent type-2 fuzzy neural network, [20] and [21] 

 RMSE زمان اجرا تعداد قواعد فازی 1مثال 

 0.00353 6 4 ]20[مرجع 

 0.00277 7 4 ]21[مرجع 

 0.00081 8 3 روش پیشنهادی ما

 RMSE زمان اجرا تعداد قواعد فازی 2مثال 

 0.00437 4 6 ]20[مرجع 

 0.00291 5 5 ]21[مرجع 

 0.0014 5 4 روش پیشنهادی ما

شود، جذر میانگین مشاهده می 4طورکه در جدول همان
 2-با استفاده از شبکۀ عصبی فازی نوع 1مربعات خطا

و  ]20[های مراجع بازگشتی پیشنهادی کمتر از روش
است و به عبارتی دقت شناسایی سامانه روش  ]21[

 ]21[و  ]20[پیشنهادی به مراتب بهتری از روش مراجع 
فازی است. همچنین در روش پیشنهادی به تعداد قواعد 

کمتری جهت شناسایی سامانه نیاز است. اما زمان اجرای 
تر از روش مراجع برنامه در روش پیشنهادی اندکی طولانی

دلیل حجم محاسبات است و این مسأله به ]21[و  ]20[
در  هیفور یسربیشتر و وجود توابع مثلثاتی است. ازآنجاکه 

صورت مجموع تابع به کی انیب یبرا یروش ات،یاضیر
 کی توانیم آن،استفاده از  ، بااست ینوسیموج س نیندچ

 انیب یتابع نوسان نیصورت حاصل جمع چندرا به پویاتابع 
از طرف دیگر، با توجّه به اینکه در این مقاله از فرضیۀ  کرد.

سری فوریه در ساختار شبکۀ عصبی استفاده شده است، 
ساختار شبکه عصبی پیشنهادی ضمن داشتن مزایای 

، دارای مزایای 2-های عصبی و سامانه فازی نوعشبکه
طور طبیعی دلیل سری فوریه در تقریب توابع نیز هست. به

بر مورد مذکور، کۀ عصبی پیشنهادی علاوهدقت بالای شب
ها با تواند مواردی از قبیل تعیین مقادیر اولیۀ شاخصمی

بندی، تعیین مناسب مقدار گام آموزش و نیز روش خوشه
تجربۀ بالای نویسندگان در زمینه مربوط به آن باشد. 

و  نییبه دقت مطلوب تع دنیبا هدف رسها تعداد نرون
 ری. مقادی هر مسأله متفاوت استشود و برایم میتنظ
)مرکز و عرض توابع  یعصب ۀشبک یهاشاخص یۀاول

 نییو خطا تع سعی با طور معمولبه ،...( و هاوزن ،یگوس
در این مقاله تجربۀ نویسندگان و استفاده از اما  شوند،یم

 های مربوط، به بهبود کار کمک شایانی کرده است.روش
 گیری. نتیجه4

 

1 Root Mean Square Error (RMSE)  

های عصبی فازی ه، یک ساختار جدید از شبکهدر این مقال
های بازگشتی، جهت شناسایی سامانه ارائه و نوآوری 2-نوع

روش پیشنهادی از سه جنبه بررسی شد؛ مورد اول وجود 
؛ مورد 2-قواعد فازی نوع "آنگاه"توابع مثلثاتی در قسمت 

دوم، اعمال بازخورد با چند تأخیر از خروجی به لایۀ 
قواعد فازی و در نهایت، مورد سوم،  "آنگاه"قسمت 

های پردازش داده در استخراج داده و اعمال تکنیک
های عملی و آزمایشگاهی موجود، که شامل دو سامانه

و بازوی ربات منعطف(  DCسامانه آزمایشگاهی )موتور 
صورت جعبه سیاه بررسی و با اعمال ورودی، بوده، به

ها فت دادهخروجی متناظر دریافت شد. سپس، این ج
بازگشتی  2-جهت آموزش شبکه عصبی فازی نوع

سازی و مقایسه با دو پیشنهادی استفاده شد. نتایج شبیه
روش دیگر حاکی از دقت مطلوب روش پیشنهادی است، 

های بر داشتن مزایای شبکهچراکه روش پیشنهادی علاوه
عصبی فازی، مزایای تقریب توابع با سری فوریه را نیز 

 دارد.
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است. الکترونیک  –مهندسی برق 
اکنون عضو هیئت علمی ایشان هم

ای است. دانشگاه فنی و حرفه
حوزۀ تخصصی ایشان الکترونیک 

 های الکتریکی است.مصنوعی و  ماشیندیجیتال، هوش
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 پیوست

شود. در این قسمت فرآیند آموزش شبکه تشریح می

 شود: صورت زیر تعریف میخطای خروجی شبکه به

𝑒𝑝 = 𝑡𝑝 −

𝑦̂𝑝,                                                      (12)  

𝐸𝑝 =
1

2
𝑒𝑝

2 =
1

2
(𝑡𝑝 −

𝑦̂𝑝)
2

                                 (13)  

𝐸 =

∑ 𝐸𝑝
𝑞
𝑝=1                                                        (14)  

های آموزش است. دادهتعداد کل جفت  qدر رابطه فوق 

روزرسانی پارامترهای ( روابط به39( تا )15در روابط )

بیان  TSKای الگو بازه 2-مجهول شبکۀ عصبی فازی نوع

 شده است.

𝑗در روابط بالا  = 1,2, … , 𝑀  تعداد قواعد است. در

های قسمت نتیجه روزرسانی شاخص( به26( تا )15روابط )

 بیان شده است.

𝑐𝑗,0
𝑛𝑒𝑤 = 𝑐𝑗,0

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

+

𝑓𝑟
𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

]                                                (15)  

𝑐𝑗,1
𝑛𝑒𝑤 = 𝑐𝑗,1

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

+
𝑓𝑟

𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗

cos (𝑢1)                             (16)  

  𝑐𝑗,2
𝑛𝑒𝑤 = 𝑐𝑗,2

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

+
𝑓𝑟

𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗ cos (𝑦(𝑘 −

1))                (17)  

𝑐𝑗,3
𝑛𝑒𝑤 = 𝑐𝑗,3

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

+
𝑓𝑟

𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗ cos(𝑢1) cos (𝑦(𝑘 − 1)) (18)  

𝑐𝑗,4
𝑛𝑒𝑤 = 𝑐𝑗,4

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

+
𝑓𝑟

𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗ cos(𝑢1) cos (𝑦(𝑘 − 2)) (19)  

𝑐𝑗,5
𝑛𝑒𝑤 = 𝑐𝑗,5

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

+
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𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗ cos(𝑢1) cos (𝑦(𝑘 − 3)) (20)  

𝑠𝑗,0
𝑛𝑒𝑤 = 𝑠𝑗,0

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 
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𝑗
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𝑗𝑀
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𝑗
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𝑗𝑀

𝑗=1

]                                                (21)  

𝑠𝑗,1
𝑛𝑒𝑤 = 𝑠𝑗,1
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[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

−
𝑓𝑟

𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗

|cos (𝑢1)|                          (22)  

𝑠𝑗,2
𝑛𝑒𝑤 = 𝑠𝑗,2

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∗ 

[
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

−
𝑓𝑟

𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗ |cos (𝑦(𝑘 −

1))|              (23)  

𝑠𝑗,3
𝑛𝑒𝑤 = 𝑠𝑗,3

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 [
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

−

𝑓𝑟
𝑗

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

] ∗ |cos(𝑢1) cos (𝑦(𝑘 −

1))|                 (24)  

𝑠𝑗,4
𝑛𝑒𝑤 = 𝑠𝑗,4
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𝑗𝑀
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] ∗ |cos(𝑢1) cos (𝑦(𝑘 −

2))|                 (25)  

𝑠𝑗,5
𝑛𝑒𝑤 = 𝑠𝑗,5

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 [
𝑓𝑙

𝑗

∑ 𝑓𝑙
𝑗𝑀
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−
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𝑗𝑀

𝑗=1

] ∗ |cos(𝑢1) cos (𝑦(𝑘 −

3))|                 (26)  

 :صورت زیر استروزرسانی وزنهای راست و چپ بههروابط ب

𝑤𝑙
𝑗𝑛𝑒𝑤 = 𝑤𝑙
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𝑦𝑟

𝑗
−𝑦̂𝑟

∑ 𝑓𝑟
𝑖𝑀

𝑖=1
∗

𝑓𝑗−𝑓𝑟
𝑗

𝑤̅𝑟
𝑗

+𝑤𝑟
𝑗                                                                    

(29)  

𝑤̅𝑟
𝑗𝑛𝑒𝑤 = 𝑤̅𝑟

𝑗𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 ∙
𝑦𝑟

𝑗
−𝑦̂𝑟

∑ 𝑓𝑟
𝑖𝑀

𝑖=1
∗

𝑓̅𝑗−𝑓𝑟
𝑗

𝑤̅𝑟
𝑗

+𝑤𝑟
𝑗                                                                    

(30)  

روزرسانی پارامترهای قسمت شرط، یعنی مرکز و روابط به

( تا 31صورت روابط )انحراف معیار توابع عضویت گوسی به

 ( است.33)

𝑚𝑘,𝑖
𝑛𝑒𝑤1 = 𝑚𝑘,𝑖

𝑜𝑙𝑑1 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 [
𝑦𝑙

𝑘−𝑦̂𝑙

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

∗

𝜕𝑓𝑙
𝑘

𝜕 𝑚𝑘,𝑖
1 +

𝑦𝑟
𝑘−𝑦̂𝑟

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

∗
𝜕𝑓𝑟

𝑘

𝜕 𝑚𝑘,𝑖
1 ]                                 (31)  

𝑚𝑘,𝑖
𝑛𝑒𝑤2 = 𝑚𝑘,𝑖

𝑜𝑙𝑑2 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 [
𝑦𝑙

𝑘−𝑦̂𝑙

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

∗

𝜕𝑓𝑙
𝑘

𝜕 𝑚𝑘,𝑖
2 +

𝑦𝑟
𝑘−𝑦̂𝑟

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

∗
𝜕𝑓𝑟

𝑘

𝜕 𝑚𝑘,𝑖
2 ]                                 (32)  

𝜎𝑘.𝑖
𝑛𝑒𝑤 = 𝜎𝑘.𝑖

𝑜𝑙𝑑 + 𝜂 ∗ 0.5 ∗ 𝑒𝑝 [
𝑦𝑙

𝑘−𝑦̂𝑙

∑ 𝑓𝑙
𝑗𝑀

𝑗=1

∗
𝜕𝑓𝑙

𝑘

𝜕𝜎𝑘,𝑖
+

𝑦𝑟
𝑘−𝑦̂𝑟

∑ 𝑓𝑟
𝑗𝑀

𝑗=1

∗
𝜕𝑓𝑟

𝑘

𝜕𝜎𝑘,𝑖
]                                                     (33)  

 ه در آن،ک

𝜕𝑓𝑙
𝑘

𝜕 𝑚𝑘,𝑖
1 =

𝑤̅𝑙
𝑘∙[𝑓̅𝑘− 𝜇𝑘,𝑖

2 ∙∏ (𝜇̅𝑘,𝑙)𝑛
𝑙=1,𝑙≠𝑖 ]+𝑤𝑙

𝑘∙𝑓𝑘

𝑤̅𝑙
𝑘+𝑤𝑙

𝑘 ∙

𝑥𝑖− 𝑚𝑘,𝑖
1

(𝜎𝑘,𝑖)
2 ,                                                              (34)  

𝜕𝑓𝑙
𝑘

𝜕 𝑚𝑘,𝑖
2 =

𝑤̅𝑙
𝑘∙[𝑓̅𝑘− 𝜇𝑘,𝑖

1 ∙∏ (𝜇̅𝑘,𝑙)𝑛
𝑙=1,𝑙≠𝑖 ]+𝑤𝑙

𝑘∙𝑓𝑘

𝑤̅𝑙
𝑘+𝑤𝑙

𝑘 ∙

𝑥𝑖− 𝑚𝑘,𝑖
2

(𝜎𝑘,𝑖)
2                                                                 (35)  

𝜕𝑓𝑙
𝑘

𝜕𝜎𝑘,𝑖
=

𝑤̅𝑙
𝑘∙[(𝑓̅𝑘− 𝜇𝑘,𝑖

2 ∙∏ (𝜇̅𝑘,𝑙)𝑛
𝑙=1,𝑙≠𝑖 )∙

(𝑥𝑖− 𝑚𝑘,𝑖
1 )

2

(𝜎𝑘,𝑖)
3 ]

𝑤̅𝑙
𝑘+𝑤𝑙

𝑘             (36)  

+

𝑤̅𝑙
𝑘 ∙ [(𝑓̅𝑘 − 𝜇𝑘,𝑖

1 ∙ ∏ (𝜇̅𝑘,𝑙)
𝑛
𝑙=1,𝑙≠𝑖 ) ∙

(𝑥𝑖 − 𝑚𝑘,𝑖
2 )

2

(𝜎𝑘,𝑖)
3 ]

𝑤̅𝑙
𝑘 + 𝑤𝑙

𝑘    

           +

𝑤𝑙
𝑘∙𝑓𝑘∙[

(𝑥𝑖− 𝑚𝑘,𝑖
1 )

2
+(𝑥𝑖− 𝑚𝑘,𝑖

2 )
2

(𝜎𝑘,𝑖)
3 ]

𝑤̅𝑙
𝑘+𝑤𝑙

𝑘             (37)  

𝜕𝑓𝑟
𝑘

𝜕 𝑚𝑘,𝑖
1

=
𝑤̅𝑟

𝑘 ∙ [𝑓̅𝑘 − 𝜇𝑘,𝑖
2 ∙ ∏ (𝜇̅𝑘,𝑙)

𝑛
𝑙=1,𝑙≠𝑖 ] + 𝑤𝑟

𝑘 ∙ 𝑓𝑘

𝑤̅𝑟
𝑘 + 𝑤𝑟

𝑘

∙
𝑥𝑖 − 𝑚𝑘,𝑖

1

(𝜎𝑘,𝑖)
2                    

𝜕𝑓𝑟
𝑘

𝜕 𝑚𝑘,𝑖
2 =

𝑤̅𝑟
𝑘∙[𝑓̅𝑘− 𝜇𝑘,𝑖

1 ∙∏ (𝜇̅𝑘,𝑙)𝑛
𝑙=1,𝑙≠𝑖 ]+𝑤𝑟

𝑘∙𝑓𝑘

𝑤̅𝑟
𝑘+𝑤𝑟

𝑘 ∙

𝑥𝑖− 𝑚𝑘,𝑖
2

(𝜎𝑘,𝑖)
2                                                                  

(38)  

𝜕𝑓𝑟
𝑘

𝜕𝜎𝑘,𝑖
=

𝑤̅𝑟
𝑘∙[(𝑓̅𝑘− 𝜇𝑘,𝑖

2 ∙∏ (𝜇̅𝑘,𝑙)𝑛
𝑙=1,𝑙≠𝑖 )∙

(𝑥𝑖− 𝑚𝑘,𝑖
1 )

2

(𝜎𝑘,𝑖)
3 ]

𝑤̅𝑟
𝑘+𝑤𝑟

𝑘 +

𝑤̅𝑟
𝑘∙[(𝑓̅

𝑘
− 𝜇𝑘,𝑖

1 ∙∏ (𝜇̅𝑘,𝑙)
𝑛
𝑙=1,𝑙≠𝑖 )∙

(𝑥𝑖− 𝑚𝑘,𝑖
2 )

2

(𝜎𝑘,𝑖)
3 ] 

𝑤̅𝑟
𝑘+𝑤

𝑟
𝑘

+

𝑤𝑟
𝑘∙𝑓𝑘∙[

(𝑥𝑖− 𝑚𝑘,𝑖
1 )

2
+(𝑥𝑖− 𝑚𝑘,𝑖

2 )
2

(𝜎𝑘,𝑖)
3 ]

𝑤̅𝑟
𝑘+𝑤𝑟

𝑘                              

(39)  

:up)}ل هر ورودی بنابراین با اعما tp)} ∀p =

1, … , q ( خروجی شبکه 11( تا )1نخست، با معادلات )

شود و در نهایت، ( محاسبه می12محاسبه شده، خطا از )

جهت کاهش خطای سامانه واقعی و شبکۀ عصبی فازی 

های مجهول شبکه (، شاخص39( تا )13، با روابط )2-نوع
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