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 چکیده
ها در از پژوهش  یکه بخش اعظم  یطوربه خود جلب کرده به  گنالیدر پردازش س  یادیتوجه ز  در همین اواخر  فشرده  افتیله درأمس

ااین   از    دهشله معطوف  أمس   نیحوزه به  است.   میسیب   گریحس  یهادر شبکه  آن  کاربرد  ، فشرده  افتیدر  یکاربرد   ةجمله حوزاست. 

کاربرد ارتقا    نیا  یکه برا  ییهاتمیتا الگور  کندی م  جابیا  ، استبا توان محدود    میسیب  گرهایحسکه متشکل از    هاشبکه این  ساختمان  

م انرژ  شوند، یداده  مصرف  لحاظ  عبارت  نهیبه  یبه  به  برایطراح  یهاتمیالگور  ، یباشند.    یهایدگ یچیپ  ستیبایم  نهیزم  نیا  یشده 

ن  یکمتر  یمحاسبات و  ب  نیکمتر  ازمندیداشته  همنباش  گرهاحس  نیتبادلات  بر  ا  نید.  در  الگور  نیاساس،   افتیدر  یبازساز  تمیمقاله 

شده عیتوز  جامعچهارچوب    کینخست    قت، یدر حق  ؛است  شده  شنهادیدوجهته پ  یشیافزا  یبرحسب مد مشارکت  یاشدهعیتوز  ةفشرد

شده   اده یپ  یمتفاوت  یسازنهیمسائل به  یچهارچوب برااین  و سپس    شدهارائه    گریحس  یهاتنک در شبکه  یهاگنال یس  یزبازسا  یبرا

 . است یشنهادیپ یهاتمیمشخصه الگور نیو عملکرد حالت دائم بهتر مهمتر یمحاسبات نییپا یدگ یچی. پاست
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Abstract 
Recently, the problem of compressive sensing (CS) has attracted lots of attention in the area of signal 

processing. So, much of the research in this field is being carried out in this issue. One of the 

applications where CS could be used is wireless sensor networks (WSNs). The structure of WSNs 

consists of many low power wireless sensors. This requires that any improved algorithm for this 

application must be optimized in terms of energy consumption. In other words, the computational 

complexity of algorithms must be as low as possible and should require minimal interaction between the 

sensors. For such networks, CS has been used in data gathering and data persistence scenario, in order 

to minimize the total number of transmissions and consequently minimize the network energy 

consumption and to save the storage by distributing the traffic load and storage throughout the 

network. In these applications, the compression stage of CS is performed in sensor nodes, whereas the 

recovering duty is done in the fusion center (FC) unit in a centralized manner. In some applications, 

there is no FC unit and the recovering duty must be performed in sensor nodes in a cooperative and 

distributed manner which we have focused on in this paper. Indeed, the notable algorithm for this 
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purpose is distributed least absolute shrinkage and selection operation (D-LASSO) algorithm which is 

based on diffusion cooperation structure. This algorithm that compete to the state-of-the-art CS 

algorithms has a major disadvantage; it involves matrix inversion that may be computationally 

demanding for sufficiently large matrices. On this basis, in this paper, we have proposed a distributed 

CS recovery algorithm for the WSNs with a bi-directional incremental mode of cooperation. Actually, 

we have proposed a comprehensive distributed framework for the recovery of sparse signals in WSNs.  

Here, we applied this comprehensive structure to three problems with different constraints which 

results in three completely distributed solutions named as distributed bi-directional incremental basis 

pursuit (DBIBP), distributed bi-directional incremental noise-aware basis pursuit (DBINBP) and 

distributed bi-directional incremental regularized least squares (DBIRLS). The proposed algorithms 

solely involve linear combinations of vectors and soft thresholding operations. Hence, the computational 

load is significantly reduced in each sensor. In the proposed method each iteration consists of two 

phases; clockwise and anti-clockwise phases. At each iteration, in anti-clockwise phase, each node 

receives the local estimate from its previous neighbor and updates an auxiliary variable. Then in the 

clockwise phase, each node receives the updated auxiliary variable from its next neighbors to update the 

local estimate. On the other hand, information exchange in two directions in an incremental manner 

which we called it bi-directional incremental structure. In an incremental strategy, information flows in 

a sequential manner from one node to the adjacent node. Unlike the diffusion structure (like as D-

LASSO) where each node communicates with all of their neighbors, the incremental mode of 

cooperation requires the least amount of communication and power. The low computational complexity 

and better steady state performance are the important features of the proposed methods. 

 

Keywords: Wireless sensor networks, Sparse signal, Bi-directional incremental topology, Compressive 

sensing, Recovery algorithm. 

 

 مقدمه -1
  ی هات یاستنتاج کم  ةلأ با مس  یعمل  یکاربردها  تربیشدر  

  که در  میشده مواجه هستیریگدازهانمورد نظر از اطلاعات  

له به أ مسنتیجه  دربوده و    یکسب اطلاعات خط  نديآن فرآ

خط  کيحل   معادلات  می  دستگاه  زبان  ابدي یکاهش  به   .

شده   ادهد  ،یاضير mمشاهده 

y    اطلاعات    ،داده)که

نگاشت    یریگاندازه   ا ي  یتصادف   یهانگاشت  ، داده شده، 

به    ريمدل ز  قي( از طرشودیم  ده ینام  زیفشرده ن  ی هانمونه 

Nمطلوب گنالیس

x دشویمرتبط م : 
 

(1)    =Ax y  
 

ماتر  که آن  mسيدر  N

A  را    یخط  یریگاندازه  نديفرآ

ماتر و  کرده  از    سيماتر  ،یریگاندازه  سيمدل  نگاشت 

س  یانمونه  N  ةیاول  گنالیس   ا ي  یانمونه  m  گنالیبه 

sensing matrix  کاربردهاشودیم  ده ینام در    افت يدر  ی. 

برا شبکه   داده  یآورجمع  یفشرده   گریحس  یهادر 

گاه  routing matrix  سيماتر  نيا  نیهمچن  ،سیمبی ی  و 

sample schedule matrix  منظور به.  شودیم  دهینام

Nبردار  یاب يباز

x  د. شوحل  (  1)  ة معادل  ستيبایم

کلاس  شنهادیپ  ا  یبرا  کیعلم  که  أ مس  نيحل  است  آن  له 

اندازه م m  یهایریگتعداد  طول    کمدست  ستيبای،    Nبا 

م  گنالیس ا  برابر(  x  یهالفه ؤ)تعداد   قتیحق  نيباشد. 

قض  نیهمچن م  یبردارنمونه   ةیبه  مرتبط  بر   .دشویشانون 

نمونه  ه یقضاين  طبق   پ   گنالیس  یبردار نرخ   وستهیزمان 

برابر    کمدست  ستيبا یم تا    بیشینهدو  باشد  آن  فرکانس 

تضم  یبازساز در کند  نیرا  mاگر    قت،یحق.  N    ،باشد

ی  خط  ستمیکه س  داردیم   ان یب  ی ک خطیگاه جبر کلاسآن 

ب  نیفرومع(  1) لذا  و  برا  ت ينهایبوده  معادله   نيا  یجواب 

به داشت.  خواهد  دوجود  اطلاعات    گر، يعبارت  بدون 

mحالت    ی برا  yاز    x  یبازساز  ،تراضافی N    ناممکن

 .[1] خواهد بود

امکان وجود خواهد    نيا  یخصوصهب  اتیفرض  تحت

از   هایریگاندازه  mکه تعداد    یداشت که بتوان زمان کمتر 

ساست  گنالیس  Nطول   بازساز  گنال ی،  فرض  کر  یرا  د. 

ا  یاساس م   ن يکه  ممکن  را  . استبودن  تنک  ،سازدیامر 

ا  یپژوهش  ةحوز با  عناو  نهی زم  نيمرتبط    افت يدر  نيتحت 

  ی ابي باز  ا يفشرده    یبردارنمونهشده،  فشرده  افتي فشرده، در

 . [3-2] شودیتنک شناخته م

نام  گنالیس  کي   تربیشاگر    شودیم   ده یتنک 

ب  یهالفه ؤم به  باشد.  صفر  برابر    ک ي  تر،قیدق  انیآن 

نام-s  گنالیس  ریغ   بيضر  s  تربیشاگر    شود،یم   دهی تنک 

 صفر داشته باشد.

Nگنالیس  یریگاندازه  تر،یواقع  طيشرا  در

x    با

ن تصور  قابل  نامحدود  استیدقت  که    ني.  معناست  بدان 

اندازه  mیریگبردار 

y  تقر بردار   یبيتنها  mاز 

Ax  

 : گريعبارت دبه است.
 

(2)  y = Ax + e  
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آن   در  mی ریگاندازه  یخطاکه 

e    توسطe،

0     در   ینرم باm  (نرمطورمعمول  به  
2

 زده   نیتخم  (،

 . شودمی

با   افتيدر  یطراح  هدف که  است  آن  فشرده 

از   نمونه   کمینهاستفاده  را   یاصل  گنالیس  ،یبردارنرخ 

برای اين  .  کند  یاب يمورد نظر باز  یبازساز  تیفینسبت به ک

شايد   به ذهن خطور    یتميالگور  نخستینمنظور  ، دکنکه 

 الگوريتم
1 Minimization−  باشد : 

 

(3) 
 

0
           

N
minimize subject to



=
z

z Az y

  
نماد    که آن  در 

0
z  م بردار    ریغ   یهالفهؤتعداد  را   zصفر 

م د به  . دهد ینشان  تنکبه  گريعبارت   یبردار  ن يتردنبال 

با د  میهست y=شده  یریگاندازه  ادةکه  Ax    .باشد سازگار 

مت اأ اما  کل  تميالگور  نيسفانه  حالت   است  NP-hard  یدر 

طور به  یبازساز  یهاتميوجود الگور  ی مقاصد عمل  ی. برا[4]

ز  یژگي و  نيا  و  یضرور  عيسر  یمنطق در    یاديتوجه  را 

خود    افتيدر  نهیزم به  است.   جلبفشرده  عمل  در  کرده 

اين  شود.  جايگزين می  [5]  ة شدمحدب  ةبا نسخ(  3)  ةلأ مس

الگوريتم     انیبن  ب یتعق  طورمعمولبهقاعده   يا 

1 Minimization− شودنامیده می : 
 

(4)  
 

1
           

N
minimize subject to



=
z

z Az y

  
 

خطالحاظ  با  زبه(  4)  ،یریگاندازه  یکردن    که   ريصورت 

1 Minimization−  نو از  ق  انیبن  بیتعق  اي  زيآگاه    د یبا 

آن که    نيبه فرم لاگرانژو يا    [6]  شودیم  ده یدرجه دوم نام

LASSO  آن   ابديیم  میتعم  [7]  شودیم   دهینام در  که 

0    است یپارامتر ثابت : 
 

 (5 ) 1 2
           

N
minimize subject to 



− 
z

z Az y

  
 

(6 ) 
 

2

1 2

1

2N
minimize



+ −
z

z Az y

  
 

  ی متعدد  یفشرده کاربردها  یبردارنمونه  ا ي  افت يدر

ب و  کلهدارد  بخش  تواندیم  ی طور  هر  پردازش   یدر  از 

س  گنالیس با  مواجه   ی شدنفشرده  ايتنک    ی هاگنالیکه 

در  ممکن،    ی کاربردها  ني همه ا  ن یبه کار رود. از ب  میهست

  م یسیب  گریحس  یهاما تنها به کاربرد آن در شبکهاينجا  

(WSNs  )می شبکه شويممتمرکز  اين  از  امروزه  در  .  ها 

می استفاده  بسیاری  طکاربردهای  از    یاگسترده   فیشود، 

  حوزه   نيچند  یبرا  یگر حس  ی هاشبکه  یکاربردها

ا   ینیبشیپ  جمله  از  است.  از:    نيشده  عبارتند  کاربردها 

ز)به  يیاینظارت جغراف بر  نظارت  نمونه،    ی هاستگاهيعنوان 

کشاورز  واناتیح کنترل  قیدق  یو  عنوان )به   یصنعت(، 

کسب    تيري(، مد يیايردري ز  کي  ا يو    روگاه ین  کينمونه، در  

رد )مانند،  کار  علامت  یموجود  یاب يو    يی شناسا   یهابا 

راد امنيیويفرکانس  )رد  تی(،  طبقه  ی ابيکشور   یبندو 

مراقبت و  بر    یبهداشت  یهااهداف متحرک(  نظارت  )مانند 

تحو  ماریب شباهت[8]  (یشخص  یدارو  ليو  اگرچه    ايی ه. 

شبکه  شبکهبی  گریحسهای  بین  ساير  با  های  سیم 

شبکه بی حال  اين  با  دارد  وجود    گری حسهای  سیم 

ويژگیبی دارای  طراحی سیم  که  هستند  خاصی  های 

مواجه الگوريتم  جدی  چالش  با  را  آنها  با  مرتبط  های 

جملمی از  ويژگی  ةسازد  محدود  اين  عمر  ها  گرحسها 

باطراست از  استفاده  قاب  ی.  تغذيغیر  برای  شارژ   ةل 

و لذا طول   گرحسشدن طول عمر  سبب محدود  گرهاحس

  ادة د  یعلاوه، نرخ بالا. بهشودگری میحس  ةعمر کل شبک

رو  هروب  تيباند را با محدود  یپهنا  یشده دسترسی آورجمع 

. اين دو مسأله محدوديت جدی بر روی پیچیدگی  سازدیم

شالگوريتم  با  مرتبط  اعمال    گریحس  هایبکههای 

تئور[10-9]کنند  می برا  افتيدر  ی. هر چند که   یفشرده 

  ی است، اما کاربردها افتهي ارتقا  یخوبمنفرد به  یهاگنالیس

که    دشویچندگانه را شامل م   ی هاگنالیشده سعيحس توز

 صورت گرفته است.  یکم شرفتیها پ آن  یبرا

به    یواحد  میسیب   گریحس  ی هااز شبکه   یبرخ  در

پردازش اFC)  یگر مرکزنام  در  دارد.  ها،  شبکه  ن ي( وجود 

 یموجود در شبکه مشاهدات را گردآور  گریحس  ی هاگره

آن براو  را  ا  یها  به  مرکز  ن يپردازش  و    یواحد  ارسال 

سپس    ورا اجرا    ازیعمل پردازش مورد ن  یگر مرکزپردازش 

اکند می  ها پخشتک گرهرا به تک  جينتا نوع عملکرد    ني. 

مرکزپردازش  کي  ازمندین م  یقو  یگر  همراه   زانیبه 

  افت ي. دراستگر  ها و پردازش گره  نیاز ارتباطات ب  یعیوس

ا در  شبکه  نيفشرده  از  کاربردهانوع  در    رینظ  يی ها 

د  [22-11]  ادهد  یآورجمع  ثبات  م  [27-23]  ادهو    زان یبه 

توجه گرفته  یقابل  قرار  توجه  از    مورد  هدف  عمده  است. 

تبادلات    زانیموارد کاهش م  نيفشرده در ا  افتيکاربرد در

ن  اي و    ادهد   اده د  سازیذخیره  یبرا  ازیکاهش حافظه مورد 

 است.

پردازش چچنان  اما در    یهاه  ة شبک  کيلازم 

شده و بدون  عيو توز  یصورت مشارکتبه  م،یسیب  گریحس

حضور    ازین مرکز  کيبه  گ  یقو  یپردازنده   رد،ی صورت 

ملاحظهپردازش   زانیم قابل  مقدار  به  ارتباطات  و   ی اها 

 . [29-28] شودیکاسته م

 [
 D

O
I:

 1
0.

52
54

7/
js

dp
.1

8.
3.

65
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 js
dp

.r
ci

sp
.a

c.
ir

 o
n 

20
26

-0
2-

04
 ]

 

                             3 / 12

http://dx.doi.org/10.52547/jsdp.18.3.65
http://jsdp.rcisp.ac.ir/article-1-1027-en.html


 

 
 49پیاپی  3شمارة  1400سال 

68 

 نیفشرده با چن افتيدر در همین اواخر خوشبختانه

مورد توجه قرار گرفته است    زین  یاشدهعيتوز  یهاپردازش 

روش [30-32] از  کدام  هر    ی هامدل  [32-30]  یها . 

اند. اما،  در نظر گرفته  یمورد بازساز  ادةد  یبرا  یخصوصبه

مدل  یکي م   ی مناسب  یهااز  وس  تواندیکه  در    یعیکاربرد 

شده  داشته باشد، مدل در نظر گرفته  گریحس  یهاشبکه 

مدلاست.    [33]در   اين  دنبال  به  گریحس  ی هاگره  در 

تنک    یبازساز توزبه  کسانيبردار  و  ع يصورت  شده 

 هستند.  یمشارکت

  تم يتنک سه الگور  بيضرا  نی منظور تخمبه   [33]  در

اساس    شده ع يتوز گره  LASSOبر  تمام  مشارکت  با  ها  و 

 distributed quadratic  تميالگور  نخست؛  است  دهشارائه  

programming LASSO  به   DQP-LASSOاختصار  يا 

ا  شدهمطرح   ن  تميالگور  نياست.  تکرار  هر  حل   ازمندیدر 

خود    است  quadratic programming (QP)  کي که 

تکراربه  تواندمی روال  یصورت  از  استفاده  با    ی هاو 

 second order cone  رینظ   QP  یاستاندارد برا  یسازنه یبه

programming  اي   coordinate descent    ی هاتميالگور  اي و  

sub gradient    سنگ  ازمندین  ،لذا  ؛شودحل   ی نیمحاسبات 

و زمان  بوده  گره  یتنها  که  بود  خواهد  توان کارا  ها 

کاربردها  یکاف   یمحاسبات در  که  باشند؛   نیتخم  یداشته 

از  ع يتوز استفاده  با    لذا،   ؛ستین  یشدن   گرهاحسشده 

 distributed coordinate descent LASSOتميالگور

(DCD-LASSO)  بر    یمبتنcyclic coordinate   منظور به

  تم يالگور  نياما ا  ؛ارائه شده است  [33]در    یدگ یچیکاهش پ 

  ن يا  بي. از جمله معا بردیرنج م  یگريد   یهااز مشکل  زین

  ق یلزوم انتخاب دق  زینو    يی گرابودن سرعت همنيیروش پا 

ضر به  بيپارامتر  همگام  تحقق  برا  يیگرامنظور   یاست. 

ا   D-LASSO  تميالگور  [33]  نهايتدر  ،مشکل  نيرفع 

(distributed LASSO)   پ ا  شنهادیرا   نيداده است. اگرچه 

گام    بيضر  ر يتمام مقاد  یرا برا  ترعيسر  يی همگرا  تميالگور

م ا  آورد، یفراهم  ماتر  ازمندین  ،همه  نيبا    س يمحاسبه 

است  یازابه  یکوسمع گره  ماتريس  هر  اين  محاسبه   .

بعد    یکاف   ةاندازبه  ريمقاد   یبرا  تواند یم  معکوس بزرگ 

فرسا  طاقت  ی لحاظ محاسباتبه  ن،یتحت تخم  بيبردار ضرا

 باشد.  

  [33]شده در  مقاله، همان مدل منظور   نيا  درما نیز  

برا به  ی تنک  ادةد  یرا  است  قرار  توزکه  با    شده ع يصورت  و 

گره تمام  بازساز  ی هامشارکت  لحاظ    ، دشو  یشبکه 

بازساز  یشنهادیپ   یوهیش  اما،   ؛ايمکرده عملکرد    ی ما 

  ب يحال معا  نیداشته و در ع   D-LASSOنسبت به    یبهتر

وارون   س يبه محاسبه ماتر  ازی ن  رینظ  D-LASSO  تميالگور

  ی ما مبتن  یشنهادیپ   تمي الگور  ،نی. همچننخواهد داشترا  

توپولوژ گره    یشيافزا  یمشارکت  یبر  هر  آن  در  که  است 

در    ، لذا  ؛ است  اده مبادله د  ازمند ین  هيگره همسا  کيتنها با  

توپولوژ  سهيمقا هر    [33]  ینفوذ  یمشارکت  یبا  آن  در  که 

گره تمام  با  د  هيهمسا  ی هاگره  مبادله    پردازد، یم  اده به 

توجه  زانیم  به  ی شنهادیپ   یوه یش انرژ  یقابل   یمصرف 

آنکه    تهداش  یترنيیپا حال    ها یسازهیشب  جينتا  برطبقو 

 خواهد داشت. [33]نسبت به  یمراتب بهترعملکرد به

 

 ی هافشرده در شبکه  افتیله درأمس  -2

 م یس یب گریحس
از    یاشبکه  که در    ميریگیرا در نظر م  گرحس  Jمتشکل 

به    ديگربا هم   یشيافزا  یمد مشارکت   کيدر    گرهاحس آن  

،  یشيافزا  یمد مشارکت  کي . در  پردازندیتبادل اطلاعات م

ش به  همسا  کي از    یبیترت  یاوهیاطلاعات  گره  به    ه يگره 

اابديیم  انيجر ن   ني.  عملکرد    ی مشارکت  یالگو  ازمندینوع 

بوده و به کمترگره  نیب  یاچرخه  ارتباطات و   زانیم  نيها 

ن که    ازمندیتوان  است  آن  هدف  با    گرها حساست. 

بازساز  يکديگرمشارکت   Nتنک -s  گنالیس  یبه 

x 

 یریگاز بردار اندازه  گرحسمنظور، هر    نیهم  بهبپردازند.  

mمشخص  س يتوسط خود و ماترشده  دريافت N

i



A   بهره

mبردار(  7). در  ردیگیم

i e  گر حس  یریگاندازه  یخطا  

i   ام با
i ie دهد. را نشان می   

    

 یبرا  جامعچهارچوب    شنهادیپ  -3

در   هایلگنایس  یبازساز تنک 

توپولوژ  گری حس  هایشبکه   ی با 

 ی شیافزا

بهأ مس برا  ريز  ی کل  یسازنهیله    گری حسشبکه    کي  یرا 

 :ميری گیگره در نظر م  Jشامل  میسیب
 

(8)  ( ) ( ) ( )1

1
N

i

J

i i i i i

i

min G F H −
 =

 + +  
x

x A x A x  

 

mآن   در  که N

i



A  وN

i xبوده،  ( : ,
N

G → −   و  

( , : ,
m

F H → −   شبه   افتهي متعمی  توابع محدب، 

که    ديد  می. در ادامه خواهندهستمقدار    یقیو حق  وستهیپ 

(7)  m

i i i y = A x + e  

 [
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)  یهاچگونه عبارت )iG x  ،( )i iF A x و( )1i iH −A x  ترتیب به

بهأ مس  د یق  ،یتنک ب  یسازنهیله  مشارکت  و    نیو  گره  هر 

م  هيهمسا مدل  را  در  کنندیآن    ی محل  ریمتغ(  8). 
ix

تخمبه  تواندمی گره    x  یبرا  ینیعنوان  نظر  -iدر  در  ام 

  ریو متغ  دهگرفته ش
1i−xه ياز همسا  یافت يدر  یمحل  نیتخم 

اباشد  iگره    یقبل   فرض شده است که  نجاي. در 
0 J=x x .

 م یکنیم  یسيازنوب ريز دیله مقأ صورت مسرا به( 8)له أ مس
 

(9) 
 ( ) ( ) ( )

1

1
, , 1

1 1             ,    

N m

i i i

J

i i i

i

i i i i i i

min G F H

subject to

−

−
  =

− −

 + +  

= =


x z u

x z u

z A x u A x

  

 

 :ازله عبارت خواهد بود أ مس نيا نيلاگرانژ تابع
 

(10) ( )

( ) ( )

( )

1

*

*
1

1 1 1

, , , , , 1,2,...,

, ,
    

, ,

i i i i i

J
i i i i i i i

i
i i i i i i

L i J

G F Re Re

H + Re Re

−

=
− − −

= =

 + + −
 
 + −
 



x z u

x z A x z

u A x u

 

 

 

  

به  مقدار نقاط  در  لاگرانژ  به  ،آن  نهیتابع  له أ مس  نهیمقدار 

 : است ريز

(11)

( )( )

( )( )

( )

( )

( )

1

1

, , ,

1 1
, 1

* *

1

* *

1

* *
,

,

,

, ,

, ,

N m m

i i i i i

m

i

N m m

i i i i

N m

i i i

i i i
z

J

i i i

i

i i i i i i i

i i i i i i i

i

min max L

max Re F

min max max Re H

G Re + Re

G Re + Re
min max

F H

−

−

  



− −
  =

−

−

 

=

 − − −
 
 

− 
 
 + +
 

+
=

− −



x z u

x u

x

z z

u u

x A x A x

x A x A x

 

 

 





 

 

 ( )1

    

J

i
i

=

 
 
  



  

 

برابر  نيا  در و  یرابطه،  به  توجه  با  را   saddle  یژگيدوم 

point  برابر از    یو  استفاده  با  را   convex conjugateسوم 

  :صورتشده به فيتعر

(12)  ( ) ( ) * ,
N

F sup Re F


= −
x

y x y x  

مس  .ميانوشته  حل  برای  الگوريتمی  تحت    (8)له  أ حال 

 دهیم. عنوان قضیه زير ارائه می

)  طهنق  :هیقض )# # #, ,i i ix     همان  saddle point   رابطه

است، اگر و فقط  (  8)  نهیهمان نقطه به   ی به عبارت  ا ي،  (11)

)اگر،  )# # #, ,i i ix   باشد:  ريز ینقطه ثابت تکرارها 
 

(13) 
 

 ( )*

1 ;
n

n n
ii i i i iF

P  + = + A x   

(14) 
 

 ( )*

1
1;

n
n n

ii i i i iH
P  +

−= + A x   

(15) 
 

 ( )( )1 * 1 * 1

1 1;n n n n

i G i i i i i i iP  + + +

+ += − +x x A A   

(16)  ( )
1

1 1
n

n n n
i i i i i
+

+ += + −x x x x  
 

آن  که ,  در  , 0i i i       و 0,1i   ی ثابت  یپارامترها  

 هستند.

)منظور ما از    در اينجا );GP  z    همانproximal mapping 

 صورت بهتعريف شده  Gتابع 
 

(17)  ( ) ( )
2

2

1
;

2N

GP Gargmin 



 
= + − 

 
x

z z x z  

 

 گرفت:  میبهره خواه رياز لم ز هیقض نياثبات ا یبرا .است

به  )به  لم نمونه  کنا مر   [34] عنوان  فرض  شود(:   میجعه 

( : ,NF → −   ااستتابع محدب    کي در  صورت    ني. 

)  داشت  میخواه )FP=x z    اگر و فقط اگر( )F +z x x  ،

 . است Fتابع  subdifferentialدهنده نشان Fکه در آن

6 

 : هیقض  اثبات

 داشت:  میخواه( 16)-(13)به  بالا اعمال لم   با

( )

( )

( ) ( )

# # # * #

# # # * #

1

# * # * # # #

1 1

i i i i i i i

i i i i i i i

i i i i i i i i i

F

H

G

 

    

  

−

+ +

+  + 

+  + 

− +  + 

A x

A x

x A A x x

  



 

 : داريم لذا

( )

( )

( ) ( )

# * #

# * #

1

* # * # #

1 1

i i i

i i i

i i i i i

F

H

G





−

+ +





− + 

A x

A x

A A x





 

  

#معادل است با آنکه  نيا که

i کنندهبیشینه 
 

 
( )

( ) ( )

# * # * # #

1

* * #
1

, ,

    

J
i i i i i i i

i
i i

G Re + Re

F H

−

=

 +
 
 − −
 


x A x A x 

   

  

#  و

i  کنندهبیشینه 

 
( )

( ) ( )

# * # # * #

1

* # *
1

, ,

    

J
i i i i i i i

i
i i

G Re + Re

F H

−

=

 +
 
 − −
 


x A x A x 

   

#  و

ix کنندهکمینه 

 
( )

( ) ( )

* # * #

1

* # * #
1

, ,

    

J
i i i i i i i

i
i i

G Re + Re

F H

−

=

 +
 
 − −
 


x A x A x 

   

اهستند ا  ندامعادلخود    جينتا   ني.  نقطه  کهنيبا 

( )# # #, ,i i ix    همانsaddle point     با  (  11)رابطه است. 

 saddleکه    شودمی  جهیدر جهت عکس نت   بالا انجام اثبات  

point    ( 16)-(13)  یهمان نقطه ثابت تکرارها(  11)رابطه  
 است.
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الگوريتم   يک  پیشنهادی  شیوه  اينکه  به  توجه  با 
به    primal–dualبازگشتی   توجه  با    [34]و    [3]است، 

ثابت  ازای  به ,پارامترهای   i i     و
i    ماتريس نرم  چه  هر 

2 2
 A

→
بهکوچک  برعکس  يا  باشد،  ازای  تر 

2 2
 A

→
ثابت    

را تضمین    بودن پارامترها، همگرايی اين الگوريتمترکوچک 
 خواهد کرد. 

چهارچوب    کيدر  (  16)-(13)  یشنهادیپ   یتکرارها
  Gو    F  ،Hمعنا که در آن توابع    نيبه ا  .اندارائه شده  جامع

مقدار    یقیو حق  وستهیمحدب، شبه پ   افته،ي میهر تابع تعم
خواه  توانندیم ادامه  در  ا  دي د  میباشند.    وه یش  نيکه 
 . اعمال کرد( 6( و ) 5(، )4)توان به یرا چگونه م یشنهادیپ 

 

شده  ع ی توز  هیپا  ب ی تعق  تمیالگور   -1-3

     دوجهته یش یافزا
بازسازبه Nتنک-sبردار    یمنظور 

x اندازه   ی هایریگاز 
 : ميریگیرا در نظر م  ريله زأ مس( 7) آن در 

 

(18) 
 

 

1

   1,2,...,

           
N i i

for all i J

minimize subject to




=
x

x A x y
  

  ان یشده ب  عيصورت توزرا به(  18)که بتوان  آن   یبرا

متغ  x  یعموم  ریمتغ  ،کرد با    یمحل  ریرا 
ix  نيگزيجا 

 : کنیممی

(19)  

11

   1,2,...,

             
N

i

i i i i i i

for all i J

minimize subject to and −




= =
x

x A x y x x

 

  دیق
1i i−=x xحق برابر  قتیدر  با    نیتخم  یشرط  گره  هر 

شبکه   یشيافزا  یبا توجه به توپولوژ   جهیو در نت  ی گره قبل

برابر گره  یهان یتخم  یشرط  برآورده    یهاتمام  را  شبکه 

 . کند یم

قالب  أ مس  نيا  یبندفرمول  یبرا در    ن یطرف(  8)له 

1i i−=x x  را در
iA داشت: میخواه .م یکنیضرب م 

 

(20) 
 

 
1

1

   1,2,...,      

        . .     

N

i

i

i i i i i i i i

for all i J minimize

s t and



−



= = =

x

x

A x y A x A x y

  

 

با  أ مس  نيا )در آن    که  ( 8)له معادل است  )
1i iG =x x    و

( )   ( ) 1

1 1

1

0      

     i

i i

i i

i i

if
H

if


−

− −

−

=
= = 

 
y

u y
u u

u y
)با بوده     )K z

مجموعه  دهنده  نشان مشخصه  و     Kتابع 

( )   ( )
0      

     i

i i

i i

i i

if
F

if


=
= = 

 
y

z y
z z

z y
 است. 

وسیلة به  تواندیم (  20)  کنندهبیشینه  ن،يبنابرا

براشوحاصل  (  16)-(13)  یتکرارها منظور    نيا  ید. 

  F  ،G*  یهاتابع  proximal mappingنخست    بايستمی

شوH*و   منحساب  که    توانید.  داد   proximalنشان 

mapping  تابعGست ازا عبارت:  
 

(21)  ( )( ) ( )( ) ( );
i iG iP S S  = =z z z  

آن    که )در  )
i

S z  اپراتور نامیده     soft thresholdingکه 

 است:  ريصورت زبه یاضابطه یدارا ،شودمی
 

(22)  ( )
( )( )sgn     

0                          
i

i iif
S

otherwise


  − 
= 


z z z
z  

 

) در اينجا )sgn /=z z z استتابع علامت   دهندهنشان . 

محاسبه  به از    F*تابع    proximal mappingمنظور 

ز به   ري رابطه  در  )که  نمونه  شده   [34]عنوان  اشاره  آن  به 

 : م يریگیاست( بهره م
 

(23)  ( ) ( )*

1; ;F F
P P   −+ =z z / z  

 

نخست    یکاف ،  لذا که    Fتابع    proximal mappingاست 

 شود: حساب

(24) 
 

( ) ( )

 
 

2

2

2

1
;

2

        

m

i

F i i

i

P argmin F

argmin

 


=

 
= + 

 

=

z

z y

z z -

z - y

 



  

 که:  شودیم جهینت( 24( و )23)از 
 

(25)  ( )* ,i i iF
P  = − y   

 : داريم H*ی مشابه برا طوربه

(26)  ( )* ,i i iH
P  = − y   

)21)  یجاگذار  از  ،)25( و   )26( در    م یخواه(  16)-(13( 

 داشت:

(27)  ( )1
n

n n
ii i i i i+ = + −A x y   

(28)  ( )1
1

n
n n

ii i i i i+
−= + −A x y   

(29)  ( )( )1 * 1 * 1

1 1i

n n n n

i i i i i i iS + + +

+ += − +x x A A   

(30)  ( )
1

1 1
n

n n n
i i i i i
+

+ += + −x x x x  
 

طرف  با *در  (  28)  نیضرب 

iA  تعر با  n*  فيو  n

i i i= A 

 داشت:  میخواه

(31)  ( )1
n

n n
ii i i i i+ = + −A x y   

(32)  ( )1 *
1

n
n n

ii i i i i i+
−= + −A A x y   

(33)  ( )( )1 * 1 1

1i

n n n n

i i i i i iS + + +

+= − +x x A    

(34)  ( )
1

1 1
n

n n n
i i i i i
+

+ += + −x x x x  
 

  يا جهته  دو  یشيشده افزاعيتوز  هيپا   بیرا تعق  تميالگور  نيا
Distributed Bi-directional Incremental Basis Pursuit 

(DBIBP)  زير   صورتبه  تميالگور  ن ياعملکرد  .  م ینامیم  

 :است
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 (: فاز پاد ساعتگرد شبکه1-)شکل

(Figure-1): Anti-clockwise Phase of the network 

 

 
 ساعتگرد شبکه(: فاز 2-)شکل

(Figure-2): Clockwise Phase of the network 

  ، استهر تکرار شامل دو فاز    یشنهادیپ   تميالگور  در

پادساعتفاز ساعت فاز  گرد. در هر تکرار نخست در  گرد و 

پادساعت شکل  فاز  مطابق  گره  هر   نیتخم  ادة د  ( 1)گرد 

قبل  وسیلةبهشده  زده تکرار  در  خود  ماقبل  يعنی گره    ی 

1

n

i−x  در تخم  افتيرا  و  1nیان یم  نیکرده 

i

+ به   هنگام را 

هر گره    ( 2)گرد مطابق شکل  . سپس در فاز ساعتکند می

1ة  شد هنگامبه   نیتخم

1

n

i

+

+    را از گره مابعد خود گرفته و با

1n  یرسانهنگامبه

i

+  ،  1بردارn

i

+x  1  نهايتدروn

i

+

x   را

م به بعد  ؛کند یهنگام  تکرار  م   یسپس  اشودیآغاز    ن ي. 

 خواهند يافت.  امههمچنان اد يیگراتکرارها تا حصول هم

 

نو  هیپا  بیتعق   تمیالگور   -2-3 از   فهآگاه 

افزاع یتوز  و  جهته  دو  یش یشده 

   یشنهادیپ

مس بهینه أ حال  شبکه   (5)سازی  له  ساختار  در  های  را 

 گیريم: سیم در نظر میبیگری حس
 

(35) 
 

 

1 2

   1,2,...,

      . .   
N i i i

for all i J

minimize s t 





x

x A x - y
  

 

به مسدوباره  اين  بیان  بهأ منظور  توزيع له  و  صورت  شده 

را با متغیر     x، متغیر عمومی  (8) چهارچوب کلیمشابه با  

محلی  
ix  قید  جای و  کرده  گذاری 

1i i−=x x    يا

1i i i i−=A x A x خواهیم داشت: ؛گنجانیم را نیز در آن می 
 

(36) 
 

 
1

12

   1,2,...,    

    . .       

N

i

i

i i i i i i i i

for all i J minimize

s t and



−



 =

x

x

A x - y A x A x

  

 

  که در آن (  9)نتیجه با  و در(  8)له معادل است با  أ اين مس

( )
1i iG =x x،( )   ( )1 1

i
i iH − −=

y
u u   و( ) ( ) ( ),i i

i iB
F


=

y
z z

اينجا    هستند. )در  )  
2

, ,m

i i i iB  =  y z z - y

ای است به شعاع  کره
i  و به مرکزيت

iy  برای توابع .G   و

H  ،ppingmaproximal     روابط )21)همان  و   )26  )

 داريم:  F. اما، در مورد هستند

(37)

( ) ( )

 
( )

2

2

2

2

2

2

1
;

2

                     

  
  

m

i i

F i i

i i

i
i i

i

P argmin F

if

= argmin
otherwise

 









 
= + 

 

 


= 
+



 

 






z

z : z - y

z z -

- y

z -
y - y

- y

  

 

  خواهیم داشت:( 23)گذاری آن در که با جای
 

(38) 
( )

( )
*

2

2

0                     

;
1      . .

i i i i

iF i i
i i

i i

if

P
o w

  

  




 


=  
−  

 

- y

- y
- y








  

 

و با (  16)-(13( در )38( و )26(، )21)گذاری  حال با جای

n*تعريف  n

i i i= A    :خواهیم داشت 

)1(

( )
( )( )

          

1
0                  

2

1

1  . .

2

nn
if ii i i i i

n
i nni i

o wii i i inn
ii i i i

 

 




−
− 

+
=

− −

−



 
 
 
 
 

+ A x y

+ A x y

+ A x y









 

(40)  ( )1 *
1

n
n n

ii i i i i i+
−= + −A A x y   

(41)  ( )( )1 * 1 1

1i

n n n n

i i i i i iS + + +

+= − +x x A    

(42)  ( )
1

1 1
n

n n n
i i i i i
+

+ += + −x x x x  
 

را   الگوريتم  نو  هيپا  بیتعقاين  از  و  عيتوز  فهآگاه  شده 

 Distributed Bi-directionalياجهته  دو  یشيافزا

Incremental Noise-aware Basis Pursuit  (DBINBP)  
 نامیم. می
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تنظ  کمینه  تمیالگور  -3-3 قابل    می مربعات 

 جهتهدو  یش یفزاا شده وع یتوز 

 : ميریگیرا در نظر م ريز یسازنهیله بهأ حال مس
 

(43) 
 

 

2

1 2

   1,2,...,

+
2N

i
i i

for all i J

minimize






x

x A x - y
  

 

0iدر آن    که  1انتخاب. با  است  میپارامتر تنظ

i i  −=   

خواهد  (  6)داده شده در    LASSOله  أ له همان مسأ مس  نيا

بود.
 

 های پیشنهادی پیچیدگی محاسباتی الگوریتم (:1-جدول)

(Table-1): The computational complexity of the proposed algorithms 
عملگر 

 شرطی
(if-else) 

𝓵𝟐اپراتور  −

𝒏𝒐𝒓𝒎  بردار  
𝒎×𝟏 

 softتعداد عملگر  

thresholding 

تعداد  

 تقسیم

تعداد  

 تفاضل 
  تعداد ضرب  تعداد جمع 

- - 1 - 2(m+N) 4mN+N-m 4mN+3N+m DBIBP 
1 1 1 1 2(m+N)+1 4mN+N-m 4mN+3N+2m+1 DBINBP 
- - 1 1 2(m+N) 4mN+N-m+1 4mN+3N+2m DBIRLS 

  شده توزيع صورت  له بهأ مس  ن يا  انیمنظور ببه  دوباره 

  ر یرا با متغ  x  یعموم  ری، متغ(8)  یو مشابه با چهارچوب کل

  یمحل
ix  ق  یگذاریجا و    د یکرده 

1i i−=x x    يا

1i i i i−=A x A x لذا، داريم ؛م یگنجانیدر آن م زیرا ن : 
 

(44) 
 

 

2

11 2

   1,2,...,

+   . .  
2N

i

i
i i i i i i i

for all i J

minimize s t


−




x

x A x - y A x - y
  

 

  که در آن (  9)با    نتیجهدرو  (  8)له معادل است با  أ مس  نيا

( )
1i iG =x x،( )   ( )1 1

i
i iH − −=

y
u u    و( )

2

22

i
i i iF


=z z - y

همان   H  ،proximal mappingو    Gتوابع    یبرا  هستند.

 : ميدار Fدر مورد تابع   ،اما  ؛است( 26( و )21)روابط 
 

(45) 

 
( ) ( )

2

2

2 2

2 2

1
;

2

1
  

2 2

m

m

F i i

i i
i

P argmin F

= argmin

 







 
= + 

 

 
+ 

 

 



z

z

z z -

z - y z -

  

 

به    یریگمشتق  با مساو  zنسبت  قرار  یو  آن صفر  دادن 

 :داريم

(46)  1

1 1

i i
i

i i i i

 

   
= +

+ +
z y  

 

 :داشت میخواه ( 45( در )46)ی گذاریجا از
 

(47)  ( )
1

;
1 1

i i
F i i

i i i i

P
 


   

= +
+ +

 y  

 

 نتیجه خواهد داد: ( 23( در )47) یگذاریجا
 

(48)  ( ) ( )* ; i
i i iF

i i

P


 
 

= −
+

  y  

 

-(13( در )48)  و (  26(، )21)ی  گذاریبا جا  حال

n*  فيبا تعر (16) n

i i i= A    :خواهیم داشت 
 

(49)  ( )( )1 nn ni
ii i i i i

i i




 

+
= −

+
+  A x y  

(50)  ( )1 *
1

n
n n

ii i i i i i+
−= + −A A x y   

(51)  ( )( )1 * 1 1

1i

n n n n

i i i i i iS + + +

+= − +x x A    

(52)  ( )
1

1 1
n

n n n
i i i i i
+

+ += + −x x x x  
 

تنظ  کمینه  را  تميالگور  نيا قابل    م یمربعات 

افزاشده  توزيع  -Distributed Bi  يا   جهته دو  یشيو 

directional Incremental Regularized Least Squares  

(DBIRLS)  مینامیم . 

پیچیدگی به مقايسه،  محاسباتی  منظور  های 

جدول  الگوريتم  در  پیشنهادی  شده    (1)های  داده  نشان 

همان میطور است.  ملاحضه  الگوريتم که  سه  هر  شود 

عمل  طورتقريبیبه تعداد  جز  به  دارند،  نیاز  يکسانی  گر 

الگوريتم  اين عمل  DBINBPکه  اضافیبه  و  گرهای  نرم  تر 

 شرطی نیز نیاز دارد. 

 

 سازینتایج شبیه -4
شبیه  از  حاصل  نتايج  بخش  اين  الگوريتم  سازی در  های 

می ارائه  شبکهپیشنهادی  منظور،  اين  برای  با  شود.  ای 

20J است. همچنین در نظر گرفته شده    گریحسگره    =

به 512Nصورت  پارامترها  =  ،128m =  ،10s =  ،1i =  ،

0.058i =  ،/ 3i i =  ،9.2i 50iو  = انتخاب   =

الگوريتم  شده برای  بر    D-LASSOاند.  پارامترها  مقدار 

نويسندگان ] انتخاب شده33اساس توصیه  اند که  [ طوری 

گیری در بهترين نتیجه حاصل شود. تمام نتايج با متوسط

از هم حاصل شده  يکصدطول   هر  اند. در  آزمايش مستقل 
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ماتريس   آزمايش، 

iA    توزيع براساس  1نخست 
0,N

m

 
 
 

   

ستون سپس  و  شده  شدهايجاد  نرمالیزه  آن  اند.  های 

تنک به بردار  ساپورت  به  xعلاوه،  آزمايش  هر  طور  در 

های  تصادفی و با توزيع يکنواخت انتخاب شده است. مولفه

استاندارد    xغیر صفر   از توزيع گوسی  از هم  نیز مستقل 

اند. همچنین در هر آزمايش و برای هر گرهی،  انتخاب شده

 صورت سفید گوسی فرض شده است. نويز به

الگبه ارزيابی  خطای  وريتممنظور  متوسط  از  ها 

ايم. در اين  استفاده کرده میانگین مربعات نرمالیزه شده کل 

از    Xرابطه  گرفتن  بار کنار هم قرار  Jماتريسی است که 

که به دنبال تخمین آن هستیم ايجاد شده    xبردار تنک  

است  X#و   بردار    ماتريسی  شامل  آن  ستون  هر  که 

گرهشده  زدهتخمین  همچنین  توسط  است.  شبکه  های 

F
X   ماتريس فربنیوس  نرم  به  Xهمان  که  صورت  است 

   شود:زير تعريف می

(53) 
 

2
#

2

F

F

X X
TAN MSE E

X

 − 
− =  

  

  

آن   در  )که  )tr B  درايه مجموع  اصلی  بر  قطر  روی  های 

 دلالت دارد.    Bماتريس  
 

(54)  ( )T

F
X tr XX=  

 

نتايج  به  ( 5و    4،  3)های  شکل ترتیب 

الگوريتمسازی شبیه  پیشنهادی  های  ،  DBIBPهای 

DBINBP    وDBIRLS    برای 30SNRرا  dB=  نشان

 دهند.  می

 کل بر حسب تعداد تکرارها برای MSE: (3-شکل)

 DBI-BPالگوریتم  

(Figure-3): MSE (in dB) versus number of iterations for 

DBI-BP algorithm 

 

 
کل بر حسب تعداد تکرارها برای الگوریتم  MSE (:4-شکل)

DBI-NBP 
(Figure-4): MSE (in dB) versus number of iterations for 

DBI-NBP algorithm 

 

 
 کل بر حسب تعداد تکرارها برای MSE (:5-شکل)

 DBI-RLSالگوریتم  

(Figure-5): MSE (in dB) versus number of iterations for 

DBI-RLS algorithm 

 

های پیشنهادی  شود روشطور که مشاهده میهمان

ها که در آن فرض شده  در مقايسه با فرم غیرمشارکتی آن

گره مشارکت  بدون  و  تنهايی  به  گره  شبکه هر  ديگر  های 

کند، دارای عملکرد به الگوريتم بازسازی مربوطه را اجرا می

 مراتب بهتری است. 

الگوريتم  ( 6)شکل   خطای  پیشنهادمتوسط  ی  های 

کند. هر چند  مقايسه می  D-LASSOرا با هم و با الگوريتم  

های پیشنهادی نسبت به الگوريتم D-LASSOکه الگوريتم 

گرايی بهتری است اما، خطای حالت دائم  دارای سرعت هم

از  الگوريتم  بهتر  مراتب  به  پیشنهادی   D-LASSOهای 

که در آن خطای حالت دائم    ( 7)له در شکل  أ است. اين مس

بهالگوريتماين   شده  SNRازای  ها  محاسبه  متفاوت  های 

می  وضوحبه الگوريتم ملاحظه  مزيت،  اين  کنار  در  شود. 

الگوريتم   همانند  محاسبه    D-LASSOپیشنهادی  نیازمند 

 ماتريس وارون در هر گره نیست.
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کل بر حسب تعداد تکرارها برای  MSE (:6-شکل)

 های مختلف الگوریتم

(Figure-6): MSE (in dB) versus number of iterations for 

different algorithms 

 

 
 های مختلف برای الگوریتم SNRکل بر حسب  MSE(: 7-شکل)

(Figure-7): MSE (in dB) versus SNR (in dB) for different 

algorithms 

 

 نتیجه  -5
ا مس  نيدر  بازسازأ مقاله،  در    یهاگنالیس  یله  تنک 

قرار    میسیب   گریحس  ی هاشبکه  توجه  بر  گرفتمورد   .

نخست    نیهم با    عيتوز  تميالگور  کياساس،  که  شده 

گره تمام  م  ی هامشارکت  اجرا  از   ،دشویشبکه  استفاده  با 

ارائه    بيضرا  یسازنه یبه مس  ؛شدلاگرانژ  سه  له أ سپس 

هم  یسازنه یبه از  استفاده  با  حل    نیمختلف  چهارچوب 

الگورش سه  و  شدمتفاوت    تميده  نتاحاصل    ج ي. 

الگور  ها سازی شبیه  که  دادند  در   یشنهادیپ   یهاتم ينشان 

الگور  سهيمقا   یخطا  یدارا  D-LASSOمعروف    تميبا 

بهتر دائم  طرف  بوده  یحالت  از    D-LASSOهمانند    یو 

  گر ي. از دستندیوارون در هر گره ن  سيماتر  بهمحاس  ازمندین

  با   هر گره در هر تکرار فقط  یشنهادیپ   یهاتميسو در الگور

به مبادله د  هيدو همسا و حال آنکه در    پردازدیم   ادهخود 

D-LASSO  همسا تمام  با  گره  مبادله    گانيهر    . داردخود 

الگور  نيبرا   ی هاشبکه   یبرا  یشنهادیپ   تمياساس، 

محدود  میسیب  گریحس با  هستند  روبه   یانرژ  تي که  رو 

 است.تر مناسب
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آذرنیا در    قنبر  را  خود  تحصیلات 

مقطع کارشناسی و کارشناسی ارشد در  

سیستم   مخابرات  برق  مهندسی  رشته 

رساند؛   پايان  به  تبريز   دانشگاه  در 

به برتر  سپس  آموخته  دانش  عنوان 

خود رشته    را  تحصیلات  تخصصی  دکترای  مقطع  در 

  1396مهندسی برق مخابرات سیستم ادامه داده و در سال 

د درجه  کسب  به  تبريز  موفق  دانشگاه  از  تخصصی  کترای 

استاد  شانياد.  ش اکنون  و  دانشکده    اريهم    ی مهندسفنی 

مورد زمینه هستند.    ارومیهدانشگاه    خوی پژوهشی  های 

  هایشبکهشده در  اند از: پردازش توزيععلاقه ايشان عبارت

پردازش  بی  گریحس کانال،  تخمین    هایسیگنالسیم، 

 فیلتر وفقی و تبديل موجک.گری فشرده،  پزشکی، حس

 نشانی رايانامه ايشان عبارت است از:
g.azarnia@urmia.ac.ir 

 

طینتی خود  محمدعلی   را   تحصیلات 

در مقطع کارشناسی و کارشناسی ارشد  

در   مخابرات  برق  مهندسی  رشته  در 

امريکا ايسترن  نورت  و    دانشگاه 

خود دکترای   را  تحصیلات  مقطع  در 

به اتمام رساند. ايشان    آدلايد استرالیاتخصصی در دانشگاه  

اکنون استاد دانشکده مهندسی برق و کامپیوتر دانشگاه  هم

  ی هاگنالیپردازش سيشان  تبريز هستند و تخصص اصلی ا

 ی است.مخابرات پزشکی و  ،یريتصو ،یصوت

 نشانی رايانامه ايشان عبارت است از:
tinati@tabrizu.ac.ir 

 

خود  تحصیلات  رضايی   يوسفی  توحید 

ارشد و  کارشناسی  در مقطع کارشناسی،  

به  تبريز  را در دانشگاه  دکترای تخصصی 

استاديار   اکنون  هم  ايشان  رساند.  اتمام 

کامپیوتر  و  برق  مهندسی  دانشکده 

زمینه  هستند.  تبريز  علاقه  دانشگاه  مورد  پژوهشی  های 

آماری،   سیگنال  پردازش  از:  عبارتند  گری  حسايشان 

پردازش   آماری،  يادگیری  و  الگو  بازشناسی  فشرده، 

کامپیوتر، فیلتر  -بیولوژيکی، رابط کاربری مغز  هایسیگنال

 .گری زيستیهای حسوفقی و شبکه
 نشانی رايانامه ايشان عبارت است از:

yousefi@tabrizu.ac.ir 
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