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Abstract

In the real world, we face some complex and important problems that should be optimized, most of the
real-world problems are dynamic. Solving dynamic optimization problems are very difficult due to
possible changes in the location of the optimal solution. In dynamic environments, we are faced
challenges when the environment changes. To respond to these changes in the environment, any change
can be considered as the input of a new optimization problem that should be solved from the beginning,
which is not suitable because it is time consuming. One technique for improving optimization and
learning in dynamic environments is by using information from the past. By using solutions from
previous environments, it is often easier to find promising solutions in a new environment. A common
way to maintain and exploit information from the past is the use of memory, where solutions are stored
periodically and can be retrieved and refined at the time that the environment changes. Memory can
help search respond quickly and efficiently to change in a dynamic problem. Given that a memory has a
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finite size, if one wishes to store new information in the memory, one of the existing entries must be
discarded. The mechanism used to decide whether the candidate entry should be included in the
memory or not, and if so, which of the old entries should be replaced it, is called the replacement
strategy. This paper explores ways to improve memory for optimization and learning in dynamic
environments. In this paper, a memory with clustering and new replacement strategy for storing and
restoring memory solutions has been used to enhance memory performance. The evolutionary
algorithms that have been presented so far have the problem of rebuilding populations when multiple
populations converge to an optimum. For this reason, we proposed algorithm with exclution mechanism
that have the ability to explore the environment (Exploration) and extraction (Explitation). Thus, an
optimization algorithm is required to solve the problems in dynamic environments well. In this paper, a
novel collective optimization algorithm, namely the Clustering and Memory-based Parent-Child Swarm
Algorithm (CMPCS), is presented. This method relies on both individual and group behavior. The
proposed CMPCS method has been tested on the moving peaks benchmark (MPB). The MPB is a good
Benchmark to evaluate the efficiency of the optimization algorithms in dynamic environments. The
experimental results on the MPB reveal the appropriate efficiency of the proposed CMPCS method
compared to the other state-of-the-art methods in solving the dynamic optimization problems.

Keywords: Dynamic Optimization, Dynamic Environments, Memory, Moving Peaks Benchmark.
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Basic operations of the evolutionary algorithm

init(POP) initialize the Population
eval(POP)
WHILE (termination criteria not fulfilled)
POP = POP U Memory
Spop = select(POP)
S’ pop = crossover(Sppp)
S" pop = mutation(S'pop)
Pop = S"pop  update population
eval(POP) evaluate individuals in the
population

ST v oS sy wlidoe (V- JSCi)

(Figure-1): Basic operations of the evolutionary algorithm
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(Figure-2): Convergence of the CMPCS algorithm
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Basic operations of the CMPCS algorithm

POP, = rand(|POP|,D)
gs = lch] \\Group size, gs, should be a positive integer

|POP|-|ch|
F(PoR,)

For j =1to (|POP| — |ch|)
Best_ind =

Swap(P01)j+|ch|,:'POPBest_ind,:)
Vi €{1,..,|ch|}:ch;, = POP;,
Vi € {|ch| + 1, ...,|POP|}: Hi_jcn), = POP;,
Vi € {1,...,IM|}: M; = CreateRecord(POP;y cn).) &&EXP; = 0
Vi € {1,2,..,|POP| — |ch|}: B; = 0&&Counter; = 0&&Trial;

=0
Fori=1tol
For j=1to (|[POP| — |ch|)
if (ChangeFlag)
Worst_ind = min F(POPr_:)
r={|ch|+1,..,|POP|}

W = POPWorst,ind,:
Iz, =Index of the most similar memory record to W,
POPWorst,ind,: = Retrieve(MIFM)
if (F(W) = F(POPWorst,ind,:))

POPWorst,ind,: =W

EXP,,, = EXPy, +1

if (EXP,,, > 6;)

Best_ind =

EXP,, =0
MIFM = SaUE(MIFM. POPBest_ind.:)

r=(|ch|rllf.)f,|pop|) F(POP”)
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etseif (F(H;) < F(POPyorst ina) )
EXP,,, =0
Hj,: = P0Pj+|ch|,:
ChangeFlag = 0
Trial; = 0; B; = 0; Counter; = 0;
Continue;
if(Counterj > Hﬁ)
Counter; = 0
ﬁj =1
Continue;
if (Trial; > 6;) \\ 6, is a threshold
Trial]- =0; ﬁj =0; Counterj =0;
Ien= POPyycny,
My = Save(MIFM'POPJ'HCh\.:)
Restart POPj, o). and Vq € {(j — 1) x gs +
1,...,min(j X gs, |ch|)}:POPq,,;
Continue;
Vge{(j—1)x gs+1,..,min( X gs, |ch|)}:Fq_: =
POP,, — POP,y

min(jxgs,|ch|) |2
b= Eq:((j—l)xgﬁl)lr‘?“

\\ 4 is a threshold

gs
if(v < 0,&&B;) \\6, is athreshold
\\ Save the best position and wander
Ipn= POPj,:
M,,, = Save(M,,,,,POP;.)
vre{(j—1)xgs+1,..,min(j X gs, [ch])}:
RandVy
POP,, = POPigyjsy, + e
VisualCH&&RandV, = rand(1,D)
elseif(v < 6,&&! ﬁj)
\\child becomes near to the hen & near to the best & far from the
worst and also have some freedom
Forp = (j—1) x gs+1to min(j x gs, |ch|)
RandV = rand(1,D)
POP,, =
(chp,~W)r1+(POP 4 cpy,—Chp, )12 +(Hj,—chp . )r3+RandV
|(chp,~W.)r1+(POPj 4 ch);—Chp, )12 +(Hj,~chp ) rs+RandV |

X VisualCH +

chy,
elseif (B;)
\\ child becomes near to the hen & near to the best
Forp = (j—1) x gs+1to min(j x gs, |ch|)
POP,, = LOPsens=chp ot Hy=chy Jrs vy gy 4
P |(POP 4 ich),—chp)r2+(Hj:—chp,)Ts|
chy,
else

Forp=(j—1) x gs+1to min(j X gs, |ch|)
POP,, = ch,:
= (Chp.: - W)rl + (POPJ'HCM.: - Chp,:)rZ + (H/l: — Chl"=)r3
|(Chp.: - W)rl + (POPJ'HCM.: - Chp,:)rZ + (H/l: - Chl"=)r3|
X VisualCH + ch,,,

check if a chiken is outside of VisualH; if so,return it

Best_ind = max F(Pop,,)
r={(j—1)xgs+1,..min(jxgs,|ch|)} "

X, = POPBest_ind,:

if (F(x) > F(POP ;)
P0P|Ch\+j,: =X,
Trial; = 0; B; = 0; Counter; = 0;

if (F(H;) < F(POPy..))

H;. = POPjyen;
else
if (B))
Trial; = Trial; + 1;
else

Counterj = Counterj +1;
Forp=(j—1) x gs+ 1to min(j X gs, |ch|)
ch,. = POB,,

CMPCS (solpsuiny o 981 S Al (Y- JSCl)
(Figure-3): The pseudo-code of the CMPCS algorithm
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(Figure-4): The diagram of the offline error and the current
error of the proposed algorithm in a dynamic environment
with 10 peaks and frequency=100
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(Table-2): Standard Setting for moving peaks benchmark
bl Sl
number of peaks(P) 10
Change Frequency (f) 5000
Height severity(h,,) 7.0
Width severity (wq,,) 1.0
Peak shape (Psh) Con
Basic function No
Shift length S, 1.0
Number of dimensions (D) 5
Correlation coefficient (1) 0
D, [100 ,01
Ry [30.0,70.0]
w, [1,12]
I 50.0
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(Table-3): Standard Setting for the proposed algorithm

Ay Jlade
VisualH 5
VisualCH 1
|M| 10
|POP| 100
G 5
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Table-4): A comparison between the offline error and the standard error of the proposed method with other methods for f = 500

Slasy Multi
" | cMPCS | AmQsO | DPSABC | FTMPSO | swarm | CElMIar | pysq | MQSOI0
Wals PSO PSO (5+50q)
1 3.25#0.25 | 3.02+0.32 | 2.77+0.00 | 1.76+0.09 | 5.46+0.30 | 13.4+0.74 | 5.58+0.19 | 33.67+0.34
5 2.54+0.27 | 5.77£0.56 - 2.93£0.18 | 5.48+0.19 | 9.63+0.49 | 9.45x0.4 11.91+0.7
10 [3.34+0.42 | 5.37+0.42 | 3.42+0.00 | 3.91+0.19 | 5.95+0.19 | 9.42+0.21 | 8.26+0.3 9.62+0.32
20 |3.11+0.15 | 6.82+0.34 | 3.12+0.00 | 4.83+0.19 | 6.45+0.16 | 8.84+0.28 | 17.34+0.3 9.07+0.25
30 |3.35+0.18 | 7.10+0.39 | 3.69+0.00 | 5.05+0.21 | 6.60+0.14 | 8.81+0.24 | 16.39+0.4 8.80+0.21
40 |3.08+0.19 | 7.57+0.32 - - 6.85+0.13 | 8394+0.24 | 15.34+0.4 8.55+0.21
50 |3.09+0.24 | 7.55+0.32 | 3.22+0.00 | 4.98+0.15 | 7.04+0.10 | 8.62+0.23 | 5.54+0.2 8.72+0.20
100 | 3.10+018 | 7.34+0.31 | 3.01+0.00 | 5.31+0.11 | 7.39+0.13 | 8.54+0.21 | 2.87+0.6 8.54+0.16
200 |3.05+0.16 | 7.48+0.19 | 3.16+0.00 | 5.52+0.21 | 7.52+0.12 | 8.28+0.18 | 11.52+0.6 8.19+0.17
Vorr W53 (5l oleition (09 O)lilinwl g (o (49 » las dmslio :(B-Jgu)
(Table-5): A comparison between the offline error and the standard error of the proposed method
with other methods for f = 1000
shass Multi | olar MQS010
.| CMPCS AmQSO | DPSABC | FTMPSO| Swarm FMSO
Lals PSO PSO (5+5q)
1 2.50+0.24 | 2.33+0.31 | 1.68+0.00 |0.89+0.05 | 2.90+0.18 | 6.77+0.38 4.42+0.4 18.6+0.16
5 2.37+0.26 | 2.90+0.32 - 1.70+0.10 | 3.35+0.18 5.30+0.32 10.59+0.2 6.56+0.38
10 2.12+0.15 4.56+0.40 | 3.23+.0.00 |2.36+0.09 | 3.94+0.08 5.15+0.13 10.40+0.1 5.71+0.22
20 2.10+0.14 | 5.36+0.47 | 3.40%0.00 |3.01+0.12 | 4.33+0.12 5.23+0.18 10.33+0.1 5.85+0.15
30 2.05+0.21 | 5.20+0.38 | 3.28+0.00 |3.06+0.10 | 4.41+0.11 5.33+0.16 10.06+0.1 5.81+0.15
40 1.77+0.26 - - - 4.52+0.09 5.61+0.16 9.85+0.11 5.70£0.14
50 1.46+0.17 | 6.06+0.14 | 2.67+0.00 |3.29+0.10 | 4.57+0.08 5.55+0.14 9.54+0.11 5.87+0.13
100 1.17+0.19 | 4.77+0.45 | 3.08+0.00 |3.63+0.09 | 4.77+0.08 5.57+0.12 8.77+0.09 5.83+0.13
200 1.06+0.14 | 5.75+0.26 | 3.01+0.00 |3.74+0.09 | 4.76x0.07 5.50£0.12 8.06+0.07 5.54+0.11
Beer i858 gl (soleiiion gy O lailiwl g (s (39 2 glas dumslio :(F-Jgu)
(Table-6): A comparison between the offline error and the standard error of the proposed method
with other methods for f = 5000
shass Multi = s oytar MQS010
. | CMPCS | AmQSO DPSABC | FTMPSO Swarm FMSO
Lals PSO PSO (5+5q)
1 1.08+0.14 2.62+0.10 2.25+0.00 0.18+0.01 0.56+0.04 2.55+0.12 3.44+0.11 3.82+0.35
5 0.76+0.19 1.01+0.09 - 0.47+0.05 1.06+0.06 1.68+0.11 2.94+0.07 1.90+.0.8
10 0.65+.10 1.51+0.1 2.13+0.00 0.67+£0.04 1.51+0.04 1.78+0.05 3.11+0.06 | 1.91+.0.08
0.61+0.23 2.00+0.15 2.07+0.00 0.93+0.04 1.89+0.04 2.61+0.07 3.36+0.06 2.56+0.10
0.55+0.15 2.19+0.17 1.88+0.00 1.14+0.04 2.03+0.06 2.93+0.08 3.28+0.05 2.68+0.10
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40 0.51+0.25 - - - 2.04+0.06 3.14+0.08 3.26+0.04 2.65+0.08
50 0.46+0.08 2.43+0.13 1.91+0.00 1.32+0.04 2.08+0.02 3.26+0.08 3.22+0.05 2.63+0.08
100 0.35%0.15 2.68+0.12 1.89+0.00 1.61+0.03 2.14+0.02 3.41+0.07 3.06+£0.04 2.52+0.06
200 0.31+0.15 2.62+0.10 1.87+0.00 1.67+0.03 2.11+0.03 3.40%0.06 2.84+0.03 2.36%0.05
Verre il 18 (gl ol 95 9liliwl 9 (ad (g9 0 las duunlio (V- Jgu)
(Table-7): A comparison between the offline error and the standard error of the proposed method
with other methods for f = 10000
sl Multi | onlar mQS010
. | CMPCS | AmQSO | DPSABC | FTMPSO | Swarm FMSO
wals PSO PSO (5+5q)
1 0.17+0.14 | 0.19+0.02 | 2.67+0.00 | 0.09+0.00 | 0.27+0.02 | 1.53+0.12 | 1.90+0.06 | 1.90+0.18
5 0.12+0.13 | 0.45+0.04 - 0.31+0.04 | 0.70+0.10 | 0.92+0.10 | 1.75+0.06 | 1.03+0.06
10 0.0940.12 | 0.76+0.06 | 9.01+0.01 | 0.43+0.03 | 0.97+0.04 | 1.19+0.07 | 1.91+0.04 | 1.100.07
20 0.09+0.01 | 1.28+0.12 | 6.60+0.01 | 0.56+0.01 | 1.34+0.08 | 2.20+0.10 | 2.16+0.04 | 1.84+0.08
30 0.0540.12 | 1.78+0.09 | 7.70+0.01 | 0.69+0.09 | 1.43+0.05 | 2.60+0.13 | 2.18+0.04 | 2.00+0.09
40 0.04+0.15 - - - 1.47+0.06 | 2.73+£0.11 | 2.21+0.03 | 1.99+0.07
50 0.07+0.24 | 1.55+0.08 | 8.10+0.01 | 0.86+0.02 | 1.47+0.04 | 2.84+0.12 | 2.60+0.08 | 1.99+0.07
100 | 0.08+0.27 | 1.89+0.14 | 8.34+0.01 | 1.08+0.01 | 1.50+0.03 | 2.9340.09 | 2.20+0.03 | 1.85+0.05
40 —
==+ Current Error for memoryless
35 =&~ Offline Error for memoryless
-#-— Current Error for memory-enriched
30~ = = Offline Error for memory-enriched
25-
20
15
5
10
o5
S

2 1.80 (0.19)
5 1.09 (0.28)
10 1.29 (0.24)
20 1.71(0.12)
30 2.76 (0.28)
50 2.67 (0.22)
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Offline_err + Std_err

Initial Visual Parent (VisualH)

1 2.75 (0.15)
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