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 چکیده 
روش  مختلفتاکنون  ارانهیبهبرای    یهای  و  یسازی  است  شده  معروف  یکیه  بهروش  نیتراز  الگورنهیهای    یجمع هوش  هایتمیسازی، 

  در   مسائل  حل  برای  سازیبهینه   الگوریتم  بنابراین،   ؛دارند  پویا  طبیعت  واقعی  دنیای  در  اخیر  سازیبهینه  مسائل  از  بسیاری  .هستند

الگوراست  نیاز  مورد  پویا  هایمحیط والددست  تمی.  بر  -ۀ  مبتنی  و خوشهفرزند  الگورهگون  ، ( CMPCS)  بندیحافظه  از  هوش  یهاتمیای 

شده    یجمع برگرفته  مقاله  که    ، است  عتیطب   ازو  این  است.یارادر  شده  است،   ه  وابسته  گروهی  و  فردی  رفتار  به  روش  این   این  در 

با خوشه از یک حافظه  کارآیی  افزایش  برای  است.  بندیالگوریتم  استفاده شده  دافعه    محک   روی  بر  شده  پیشنهاد  CMPCS  روش و 

  پویا   هایمحیط  در  سازیبهینه  هایالگوریتم  کارایی  ارزیابی  برای  محک خوب  یک  MPBاست.    شده  آزمایش(  MPB)متحرک    هایقله

  مسائل  حل  دیگر  هایروش  به  نسبت  تریمناسب  کارایی  CMPCS  پیشنهادی  روش  که  دهدمی  نشان  MPB  در  تجربی  نتایج  .است

 .دارد پویاسازی بهینه

 

 .های متحرکهای پویا، حافظه، محک قلهسازی پویا، محیطکلیدی: بهینهگانواژ
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Abstract 
In the real world, we face some complex and important problems that should be optimized, most of the 

real-world problems are dynamic. Solving dynamic optimization problems are very difficult due to 

possible changes in the location of the optimal solution. In dynamic environments, we are faced 

challenges when the environment changes. To respond to these changes in the environment, any change 

can be considered as the input of a new optimization problem that should be solved from the beginning, 

which is not suitable because it is time consuming. One technique for improving optimization and 

learning in dynamic environments is by using information from the past. By using solutions from 

previous environments, it is often easier to find promising solutions in a new environment. A common 

way to maintain and exploit information from the past is the use of memory, where solutions are stored 

periodically and can be retrieved and refined at the time that the environment changes. Memory can 

help search respond quickly and efficiently to change in a dynamic problem. Given that a memory has a 
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finite size, if one wishes to store new information in the memory, one of the existing entries must be 

discarded. The mechanism used to decide whether the candidate entry should be included in the 

memory or not, and if so, which of the old entries should be replaced it, is called the replacement 

strategy. This paper explores ways to improve memory for optimization and learning in dynamic 

environments. In this paper, a memory with clustering and  new replacement strategy for storing and 

restoring memory solutions has been used to enhance memory performance. The evolutionary 

algorithms that have been presented so far have the problem of rebuilding populations when multiple 

populations converge to an optimum. For this reason, we proposed algorithm with exclution mechanism 

that have the ability to explore the environment (Exploration) and extraction (Explitation). Thus, an 

optimization algorithm is required to solve the problems in dynamic environments well. In this paper, a 

novel collective optimization algorithm, namely the Clustering and Memory-based Parent-Child Swarm 

Algorithm (CMPCS), is presented. This method relies on both individual and group behavior. The 

proposed CMPCS method has been tested on the moving peaks benchmark (MPB). The MPB is a good 

Benchmark to evaluate the efficiency of the optimization algorithms in dynamic environments. The 

experimental results on the MPB reveal the appropriate efficiency of the proposed CMPCS method 

compared to the other state-of-the-art methods in solving the dynamic optimization problems. 

 

Keywords: Dynamic Optimization, Dynamic Environments, Memory, Moving Peaks Benchmark. 

 

 مقدمه و پیشینه -1
واقعی   دنیای  و مهمی    طورمعمولبهدر  پیچیده  با مسائلی 

میروبه که  هستیم  بهرو  شوند.  بهینه  کلی،  بايست  طور 

بهینه میمسائل  تقسیم  اساسی  گروه  دو  به  شوند:  سازی 

بهینه بهینه مسائل  مسائل  و  ايستا  در  سازی  پويا.  سازی 

بهینه بهینه مسمسائل  ايستا،  و  أ سازی  بوده  ثابت  تغییر  له 

له در طول زمان تغییر أ در مسائل پويا، بهینه مس  .کندنمی

بهمی کار  کند،  الگوريتم  برای  بهینه  رديابی  که  طوری 

می باعث  اين  و  بود  خواهد  مسائل  شوددشواری  اين   ،

بر يافتن  سازی باشند، که علاوههای بهینهنیازمند الگوريتم

د. همچنین در  کنل  های متغیر را دنبابهینه، بتوانند بهینه

روبهمحیط اساسی  چالش  سه  با  پويا  هستیم:  های  برو 

محیط    نخستین تغییرات  زمان  شناسايی  ،  استچالش، 

بهکه  طوری به بتواند  اين  الگوريتم  به  مناسبی  پاسخ  موقع 

به زمان  کمترين  در  و  دهد  نشان  خود  از  سمت  تغییرات 

منسوخ  حافظه  چالش،  دومین  شود.  هدايت  ده  شبهینه 

زيرا با تغییر محیط بهترين تجربه شخصی يک است؛  ذرات  

و ديگر    ذره  است  ممکن  گروه،  يک  تجربه جمعی  بهترين 

از   1دادن تنوعدستمعتبر و صحیح نباشد. سومین چالش، 

متنوع   است؛ همزيرا  گروه  يک  يافتن  گراسازی  برای  شده 

هم سپس  و  متحرک  نظر  بهینه  مورد  بهینه  به  آن  گرايی 

بنابراين هرگاه    ؛دهد کارايی الگوريتم را کاهش می  شدتبه

مس يک  محدوديت  يا  نمونه  هدف،  در  تغییر  له  أ يک 

استبهینه  ممکن  دهد،  رخ  مس  ،سازی  آن  تغییر  أ بهینه  له 

شدن با اين پويايی و واکنش به تغییرات روبهکند. برای رو

می هرمحیط،  به تغیی  توان  را  له  أ مس يک ورودی  عنوان ر 
 

1 Diversity 

 حل ابتدا از بايستمی در نظر گرفت، که سازی جديدبهینه 

بر است. يک راه  و زمان  یستشود، که اين روش مناسب ن

استفاده از پس سازیبهینه  برای ديگر محیط،   از  تغییرات 

  در  پیشروی برای قبلی جستجوی به فضای مربوط اطلاعات

از حافظه،    است؛ تغییر از پس جستجو استفاده  با  بنابراين 

شوند  ای ذخیره میصورت دورهله بهأ های فضای مسحل راه

بازيابی می دوباره  تغییر محیط،  يا  نیاز  شوند،  و در صورت 

مسائل  سريع  جستجوی  به  فراوانی  کمک  روش  اين  که 

میبهینه  بهینهسازی  در  همچنین  مسائل  کند.  سازی 

سازی دقیق غیرممکن  های بهینه تفاده از روشپیچیده، اس

است.   کارايی  فاقد  بهینهو  مسائل  حل  به   سازیدر  نیاز 

  نهايت درصورت هوشمندانه عمل کند و  ه بروشی است که  

بهینهبه   روشبرسد  جواب  از  منظور  اين  برای  های  ، 

به   نزديک  پاسخ  يک  به  رسیدن  برای  تصادفی  جستجوی 

 . [2 ,1] شودبهینه استفاده می

روش میان  تصادفی،  در  جستجوی  های 
جايگاه  الگوريتم  دارای  طبیعت  از  برگرفته  تکاملی  های 

الگوريتمهستندای  ويژه تاکنون  برای .  مختلفی  های 
نکاتی    سازیبهینه  به  مقاله  اين  در  اما  است،  شده  ارايه 

باعث  پردازيممی که  بهینهش،  الگوريتم  يک  سازی د 
 یم.  کن جديد ارايه ابتکاریفرا
سازی بايستی بتواند با کمترين خطا  های بهینهالگوريتم  .1

گرا شوند و بهینه محلی و سراسری به سمت بهینه هم
 اجرا برقرار نمايند.را دنبال کنند و تنوع را در تمام 

و    .2 حافظه  از  )عمل    سازوکاراستفاده  حافظه  جايگزينی 
راه بازيابی  و  میحلذخیره  حافظه(،  در  باعث  ها  تواند 

 د. شوسازی های بهینهافزايش کارايی الگوريتم
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محیط  .3 به  در  نیاز  دارد،  وجود  بهینه  چندين  که  هايی 

و چندين    الگوريتمی است که بتواند چند جمعیتی باشد 

 د. کنبهینه را دنبال 

از    .4 هم  کاروساز استفاده  زمان  در  چند گراانحصار  شدن 

و   کمتر  برازش  با  دسته  )حذف  بهینه  يک  به  دسته 

 دهد. اندازی مجدد آن( کارايی الگوريتم را کاهش میراه

بهینه الگوريتم  يک  مقاله  اين  در  سازی بنابراين 

والدچند دسته  اساس  بر  که  فرز-جمعیتی  شده،  ارايه  ند 

ها يکديگر را طوری که دسته به  است؛دافعه    سازوکاردارای  

می راه دفع  از  جلوگیری  باعث  اين  و    دوباره اندازی  کنند 

برای    شود؛می حافظه  از  الگوريتم،  اين  در  همچنین 

و   استفاده شده  قبلی  فضای جستجوی  اطلاعات  نگهداری 

  سازوکار از يک  جهت افزايش کارايی حافظه و حفظ تنوع،  

مقاله   اين  در  است.  شده  گرفته  بهره  جديد  جايگزينی 

آزمايش قلهها جهت  از محک  استفاده شده  ،  متحرک  های 

و   قله  هاشيآزما  جينتااست  محک  روی  متحرک بر    های 

م که  ینشان  مسائل    شنهادییپ الگوريتم  دهد  حل  در 

کارا  پويا  سازیبهینه  قبول  يیدارای  طوری بهاست؛  ی  قابل 

تنوع   دلیل بهشود و  گرا میهم  تر به سمت بهینهکه سريع

قرار بهینه  تربیش  طورتقريبیبهزياد،   پوشش  مورد  ها 

الگوريتمگیرندمی سرعت  افزايش  باعث  دافعه  وجود  و   ،  

روش شودمی از  برخی  به  ادامه  در  بهینه.  سازی ها 

میشدهانجام پرداخته  در  ،  مدل  [3]شود.  يک   ،

های  برای محیط (1FTMPSOچندجمعیتی ازدحام ذرات )

تنوع  به  اين روش، هدف رسیدن  ارايه شده است. در  پويا 

محیط    بیشینه در  استدر  به[4].  الگوريتم  يک  نام  ، 
2CESO    پیشنهاد شده است، اين روش از دو جمعیت برای

دنبال و  میشناسايی  استفاده  بهینه  يکی  کردن  که  کند، 

پیدا  مسئول  ديگری  و  تنوع  حفظ  بهینه  مسئول  کردن 

الگوريتم چند[5]. در  استسراسری   جمعیتی مبتنی ، يک 

الگوريتم کرم شب از  بر  ارايه شده است. در اين روش  تاب 

شده   استفاده  اولیه  جمعیت  تولید  برای  آشوب  نگاشت 

سازی جمعی ذرات  ، يک روش مبتنی بر بهینه [6]است. در  

جايی تصادفی ذرات  ارايه شده، که در اين الگوريتم از جابه

، يک الگوريتم [7]برای حفظ تنوع استفاده شده است. در  

است شده  ارايه  ذرات  ازدحام  بر  از    ؛ مبتنی  روش  اين  در 

و   صريح  رديابی    روزرسانیبه  سازوکارحافظه  برای  حافظه 

در   است.  شده  استفاده  بهینه  الگوريتم  [8]سريع  يک   ،

ارايه شده است، در اين بندی  ازدحام ذرات مبتنی بر خوشه 

به خوشه  ذرات  تقسیم  الگوريتم  ذره    شوندمیهايی  هر  و  
 

1 Finder–tracker multi-swarm PSO 
2 Collaborative Evolutionary-Swarm Optimization 

پردازد. در  در خوشه مربوط به خود به جستجوی محلی می

سازی جمعی ذرات مبتنی بر اتوماتای  ، يک روش بهینه [9]

به ايده    CellularPSOنام    سلولی  است.  شده  پیشنهاد 

د بهرهاصلی  رويکرد،  اين  در  ر  محلی  تعاملات  از  گیری 

سلولی  و  CA)  3آتوماتای  در   کردنتقسیم(  ذرات  جمعیت 

سلول  سلولی  داخل  آتوماتای  برای  استهای  گروه  هر   .

کند، که اين کار باعث کشف  يافتن بهینه محلی تلاش می

می سراسری  در  بهینه  تطبیقی  [10]شود.  الگوريتم  يک   ،

Adaptive mQSO    ارايه شده است. در الگوريتمA mQSO 

و با تغییر در محیط و    یستها از ابتدا معین نتعداد دسته

يابد. در  ها افزايش میهای جديد، تعداد دستهکردن قلهپیدا

هم ضد  عملگر  يک  از  الگوريتم،  زمان  اين  در  گرايی 

طوری که يک  کند، بهها استفاده میتمام دسته شدنگراهم

می ايجاد  جديد  آزاد  پیداکنددسته  به  که  بهینه ،  کردن 

 mQSOهای  ، الگوريتم[11]ر  کند. دمحلی جديد کمک می

الگوريتم   FMSOو   از  خاصی  نوع  که  است،  شده  ارايه 

های پويا است. در اين الگوريتم،  ازدحام ذرات برای محیط

تقسیم  کوانتوم  ذرات  و  خنثی  ذرات  دسته  دو  به  ذرات 

گروه می چند  به  جمعیت  کل  الگوريتم،  اين  در  شوند. 

های ذرات  گر تنوع با نامشوند و شامل سه عملتقسیم می

دفع   همکوانتوم،  ضد  در  استگرايی  و  الگوريتم[12].   ، 

  . است  شده  ارايه  ( MPSO)   4ای دسته چند  ذرات  سازیبهینه 

الگوريتم،  در   محیط   در  فعال  دسته  تعداد   بیشینه  اين 

 برازش  که دارای مقدار  ایدسته  فاز،  هر  در  و  شده  محدود

  های عملیات  دارای  الگوريتم  اين.  شودمی  است، فعال   بهتر

  فعال، غیر  گروه  گرايی،همضد  عملیات  جمله  از  مختلف

در    فعال  گروه  و  حذف  شعاع  الگوريتم   ،[13]است. 

  5جامع   يادگیر  مصنوعی  زنبور  کلونی  سازیبهینه 

(CLABC)  است  ارايه   بسیار  ABC  مدل  يک  که .  شده 

اصلی    .است(  حساس)منطقی   ،  CLABCانگیزه 

  رفتارهای کاوش زنبور عسل مصنوعی در مدل   کردنتوانگر 

ABC    مربع روش  اساس  بر  جمعیت  اولیه  ترکیب  با 

و   زندگی  چرخه  پائول،  الگوی  جستجوی  روش  متعامد، 

در   است.  تزويج  بر  مبتنی  اجتماعی  يادگیری  استراتژی 

است  ارايه  ایدسته چند  ABC  الگوريتم  يک  ،[14] .  شده 

ABC،  را حفظ   تنوع  جمعیتی است که،چند  الگوريتم  يک

ومی   ABC  الگوريتم  در.  است  گرااکتشاف  کند 

  . کنندمی  تغییر  زمان  گذر  در  ها دسته  تعداد   ای،چنددسته 

 

3 Cellular Automata 
4 Multiswarm Particle Swarm Optimization algorithm 
5 Comprehensive Learning Artificial Bee Colony 

Optimizer 
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سازی جمعیت برای حل  اين الگوريتم شامل يک طرح پاک

بهینه در  مسائل  است.  پويا   الگوريتم  يک  ،[15]سازی 

شده    پیشنهاد   mNAFSA  نام  به  1مصنوعی   ماهی   بر  مبتنی

 اجرای  فرآيندها  و  پارامترها  رفتارها،  الگوريتم،  اين  در  .است

(  AFSA)  استاندارد  مصنوعی   ماهی   استاندارد  الگوريتم

  را   قله  چندين  بتواند  پیشنهادی  الگوريتم  تا  اندکرده  تغییر

 ،[16]در    .کند  دنبال  را  آنها  محیط،  تغییر  از  پس  کشف و

 سازیبهینه  مسائل  حل  برای  حافظه  بر  مبتنی  روش  يک

است  پیشنهاد  پويا   با   حافظه  يک  روش،  اين  در.  شده 

  الگوريتم (  2)  ژنتیک،  الگوريتم(  1)  الگوريتم:  سه  از  ترکیبی

نوردی  تپه  محلی  جستجوی(  3)  و  ذرات  دسته  سازیبهینه 

از  شده  استفاده  سطح  حفظ  برای  پیشنهادی  حافظه  که 

يک[17]در  .  است  شده  استفاده  مناسب  تنوع  الگوريتم  ، 

از  بر  مبتنی آن  در  که  شده  ارايه    به   و   تغذيه  رفتار  گونه 

بهره گرفته    عسل  زنبور  کلونی   در  اطلاعات  گذاریاشتراک 

در   است.  الگوريتمي،  [18]شده  حافظه    ژنتیک  ک  با 

از    که اين الگوريتم، ترکیبیشده  ( ارايه   (MEGAپیشرفته

نام  به  ، يک روش[19]ژنتیک است. در    الگوريتم   با  حافظه
2CPSO  است،  ارايه روش  در  که  شده    به   ذرات  اين 

يک  و   شوندمی  تقسیم  هايیخوشه  خوشه،  هر   در 

الگوريتم [20]پذيرد. در  صورت می  محلی  جستجوی ، يک 

ارايه  ای  دسته چند يابنده  و  ردياب  بر  مبتنی  ازدحام ذرات 

دسته  کنترل  برای  روش  اين  در  که  است.  از شده  ها 

ه است.  شدکننده )ردياب( استفاده  و دنبال يابنده   سازوکار

طوری که شامل يک دسته يابنده و چندين دسته ردياب به

دسته است به يابنده  .  نسبت  بیشتری  ذرات  تعداد  دارای   ،

بهینه دسته   يافتن  مسئول  و  )قلهردياب  است.  ها  ها( 

شود، يک دسته گرا میهنگامی که يابنده به يک بهینه هم

کند تا در موقعیت يابنده جايگزين شود.  ردياب را فعال می

فعال از  قرارپس  و  ردياب،  سازی  دسته  بهینه،  در  گرفتن 

دهد و مسئول پیگیری اين بهینه پس  بهینه را پوشش می

، يک مدل همکاری ترکیبی  [21]ز تغییر محیط است. در  ا

ازدحام تفاضلی  تکامل  بر  مبتنی  بهینه جمعیتی  سازی و 

با  ذرات جمعیت  يک  روش،  اين  در  است.  شده  پیشنهاد 

از ازدحام، استفاده  تفاضلی  مکان تکامل  يابی  مسئول 

و حفظ تنوع در چندين ناحیه امیدبخش از فضای جستجو  

جمعیت  است.  اجرای  از طول  استفاده  با  ديگر  های 

بهرهبهینه  عمل  ذرات،  بهترين سازی  اطراف  برداری 

 

1  Multi-Artificial Fish-Based Algorithm 
2 Clustering Particle Swarm Optimizer 

يافت میموقعیت  انجام  را  در  شده  يک  [22]دهند.   ،

بهینه  چندالگوريتم  خواب دستهسازی  بر  مبتنی  ای 

تعدادی   و  والد  دسته  يک  از  روش  اين  که  شده  پیشنهاد 

مسئول  والد  دسته  است.  شده  تشکیل  فرزند  دسته 

که کردن  پیدا است،  فضای جستـجو  در  امیدبخش  نواحی 

از نواحرهفرزند جهت بهبر اساس آن يک دسته   ی برداری 

ا امیدبخش  میجديد  از  يجاد  پیشنهادی  الگوريتم  شود. 

الگوريتم   در  است.  شده  برگرفته  حیوانات  زمستانی  خواب 

عنوان يک جستجوگر غذا در  پیشنهادی، هر دسته فرزند به

می گرفته  راهنظر  يک  که  زمانی  تا  و  پیدا شود  بهتر  حل 

می فعال  میشود،  جستجو  همچنان  و  اين  ماند  با  کند. 

حل بهتر را پیدا کند، دسته فرزند  يک راهحال، اگر نتواند  

بنابراين دسته به حالت خواب    ؛کندخود را قطع می  فعالیت

باشدمی مفید  دوباره  که  زمانی  تا  حالت  اين  و  ادامه    ،رود 

محیط  می در  تغییر  که  است  وقتی  زمان  آن  و  يابد 

تشخیص داده شود، که اين شبیه، تغییر فصل در طبیعت  

حیوان که  میاست  بیدار  زمستانی  خواب  از  در  ات  شوند. 

يک[23]   ی پويا   مسائل   برای  3حافظه   بر  مبتنی  روش  ، 

است  ارايههدفه  چند  مکانیزم   يک  از  روش  اين  در.  شده 

  پايدار،   پذيرش  سازوکار .  است  ده ش  استفاده  4پايدار  پذيرش

  . است  ايستا  منظورهچند  مسائل   برای  کارآمد  الگوريتم  يک

   پويا،   تغییرات  با  انطباق   برای   يافتهبهبود  محیطی  ابتدا،  در

می سپس،شناسايی  حافظه  شود.   برای  شدهتقويت  از 

  . شده است  استفاده   قبلی  های حلراه  آوردنياد  به  و  تطبیق

الگوريتم  [24]در    ،DPSABC    اين که  است،  شده  ارايه 

الگوريتم از  ترکیبی  مدل  يک  بهینهروش،  سازی های 

(  ABC( و الگوريتم کلونی زنبور عسل ) PSOازدحام ذرات )

از الگوريتم،  اين  در  بهینه PSO است.  مقدار برای  سازی 

. در اين  شوداستفاده میABC برازش جمعیت در الگوريتم  

به جمعیت  ابتدا  تصادالگوريتم،  میطور  تولید  شود.  فی 

سپس، در هر سیکل، پس از محاسبه برازش همه زنبوران 

شوند، که  در همان جمعیت، زنبورهای کارگر مشخص می

می  PSOبا   داده  سراسری افزايش  ذره  بهترين  و  شوند 

.  شودمی  شده تعیینجمعیت بر اساس مقادير برازش مرتب

خوشهبا    [25]در   از  جهت  تجمعی  بندی  استفاده  روشی 

ارتباط در  تشخیص  بافتی  بین  و  سلولی  بین  های 

مختلف  بیماری ابتدا  های  در  که  است  شده  چندين  ارايه 

بهمدل خوشه  ارتباطبندی  تشخیص  بین منظور  اولیه  های 

 

3 Memory-Based Method 
4 Stable Adoption Mechanism 
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ها يا  تشابه بین سلولو    شوندها ترکیب میها يا بافتسلول 

ابافت با  خوشه  هر  در  شباهت ها  معیار  يک  از  ستفاده 

می محاسبه  گراف  توپولوژيکی  ساختار  بر    و   شودمبتنی 

ها در  ها يا بافتهای بین سلولشباهت  بیشینهدرنهايت از  

بیماری بین  ارتباطات  کشف  برای  خوشه  استفاده  هر  ها 

بندی ترکیبی ارائه شده  يک روش خوشه  [26]در   شود.می

ک خوشه است  روش  از  بهه  ضعیف  پايه  عنوان بندی 

روش  خوشه  اين  که  است.  شده  استفاده  پايه  بندی 

ترکیبی دارای سرعت مناسب است و همچنین    بندیخوشه 

خوشه ضعف کشف  قابلیت  عدم  جمله  از  عمده  های  های 

غیرغیر و  ندارد.کروی  را  از  يکنواخت  برخی  مقاله  اين  در 

انجام در  کارهای  بهینهشده  محیط زمینه  پويا  سازی  های 

داده شد  خوانندگان  ، شرح    از   برخی  توانندمی  کنجکاو  اما 

  که   را  جديد   ابتکاریفرا  سازیبهینه  های الگوريتم 

  مقاله   اين   محدوده   در  و   است  شده  ارايه  اواخرهمیندر

همچنین برخی از کارهای   .کنند  پیدا  [29-26] در    نیستند

صورت خلاصه  های پويا بهسازی محیط شده در بهینهانجام

( جدول  که 1در  است  توجه  قابل  است.  شده  مشخص   )

چندالگوريتم  تربیش گرفتهدستههای  الهام  از ای  شده 

تفاو از نظر ظاهری شبیه هم هستند و  آنها در  طبیعت  ت 

تصمیم  و  حرکت  است  گیرینوع  الگوريتم   ؛آنها  بنابراين 

اما    ، های قبلی باشدشبیه الگوريتم  ،پیشنهادی ممکن است

متفاوت است. چون در اين الگوريتم   طورکامل بهماهیت آن 

اندازه  گیریتصمیم جهت   میانگین  تا  بردار  از  والد  های 

مشخص  میانگین  اين  که  است  شده  استفاده  فرزندانش 

اند و در  پخش شده  کند که فرزندان چقدر اطراف والدمی

آن از حرکت تصادفی، موقعیت والد، بهترين موقعیت فرزند  

گرفته   بهره  دسته  در  فرزند  موقعیت  بدترين  و  دسته  در 

بیان بررسی  مورد  کارهای  در  همچنین  است.  شده،  شده 

راهالگوريتم از  دستهها  جهت  مجدد  هم  اندازی  کنار  های 

ااستفاده کرده پیشنهادی  دافعه   سازوکارز  اند که در روش 

است شده  از    ؛استفاده  پیشنهادی  روش  در  اين  بر  علاوه 

شده    سازوکار استفاده  حافظه  برای  جديدی  جايگزينی 

کند و کارايی را  خوبی تنوع را حفظ میاست و اين روش به

روش به  بخشنسبت  است.  داده  افزايش  قبلی  های  های 

به مقاله  دبعدی  بخش  در  خواهد شد:  ارايه  زير  به  شرح  و 

های  شود. در بخش سه محک قلهسازی پرداخته میبهینه

متحرک شرح داده شده است.  در بخش چهار به تحلیل و 

می پرداخته  نتايج  درباره  با  بحث  پنج  بخش  در  و  شود 

مقاله   استکه حاصل بررسی روش پیشنهادی    گیرینتیجه 

 . [30 ,29 ,28 ,27]يابد پايان می

   سازی پویاشده در بهینه(: برخی از کارهای انجام1-جدول ) 
(Table-1): Some of dynamic environments  

optimization methods 

 معایب  مزایا  الگوریتم

FTMPSO 

ها،  کشف سريع قله

کردن بهینه  دنبال

 بعد از تغییر

جستجوی محلی ضعیف،  

عدم کاربرد واقعی، عدم  

استفاده از يادگیری و  

سازگار،  سازوکارهای خود

 استفاده از انحصار 

CESO 

هدفه، حفظ  چند

تنوع، رديابی بهینه  

سراسری و محلی،  
جلوگیری از  

 گرايی زودرس هم

حساس به پارامتر،  

  سازوکاراستفاده از 
 انحصار 

کرم  

 تاب شب

حفط تنوع،  

جمعیتی، تنوع  چند

 بال 

وری پايین، استفاده  بهره

 انحصار   سازوکاراز 

ازدحام  

 ذرات 

استفاده از حافظه،  

رديابی سريع بهینه،  

افزايش کارايی، حفظ  

 تنوع

  سازوکاراستفاده از 

انحصار، مشکل در  

سازی تولید  تصادفی

 ها  حلراه

EA-

KDTree 

کشف تغییرات و  

های  رديابی قله

پیچیدگی  متحرک، 

کم، خطاهای  

 خطی کم برون

نبودن الگوريتم  کارا

ژنتیک استفاده شده،  

ضعف در تنظیم 

پارامترها، جستجو محلی  

 ضعیف 

CellularPSO 

حفظ تنوع،  

جلوگیری از  

 گرايی زودرس هم

ناکارآمد در تعداد ابعاد و  

های زياد، استفاده از  قله

 انحصار   سازوکار

Adaptive  
mQSO 

ها متغیر  تعداد دسته

و افزايشی، حفظ  

تنوع، سرعت  

 گرايی بال  هم

پذيری کم، عدم  انعطاف

پذيری ذرات،  تطبیق 

  سازوکاراستفاده از 

 انحصار 

MPSO 
ای،  کاوش  دستهچند

 سريع

  بر تعداد  محدوديت

دسته، استفاده از  

 انحصار   سازوکار

 

CLABC 

بهبود فرآيند  

وری، بهبود  بهره

 فرآيند اکتشاف 

  سازوکاراستفاده از 

 انحصار 

mNAFSA 

ای،  دستهچند

گرايی سريع،  هم

 افزايش تنوع 

کاربرد محدود، عدم  

کاربرد واقعی، عدم  

پارامترهای  استفاده از 

،  تطبیقی و يادگیریخود

 حساس به پارامترها 

 بر مبتنی

 حافظه 

استفاده از حافظه،  

استراتژی   استفاده از

 جايگزينی حافظه 

های  عدم استفاده از طرح

حافظه مناسب ديگر،  

 تطبیقیعدم خود

CPSO عدم کشف برخی نواحی،  چند بهینه،   رديابی
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کارآمد در شدت  

تغییرات مختلف،  

  سازوکاردارای 

 يادگیری  

سازوکار جستجو  نیاز به 

محلی، عدم کارايی  

کردن تعداد ذرات  اضافه

تصادفی، مشکل 

 اندازی مجدد دارد راه

 CDEPSO 
ای، حفظ  دستهچند

 تنوع در طول اجرا  

مشکل تنظیم پارامتر، 

بودن  پذيرتطبیقعدم 

پارامترها با توجه به  

 فرآيند جستجو 

FMSO 

کشف بهینه محلی و  

گرايی  سراسری، هم

 مناسب 

  سازوکاراستفاده از 

 انحصار 

Mqso 

کاوش مناسب،   

حفظ تنوع و  

پذيری،  تطبیق 

انحصار جهت ايجاد  

تنوع، استفاده از ضد  

 گرايی هم

ها بیشتر از  تعداد دسته

ها )کاهش  تعدا قله

تطبیقی کارايی(، خود

  سازوکارکم، استفاده از 

 انحصار 

DPSABC 
وری  اکتشاف و بهره

 مناسب 

سرعت پايین، استفاده از  

 جمعیت تصادفی 

 
 

 سازی بهینه -2
آن   است  رياضی   علوم   از  ایشاخه  سازیبهینه  هدف    و 

  از   گرفتن تعدادینظربا در  توابع  بهینه  نقاط  آوردندستبه
که در    ،مفهوم است  نه ايسازی بنه یبهها است.  محدوديت

که تابع    ،م یباش  ریيدنبال مقادتابع به  کيپارامترهای    نیب
کم الگورندکن  (نهیشیب  ا)ي  نهیرا  هر  نه یبه  هایتمي.  سازی 

م نوع  کمنه یشیب  سائلدو  و  پوشش نه یسازی  را    سازی 

مجموعه دهندمی به  همچنین  مس  ريمقاد  .  له،  أ دامنه 
می  ممکن  هایحل راه بهترشود  گفته  ا  نيو  از    ن يمقدار 

بهراه  ، را  ريمقاد بهینه.  نامندیم  نهیحل  از   ،سازیهدف 
ها و  يافتن بهترين جواب قابل قبول، با توجه به محدوديت

ترين و  های اخیر يکی از مهمدر سال  له است. أ نیازهای مس
»روشها پژوهشترين  امیدبخش ابتکاری  ،  و  های 

روش فراابتکاری   اين  است؛  بوده  طبیعت«  از  ها  برگرفته 
با  شباهت دارند نظامهايی  طبیعی  يا  و  اجتماعی  که  های   ،

از جمله مبتنی بر يک جواب   معیارهای مختلفینها از  در آ

گرفته الهام  جمعیت،  بر  مبتنی  بدون  و  و  طبیعت  از  شده 
و   قطعی  حافظه،   بدون  و  حافظه  با  طبیعت،  از  الهام 

های فراابتکاری استفاده بندی الگوريتمبرای طبقه احتمالی  
  .[29 ,28 ,32 ,31 ,27] [31-24] , دنشو

 

 های تکاملیالگوریتم -1-2
تکاملیالگوريتم  از به های  وسیعی  محدوده  در  موفق  طور 

شدهبرنامه استفاده  کاربردی  مسائل  های  حل  برای  و  اند 
مناسب  بهینه  دنیای  برنامه  تربیش.  هستندسازی  های 

های مورد استفاده برای حل  واقعی پويا هستند و الگوريتم

اين  برای  شوند.  سازگار  جديد  شرايط  با  بتوانند  بايد  آنها 
بهینه  يکسانوع  تکاملی زی،  بتواند  ؤم الگوريتم  بايد  ثر 

به و  کند  شناسايی  را  دنبال  تغییرات  را  تغییرات  سرعت 
های تکاملی جستجو را بر پايه ، الگوريتم طورمعمولبهد.  کن

می انجام  با  جمعیت  جمعیت  اساس  بر  جستجو  و  دهند 
طوری که عناصر متعددی از حافظه بسیار مناسب است، به

می بهتواحافظه  جستجو  فرآيند  درون  در  نند  بروند.  کار 
مجموعه الگوريتم  تکاملی،  راههای  از  بهحلای  صورت  های 

شده با استفاده  های انتخابحلشوند، راهتصادفی ايجاد می

عمل میاز  پیدا  تکثیر  جديد  گرها،  جمعیت  يک  و  کنند 
می تولید  را  با  در  ؛کنندفرزند  جمعیت  بعدی  نسل  نهايت 

میت شکل  فرزندان  و  والدين  جمعیت  اين  رکیب  گیرد، 
به خاصی،  توقف  شرايط  که  زمانی  تا  مثال،  فرآيند  عنوان 

به نسل  میتعداد  تکرار  آيد،  شبهدست  کد  شود. 
( نشان داده  1تکاملی در شکل )  های پايه الگوريتمعملیات

 .[33]شده است 
 

Basic operations of the evolutionary algorithm 

𝒊𝒏𝒊𝒕(𝑷𝑶𝑷)    initialize the Population 

𝒆𝒗𝒂𝒍(𝑷𝑶𝑷) 
WHILE (termination criteria not fulfilled) 

    𝑷𝑶𝑷 =  𝑷𝑶𝑷 ∪ 𝑴𝒆𝒎𝒐𝒓𝒚 
   𝑆𝑃𝑂𝑃 = 𝒔𝒆𝒍𝒆𝒄𝒕(𝑷𝑶𝑷)       

   𝑆′
𝑃𝑂𝑃 =  𝒄𝒓𝒐𝒔𝒔𝒐𝒗𝒆𝒓(𝑆𝑃𝑂𝑃)      

   𝑆′′
𝑝𝑜𝑝  =  𝒎𝒖𝒕𝒂𝒕𝒊𝒐𝒏(𝑆′

𝑃𝑂𝑃)   

   𝑷𝒐𝒑 =  𝑆′′
𝑃𝑂𝑃       update population 

   𝒆𝒗𝒂𝒍(𝑷𝑶𝑷)                        evaluate individuals in the 

population 
 (: عملیات پایه الگوریتم تکاملی1-)شکل

(Figure-1): Basic operations of the evolutionary algorithm 

 

 پویا هایمحیط  -2-2
  هدف،  واقعی، تابع دنیای سازیبهینه  مسائل از بسیاری در

به  تغییر زمان طول  در توانندمی هامحدوديت يا يابند، که 

پويا اين معیارهايی  می گفته مسائل،  همچنین  شود. 

 بر اساس آن توانندمی پويا هایشود که محیطپیشنهاد می

  های محیط برای بندیطبقه  اين پايه بر شوند. بندیطبقه 

 ديگر  وعن به نسبت که کدام الگوريتم شودمی مشخص پويا،

در1.  [35 ,34]است   ترمناسب تغییرات:  فرکانس    چه  . 
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الگوريتم چه  يا کند، می  تغییر محیط هايیزمان  زمانی 

  . شدت تغییرات: با 2دهد. پاسخ محیط تغییرات به بايستی

 درجه  تا تغییرات  کند، شدتمی تغییر  سیستم شدتی چه

بر  تعیین  قديم بهینه از جديد بهینه  فاصله اساس زيادی 

  روند يک يا الگو يک پذيری تغییر: آيابینی. پیش3شود.  می

طورکامل به  تغییرات که اين يا دارد، وجود تغییرات در

آيا4هستند.    تصادفی  دوره:  دقت  و  دوره  طول   به  بهینه . 

شود می نزديک آن به حداقل يا گردد،می بر اشقبلی  محل

[33, 36, 37] . 

 

 تولید و حفظ تنوع در جمعیت   -3-2
  گرا هم يک بهینه به جمعیت که هنگامی پويا هایمحیط در
جمعیت ،شودمی گام   شوندمی متراکم بسیار اعضای  و 

به جمعیت  افراد  جستجویحرکتی   بسیارمحلی   دلیل 
جمعیت  تنوع در شود کهاين باعث می گردد وکوچک می

محیط پايین بسیار که  وقتی  حال  و  می  تغییر آيد.  کند 
جابه  در  تنوع بودنپايین به  توجه  با شود،می جابهینه 

سريع امکان جمعیت نخواهد بهینه تعقیب   بود. مقدور 

گرايی جمعیت، به  هم  لهأ بهترين روش برای مواجهه با مس
، [38]. در  استوضوح وارد کردن تنوع به فرآيند جستجو  

گروهروش دسته  دو  به  تنوع  شدههای  تولید  1اند:  بندی   .
که   است  زمانی  تنوع  به  نیاز  بیشترين  تغییر:  از  بعد  تنوع 

طوری که جمعیت تنوع خود را از  کند، بهمحیط تغییر می
میدس میت  و  بهینه  بايست  دهد  رديابی    سرعتبه جهت 

روش 2د.  شومتنوع   اجرا:  زمان  طول  در  تنوع  های  .حفظ 
کنند.  وجود دارند که تنوع را در تمام طول اجرا حفظ می

حال اگر تنوع در طول اجرا حفظ شود و جمعیت همیشه 

هم از  است  ممکن  بماند،  زمانمتنوع  تمام  در  ها  گرايی 
بهینهجلوگیری   به تغییرات منطبقشود و  تر سازی نسبت 

توان در های تولید تنوع را میخواهد بود. برخی از تکنیک
از    [41 ,40 ,39] را می روش و برخی  تنوع  توان های حفظ 

 ید.  کنمشاهده   [46 ,45 ,44 ,43 ,42]در 

 

 حافظه  -4-2
پويا،   مسائل  از  بسیاری    ا ي  یادوره   صورتبه   راتییتغدر 

می  مکرر ياتفاق   مناطق  به  است  ممکن  نهیبه  یعنافتند، 

طوری که حالت  ، بهبازگردد  خود  یقبل  یهامکان  به  کينزد

ديده حالت  به  شبیه  اغلب  محیط  قبلی  فعلی  .  استشده 

از اطلاعات گذشته ممکن است به سیستم کمک   استفاده 

کند تا با تغییرات بزرگ در محیط بهتر تطبیق پیدا کند و 

اجرا   بهتر  زمان  طول  و شودر  حفظ  برای  راه  يک  د. 

، در  استبرداری از اطلاعات گذشته، استفاده از حافظه بهره

ای در رت دورهصوها بهحلنتیجه حافظه محلی است که راه

شوند و در زمان تغییر محیط، دوباره بازيابی  آن ذخیره می

راهمی بازيابی  طريق  از  حافظه  بنابراين  های  حلگردند. 

های حافظه  کند. روشقديمی، تنوع را در محیط حفظ می

 2و صريح   1حافظه ضمنی  سازی پويا به دو دستهبرای بهینه 

می ضمنتقسیم  حافظه  از  تمام  شوند.  ذخیره  برای  ی 

می استفاده  اضافی(  )اطلاعات  است    گفتنیشود.  اطلاعات 

و   است  نگرفته  قرار  استفاده  مورد  زياد  ضمنی  حافظه  که 

از [49 ,48 ,47]عملکرد مناسبی ندارد   . در حافظه صريح، 

اطلاعات   ذخیره  برای  اضافی  يا  فضای  افراد  به  مربوط 

استفادهمحیط را مجزا شودمی  ها  اطلاعات  . حافظه صريح 

های  حل صورت يک دسته از راهبه   طورمعمولبه از جمعیت،  

می ثبت  قبلی،  روشخوب  بسیار کند.  صريح  حافظه  های 

سازی پويا استفاده  در بهینه   گسترده  طوربهمحبوب بوده و  

حافظه[48]شوند  می به.  عمل  دو  شامل  و  ها  روزرسانی 

بهترين روش بههستندبازيابی   تواند  می  روزرسانی حافظه، 

تعیین   وسیلةبه پیش  از  تصمیمات  يا  زمانی  شده  الگوهای 

پذيرد. در که حافظه دارای خانه خالی باشد  صورتی صورت 

راه  میآن  ذخیره  درشودحل  اما  خانهصورتی ،  های  که 

می باشند،  پر  از  حافظه  يکی  با  جديد  مدخل  بايست 

به  مدخل شود.  حافظه  جايگزين  موجود    سازوکار های 

حافظه در  بايد  که  مدخلی  کند،    انتخاب  تغییر  اصلی 

می نامیده  جايگزينی  که  استراتژی  است  توجه  قابل  شود. 

وانی  ثیر فراأ جايگزينی( ت  سازوکار روزرسانی حافظه )نحوه به 

در دارد.  الگوريتم  و  حافظه   کارايی  و  عملکرد  عمل  بر 

راه يک   حافظه،  يک  بازيابی  جايگزين  حافظه،  از  حل 

 .   شودجمعیت می حلراه

 

 پویا   محیط ها درمعیارکارایی الگوریتم -5-2
برای مختلفی  کارايی معیارهای    های الگوريتم سنجش 

در می وجود پويا هایمحیط  تکاملی  که    به  تواندارند، 

کلی  معیار: معیار3برازش  خطا ،  معیار4متوسط  ، 5دقت  ، 

تطبیق  درون6پذيریمعیار  خطای  برون   7خطی،     8خطی و 

خطای  از گرانپژوهش تربیش .  [35]د  کر اشاره  معیار 

  با  مقايسه و خود روش کارايی سنجش برای  خطیبرون

 

1 Implicit Memory 
2 Explicit Memory 
3 Fitness Overall 
4 Average Error 
5 Accuracy 
6 Adaptability 
7 Online 
8 Offline 
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دروندهکر استفاده  هاروش  ديگر کارايی  برابر اند.  خطی 

هايی که در تمام مدت  مقدار ارزيابی  است با میانگین همه

خطی بر اساس رابطه  دست آمده است. کارايی دروناجرا به 

 . شود( محاسبه می1)

(1             )                   𝑜𝑛 − 𝑙𝑖𝑛𝑒 (𝑡) =  
1

𝑁
∑ 𝑒𝑡

𝑁
𝑡=1 

 

ارزيابی 𝑁 که است.    𝑡 ارزيابی در زمان    𝑒𝑡ها و  تعداد کل 

خطی برابر با میانگین بهترين مقدار  همچنین کارايی برون

شده تاکنون در هر يک از مراحل است. کارايی  ارزيابی پیدا

 شود:( محاسبه می2خطی بر اساس رابطه )برون
 

(2                )             𝑜𝑓𝑓 − 𝑙𝑖𝑛𝑒 (𝑡) =  
1

𝑁
∑ 𝑒𝑡

∗𝑁
𝑡=1 

 

ارزيابی 𝑁 که کل  وتعداد  𝑒𝑡 ها 
بهترين   ∗ با  افراد  ارزيابی 

 برازش از آخرين تغییرات است. 

 

 های متحرک محک قله -3
عملکرد آزمايش  محک الگوريتم برای  از  تکاملی  های 

، معیارهای محک مختلفی وجود دارند که  شوداستفاده می

از   آنها  برنامهويژگیدر  و  رياضی  توابع  متفاوت،  های  های 

معیارهای   از  برخی  است.  شده  استفاده  واقعی  کاربردی 

می را  در  محک  اما    ؛ید کنمشاهده     [50 ,35 ,33]توانید 

محک از  معمول يکی  پويای  ارزيابی  های  در  که  تر، 

بالگوريتم  تکاملی  بهینه های  استفاده  رای  پويا  سازی 

  . اين محک است(  MPB)  1های متحرک شود، محک قلهمی

است،  که در   بعدیچند يک محیط قله در چندين شامل

  تغییر  کمی هاقله  عرض ارتفاع و مکان، زمان تغییر محیط،

 Pانداز ترکیبی از  های متحرک، چشمکنند. در قلهمی پیدا

فضای   در  شايستگی    Dقله  نقطه  هر  در  است.  بعدی 

می  𝑃تمامی    بیشینهعنوان  به تعیین  قله  اين  توابع  شود. 

 : ( باشد3صورت رابطه )تواند بهشايستگی می
 

(3  )     𝐹(𝑥⃗, 𝑡) =  𝑚𝑎𝑥𝑖=1...𝑃  𝑃𝑠ℎ(𝑥⃗, ℎ𝑖(𝑡), 𝑤𝑖(𝑡), 𝜌⃗𝑖(𝑡))) 
 

𝑃𝑠ℎ(. داده،  ( نقطه  يک  شايستگی  که  است  را  شده تابعی 

مشخص  قله  يک  طول   (ℎ𝑖)ارتفاع    وسیلهبهشده  برای  و 

(𝑤𝑖)  ر موقعیت  می  (𝜌𝑖)س  أو  و  توصیف  ارتفاع  کند. 

قله    یپهنا تغییر    وسیلةبههر  گاوسی،  تصادفی  متغیرهای 

ارتفاع    وسیلةبهيافته و   و شدت    (ℎ𝑠𝑒𝑣)پارامترهای شدت 

شوند. جهت موقعیت شیفت دهی می، مقیاس(𝑤𝑠𝑒𝑣)پهنا  

 

1  Moving Peak Benchmark 

  𝜆و يک فاکتور همبستگی    𝑆𝑙از يک متغیر طولی  شده  داده

می میاستفاده  کنترل  حرکت  طول  که  قله  شود،  کند، 

کند،  چقدر دور شده است و فاکتور همبستگی مشخص می

بنابراين اگر   ؛ه به چه صورت انجام پذيرد حرکت تصادفی قل

𝜆 = به   0 قله  حرکت  تصادفی    طورکاملبه صورت  باشد، 

اگر   صورت  اين  غیر  در  بود،  λخواهد  = قله    1 باشد، 

کند تا زمانی که همیشه در يک سمت يکسان حرکت می

يک   همانند  راهش  و  برسد  مختصات  فضای  مرز  يک  به 

می منعکس  نور  از  زماشعاع  در  محیط،  شود.  در  تغییر  ن 

قله می يک  در  بهتغییرات  )تواند  رابطه  توصیف  4صورت   )

 : شده باشد
 

(4)                                                 𝑟 ∈ 𝑁(0,1)𝐷 
ℎ𝑖(𝑡) = ℎ𝑖(𝑡 − 1) + ℎ𝑠𝑒𝑣 . 𝑟 
𝑤𝑖(𝑡) = 𝑤𝑖(𝑡 − 1) + 𝑤𝑠𝑒𝑣 . 𝑟 
𝜌⃗𝑖(𝑡) = 𝜌⃗𝑖(𝑡 − 1) + 𝑣⃗𝑖(𝑡) 

 

  𝑟ترکیبی از يک بردار تصادفی    𝑣𝑖(𝑡)بردار انتقالی  

قبلی   انتقال  بردار  يک  𝑣𝑖(𝑡با  − تصادفی    (1 بردار  است. 

برای هر بعد    [ 0,1]رسم يکنواخت از    وسیلةبهساخته شده  

است که بر    𝑠𝑙دهی بردار برای داشتن طول و سپس مقیاس

 است:( 5اساس رابطه )
 

(5         )            𝑣𝑖(𝑡) =
𝑆𝑙

|𝑟+𝑣⃗⃗𝑖(𝑡−1)|
((1 − 𝜆)𝑟 + 𝜆𝑣𝑖(𝑡 − 1)) 

 

صورت تصادفی در  ارتفاع، پهنا و موقعیت هر قله به

مقدارمحدوده محدود  میای  اولیه  همچنین  دهی  شوند. 

اينجا تابع   از توابع قله در دسترس هستند که در  تعدادی 

 :شود( تعريف می6صورت رابطه )قله به
 

(6)  𝑃𝑠ℎ(𝑥⃗, ℎ𝑖(𝑡), 𝑤𝑖(𝑡), 𝜌⃗𝑖(𝑡)) = ℎ𝑖(𝑡) −

𝑤𝑖(𝑡). √∑ (𝑥𝑗 − 𝜌⃗𝑖(𝑡)𝑗)
2

𝑗=1..𝐷 
 

 روش پیشنهادی -4
الگوريتم راهدر  عمل  تکاملی،  ها  دسته  دوباره اندازی  های 

از ارزيابیدستباعث  میرفتن  زيادی  ارايه های  و  شوند 
کند جلوگیری  حالت  اين  از  بتواند  که  حايز    ، الگوريتمی 

راه  است  بهتر  همچنین  است.  به حلاهمیت  مربوط  های 
به قبل  دورهفضای جستجوی  ذخیره صورت  حافظه  در  ای 

استفاده   آنها  از  محیط  تغییر  صورت  در  و  ند.  شوشوند 
بهینه حافظه در  مختلفی  که  های  دارند  وجود  پويا  سازی 

الگوريتم در  سريع  جستجوی  میباعث  وجود  ها  اما  شوند، 
اساس مکانحافظه بر  بتواند  راهای که  مناسب،  ها  حلهای 
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باشد داشته  محاسباتی کمتری  بار  و  حايز    ،را ذخیره کند 
جايگزينی    سازوکاراهمیت است. قابل توجه است که وجود  

راه بازيابی  و  ذخیره  جهت  ت حلمناسب  حافظه،  ثیر أ ها 
می الگوريتم  و  حافظه  کارايی  بر  دفراوانی  نتیجه  گذارد.  ر 

محیطچالش روشهای  مشکلات  و  پويا  قبلی  های  های 
مسائل   در  فراوانی  اهمیت  دارای  مقاله  اين  که،  شد  باعث 

چالشبهینه  با  بتواند  که  باشد،  پويا  موجود سازی  های 
روششورو  روبه مشکلات  از  برخی  و  را د  موجود  های 

مکنبرطرف   پارامترهای  در  و  بهینه ؤد  بهبوثر  د سازی 
حاصل نمايد. برای اين منظور در اين مقاله الگوريتم چند  

فرزند و  والد  خوشه  جمعیتی  و  حافظه  بر   1بندیمبتنی 
(CMPCS ،صريح حافظه  از  آن  در  که  شده،  پیشنهاد   )

و    سازوکار حافظه  شده    سازوکارجايگزينی  استفاده  دافعه 
اين   خصوص  تميالگوراست.  سرعت   یاتیدارای  جمله  از 

که  ،  استخطا    ریيپذو تحمل  ریيپذ بال، انعطاف  يیگراهم
در    کند. یسازی قابل قبول منه یآن را برای حل مسائل به

پارامترها   مناسب  تنظیم  با  است  شده  سعی  الگوريتم  اين 
 دست آورده شود. بهترين نتايج به

 

 رفتار دسته والد و فرزندانش در طبیعت  -1-4
و   تعدادی  والد  و  گروه  رهبر  عضو  يک  شامل  فرزندانش 

اند )مانند دسته مرغ و  فرزند است، که اطراف او پخش شده
بهجوجه که  میهايش(  زندگی  گروهی  بر  صورت  و  کنند 

  فرزندان   کنند.اساس رفتار فردی و گروهی خود تغذيه می
کنار  هب در  آزادانه  می  والدشانصورت  والدها  خورندغذا   .

کنتـرل دارای   را  خود  فرزندهای  که،  هستند  رفتاری 
فرزندانمی نیز  والدها  به  کنند،  هدايت  را  غذا  و  آب  سمت 
و   ند نزد، آنها را صدا مینببین  غذايی و هنگامی که  کنند می

به فرزندی  آن  اگر  به  دسته  بقیه  رفت،  بیشتر  غذا  سمت 
يک فضای شخصی را حفظ   شوند. والدها سمت هدايت می

های خودشان با  که شامل اطراف سرشان و فاصله  ،کنندمی
تخمین   والدهابینايی  .  استيکديگر   که  در  مسافتی  زدن 

خیلی دور  والد  اگر يک  .  بسیار مهم است  ببیندد  نخواهمی
او را  کردن می  سر و صداشروع به    فرزندانبشود،   کنند و 

 نیز فرزندان  و برعکس. والدها   گرداننددوباره به گروه بر می
  تصادفی صورت  ه ب  . فرزنداند نداررا در کنار يکديگر نگه می

اطرافش محیط  می  اندر   طورتقريبی بهو  کنند  حرکت 
.  دنکنشیوه آزمايش و خطا غذای خود را پیدا می  وسیلةبه

تربیت شده باشند، مشکل غذا    د والتوسط يک  فرزندان  اگر  
   .روداز بین می فرزندانخوردن 

 

1  Clustering and Memory-based Hen-and-Chickens 

Swarm 

 

 الگوریتم دسته والد و فرزند -2-4

فرزنددست  تميالگور و  والد  الگور  یک ي  ه  هوش تم ياز  های 
است جمع  جمعی  اساس  بر  تصادف  تی که  جستجوی    ی و 

م نزديک  گفتنی.  کندیکار  که  به  است  روش  ترين 
الگوريتم  الگوريتم فرزند،  و  والد  دسته  پیشنهادی  های 

توان می  بال. با توجه به توصیفات  استدسته ازدحام ذرات  
به را  فرزندان  و  والد  دسته  توسعه الگوريتم  رياضی  صورت 

بنابراين اين الگوريتم شامل رفتارها و قوانینی است که   ؛داد
 عبارتند از: 

ای هچنددستصورت  بهتوانند  یمفرزندانش  و    والد .1
که هر دسته شامل يک والد و   باشند،  )چند جمعیتی(

 چندين فرزند است. 

والد و فرزندان در هر دسته، میدان ديد خود را دارند.  .2
نمیبه فرزندها  که،  والد  طوری  ديد  میدان  از  توانند 

بايست به  شدن، میخود دور شوند و در صورت خارج 
 شوند.درون میدان ديد والد برگردانده 

و  فرزند-والدرابطه   .3 پ   یژگيتنها  روش   یشنهادیدر 
، که  کنند  دایخود را پ   یتوانند غذایم  ها فرزند.  ستین
 موجودات وجود ندارد.  برخی از رابطه در  نيا

به .4 والدها  دسته،  هر  را  در  محیط  تصادفی  صورت 
می فرزندجستجو  و  ه  یهاکنند  بدون    ، ترس  چیآنها 

را کاوش  والد  اطراف    توانندیم   گري د  یهاوالدبه جز از  
ند، که اين کاوش در میدان ديد آن دسته صورت کن

 گیرد. می

، که اين  هستندوالد و فرزندان آن دارای گام حرکتی   .5
می حرکتی  محیطی، گام  شرايط  اساس  بر  تواند 

 کوچک يا بزرگ شود. 

نداشت،    .6 قرار  غذايی(  )منبع  بهینه  روی  بر  والد  اگر 
فرزندمی به  بیشتری  بايست  آزادی  )گام  هايش  دهد 

منبع   و  کنند  جستجو  را  محیط  تا  بزرگ(  حرکت 
پیدا   را  بال  تراکم  با  باعث  کغذايی  کار  اين  که  ند، 

تواند گام  شود، همچنین والد میمحیط می  2اکتشاف
فرزند منبع  حرکت  اطراف  تا  کند،  کمتر  را  هايش 

باعث   اين  که  بگیرد  صورت  بیشتری  کاوش  غذايی 
بهرهشودمی يابد  3وری،  تغییرات   ؛ افزايش  بنابراين 

انعطاف باعث  محیط،  در  گام  الگوريتم  طول  پذيری 
 شود. می

فرزند .7 و  والد  بهدسته  دست ها  از  را  بهینه  سختی 
هايش  های والد و فرزندطوری که حرکت دهند، بهمی

 تر کشف شود. شوند تا بهینه سريع باعث می

 

2 Exploration 
3 Exploitation 
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پیشنهادی  کار    اساس پاالگوريتم  از    ی توابع  يهبر  که  است 
اجتماع  والدهادست  ی رفتارهای  طب  ه   برگرفته  عتیدر 

دناندشده در  فرزندوالد،  طبیعی  ایی.  و  توانند  یم   هايشها 
پ   یمناطق ب  دای را  غذای  دارای  که  که    شترییکنند  است، 

محقق   ی والد و فرزندانگروه  ا يامر با جستجوی فردی  نيا
اشودیم با  دارای  مدل    ،ی ژگيو  ني. مطابق  فرزندان  و  والد 

استيرفتارها به  ، ی  مسه  لیوسکه  فضای  جستجوأ آنها   له 
محشودمی فرزندوالدکه    یطی.  و  زندگ   ها ها  آن    ی در 
راهطوراساسی  به  ،کند می حوزهفضای  و    های والدهای  حل 

درج  گريد منطق  هاست.  در  غذا  هدف    هتراکم  .  استتابع 
فرزند  ت،ينهادر و  درجیم   یمکان  به  هاوالد  که    ه رسند 

آنجا  در  غذا  غلظت  و  )به  تراکم  سراسری(    هنیبیشترين 
والدفعل   تیوضع  باشد. 𝐻  بردار  وسیلةبه  ها ی  =

(𝐻1, 𝐻2, … , 𝐻𝑛)    فرزندان  فعل  تیوضعو   بردار   وسیلةبهی 
𝐶𝐻 = (𝐶𝐻1, 𝐶𝐻2, … , 𝐶𝐻𝑛)   م داده  د.  نشوینشان 

𝑉𝑖𝑠𝑢𝑎𝑙𝐻،  م و  والد  د يد  دانیبرابر  برابر   ،𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻ها 
م  یتیموقع  ،𝐻𝑉  و   استفرزندان    د يد  دانیم   د ي د  دانیدر 

و   م  ی تیموقع  ،𝐻𝑐والد  که   ،استفرزند    ديد   دانی در 
برونخواهیم آنجا  به  مدل  ن د  فرزندد.  و  دو    هاوالد  شامل 

متغ متغ  رها یبخش  که  است  توابع  تنظیمات   شامل  رهایو 
توابع، شامل رفتار حرکت در    نی. همچنمربوط به آنها است

. اندازه جمعیت برابر هستندها  ها و فرزندمحیط جهت والد
𝑃𝑂𝑃  مس فضای  دو    𝐷له  أ و  بین  فاصله  است.  بعدی 

𝐷𝑖𝑠𝑖𝑗با    𝑋𝑗و    𝑋𝑖موقعیت   = |𝑋𝑖 − 𝑋𝑗|   )فاصله اقلیدوسی(
می داده  ب نشان  که  )شود،  رابطه  از  استفاده  محاسبه 7ا   )

 : شودمی
 

(7 )  𝐷𝑖𝑠𝑖𝑗 = √∑ (𝑋𝑗𝐾ℎ𝑐
− 𝑋𝑖𝐾ℎ𝑐

)
2

𝑑

𝐾ℎ𝑐=1

2

 

 

به𝑘ℎ𝑐که   فرزندان  جمعیت  در    یازا،  است.  والد  هر 
والد برای  نیز اينجا  والد  ∷𝑃𝐻ها  ام،  -𝑖والد    ∶𝐻𝑖ها،  جمعیت 

𝑃𝑂𝑃 − 𝑐ℎ𝑃𝑂𝑃   ها )تعداد والدPOP    اندازه تمام جمعیت و
𝑐ℎ𝑃𝑂𝑃    ،)اندازه فرزندان است𝐻𝑖𝑗  لفه  ؤم𝑗-  ام والد𝑖-  ام در

  :𝑋همچنین برای هر نقطه در فضا نیز    ؛شودنظر گرفته می
و   است  محیط  در  دلخواه  نقطه  برازش    𝐹(𝑋:)يک  میزان 

نیز  است حافظه  برای   .Q𝑚    حافظه 𝑀)طول  ≪ 𝑃𝑂𝑃)  ،
𝑀∷    ،حافظه𝑀𝑖∶    حافظه𝑖-  ،ام𝑀𝑖𝑗  لفه  ؤم𝑗-  ام از حافظه𝑖-

و   جمعیت،  -iنیز    ∶𝑃𝑂𝑃𝑖ام  عنصر  ام  -jنیز    𝑃𝑂𝑃𝑖𝑗امین 
از  ؤم  𝐹(𝐻𝑖)گیريم.  امین عنصر جمعیت در نظر می-𝑖لفه 

ام  -iمیزان برازش فرزند    𝐹(𝐶𝐻𝑖)ام،  -iمیزان برازش والد  
خوشه   𝐾و   اگر  تعداد  است.  جمعیت  تعداد  اساس  بر  ها 

𝐾𝑗
𝑃𝑜𝑝    خوشهj-( رابطه  آنگاه  است،  جمعیت  برقرار  8ام   )

 است.
 

(8) {
∀ 𝑗, 𝑖 ∶  𝐾𝑗

𝑃𝑂𝑃 ∩ 𝐾𝑖
𝑃𝑂𝑃 = ∅

⋃ 𝐾𝑖
𝑃𝑂𝑃ℎ

𝑖=1 = {1,2, … , 𝑁}
  

 

( می8رابطه  مشخص  خوشه(  دو  هیچ  که   کند 

يکسانی در جمعیت وجود ندارد و اشتراک آنها تهی است و  

اجتماع خوشه تعداد  همچنین  والدها(،  تعداد  اساس  )بر  ها 

می مشخص  را  جمعیت  میافراد  که  از  کند    Nتا    1تواند 

 باشد.   

به  𝑐ℎ𝑃𝑂𝑃  تیجمع بق  فرزندانعنوان  را    ت ی جمع  هیو 

  ( و 9که بر اساس روابط )  م، یکنیم   فيها تعروالدعنوان  به

  . باشندمی (10)
 

(9) 𝑐ℎ𝑃𝑂𝑃(𝑖,:) = 𝑃𝑂𝑃𝑖,:         ∀ 𝑖 ∈ {1,2, … , 𝑐ℎ} 

(10) 𝐻𝑃𝑂𝑃(𝑖−𝑐ℎ): = 𝑃𝑂𝑃𝑖,:         ∀ 𝑖 ∈ {𝑐ℎ + 1, 𝑁} 
 

و   والد  دسته  از  جمعیتی  شامل  الگوريتم  اين 
صورت تصادفی در محیط  فرزندان است، که اين جمعیت به 

را والدشودايجاد می از جمعیت  ها و بخشی ديگر  ، بخشی 
اند. جمعیت به تعدادی دسته والد  را فرزندان تشکیل داده

می تقسیم  فرزند  و  شودو  والد  يک  شامل  دسته  هر   ،
می که  است  فرزند  به تعدادی  را  محیط  صورت  بايست 

کاوش   يا  کنجداگانه  محلی  )بهینه  غذايی  منبع  و  ند 
اين به  کار  روند  را کشف کنند.  صورت است که سراسری( 

به میوالد  حرکت  محیط  در  تصادفی  و  صورت  کند 
همراه  شوند. دسته والد بههايش اطراف آن پخش میفرزند
می فرزند جستجو  را  خود  اطراف  محیط  تا  هايش  کنند، 

همبه هدف  فرزندسمت  و  والد  شوند.  میزان گرا  هايش، 
کنند و اگر فرزندی در وضعیت  برازندگی خود را بررسی می

به والد  بود،  میبهتر  حرکت  خود  فرزند  نکته  سمت  کند. 
اينجا   در  اهمیت  روش حايز  در  که  است  های  اين 

ها ممکن بود به يک  شده قبلی، دسته پیشنهاد ایدسته چند
از دستهگرا شوند و میمنبع غذايی هم ها در  بايست يکی 

ها که دارای برازش کمتری منبع غذايی بماند و بقیه دسته
حذف   راهشوهستند،  محیط  در  دوباره  و    دوباره اندازی  ند 

ر جديدی  منبع  و  دهند  ادامه  خود  جستجو  به  تا  ا شوند 
زمان کار  عمل،  اين  که  کنند،  باعث  پیدا  و  است  بری 

ارزيابیمی های زيادی صورت بگیرد. برای اين منظور  شود 
رفتار دافعه دسته والد از  اينجا  الهام  -در  فرزند در طبیعت 

با    گرفته از  تشده است.  اين که در طبیعت برخی  به  وجه 
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ديگر    هایشدن اعضايشان را به دستهوالدها، اجازه نزديک
د که  شگرداند، باعث  و آنها را به دامنه خود برمی  دهندنمی

از   روش  اين  در  استفاده    سازوکارما  که  کندافعه  یم، 
باعث میدسته  کار  اين  که  کنند،  دفع  را  يکديگر  شود،  ها 

گرا نشوند،  هیچ وقت چندين دسته به يک منبع غذايی هم
راه و  حذف  عمل  بگیر  دوباره اندازی  تا  همچنین  صورت  د. 

شوند و های هر دسته بررسی میدر هر تکرار، والد و فرزند
که برازش فرزندی از والدش بهتر بود، جای آن با  صورتی در

میوالد   مکان  عوض  بهترين  روی  بر  والد  تا همیشه  شود، 
قرار بگیرد و بتواند دسته را هدايت و مديريت کند. در اين 

جهت   صريح،  حافظه  از  بازيابی  الگوريتم  و  ذخیره 
که  حل راه فرزند  وسیلةبههايی  و  والد  کشف دسته  ها 
صورت  ها بهحلطوری که راه. بهشودشوند، استفاده میمی

میدوره ذخیره  بازيابی ای  دوباره  نیاز  صورت  در  و    شوند 
اندازهشوندمی از میانگین  الگوريتم  اين  بردار. در  های  های 

فرزند تا  میانگین  والد  اين  است،  شده  استفاده  هايش 
می پخش  مشخص  والد  اطراف  چقدر  فرزندان  که  کند 

اند، اگر مقدار اين میانگین از حد آستانه در نظر گرفته  شده
اطراف  باشد، يعنی فرزندان  يا نزديک به صفر  شده، کمتر 

اند و اگر اين مقدار  گرا شدهاند و به آن هموالد قرار گرفته
ز حد آستانه باشد، يعنی فرزندان اطراف والد پخش بیشتر ا 

و  شده والد  بین  فاصله  محاسبه  جهت  نتیجه  در  اند. 
)فرزند رابطه  از  آنها  برداری  اندازه  يعنی  جهت 11ها،  و   )

های دسته تا والد  های برداری فرزندمحاسبه میانگین اندازه
 ( استفاده شده است. 12از رابطه )

 

(11) 𝑟𝑞,: = 𝑃𝑂𝑃⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝑞⃗,: − 𝑃𝑂𝑃⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗

𝑗⃗+|𝑐ℎ|,:  
 

𝑃𝑂𝑃⃗⃗که   ⃗⃗ ⃗⃗ ⃗⃗
𝑞⃗,:   ،بردار هر فرزند𝑃𝑂𝑃⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗

𝑗⃗+|𝑐ℎ|,:   بردار والد در
 : اندازه والد تا فرزند در دسته است :,𝑟𝑞دسته و 

 

(12)  𝑣 =
∑ |𝑟𝑞,:|

𝑚𝑖𝑛(𝑗×𝑔𝑠,|𝑐ℎ|)

𝑞=((𝑗−1)×𝑔𝑠+1)

𝑔𝑠
 

 

اندازه  𝑣که   تا  میانگین  والد  بردارهای  های 
استفرزند اندازه  ؛ هايش  میانگین  اساس  بر  های  بنابراين 

فرزند قرار برداری  قله  روی  بر  والد  که  اين  و  دسته  در  ها 
 طوری که: دارد يا خیر، گام حرکتی متفاوت خواهد بود. به

قرار  صورت  و در  بهینه  روی  بر  والد  گرفتن 
او، می  شدنگراهم بايست موقعیت والد  فرزندهايش اطراف 

ذخیره   حافظه  فرزندشوددر  به  و  داده  د  اجازه  دسته  های 
به تا  حرکت  شوند  والد  اطراف  تصادفی  ند  کنصورت 

)اکتشاف بیشتر(، که بتوانند بهینه ديگری را کشف کنند،  
فرزند جديد  موقعیت  )بنابراين  رابطه  اساس  بر  (  13ها 

 .دشومحاسبه می

(13) 𝑃𝑂𝑃𝑟,: = 𝑃𝑂𝑃|𝑐ℎ|+𝑗,: +
𝑅𝑎𝑛𝑑𝑉𝑟

|𝑅𝑎𝑛𝑑𝑉𝑟|
×

𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻     
 

دسته،    :,𝑃𝑂𝑃|𝑐ℎ|+𝑗که   و    𝑅𝑎𝑛𝑑𝑉والد  تصادفی  مقدار 

𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 میدان ديد فرزند است. 
قرار  صورت  و در  بهینه  روی  بر  والد  نگرفتن 

او،  شدن  گراهم اطراف  میفرزندفرزندهايش  بايست  ها 

کنند کشف  را  بهینه  بتوانند  که  کنند  حرکت   ؛طوری 
فرزندبه که  علاوهطوری  تصادفی،  ها  حرکت  مقداری  بر 

سپس به والد و     وبايست از بدترين فرزند در دسته دور  می
موقعیت  نتیجه  در  شوند،  نزديک  دسته  در  فرزند  بهترين 

 . شوداسبه می( مح14ها بر اساس رابطه )جديد فرزند
(14) 

𝑃𝑂𝑃𝑝,:

=
(𝑐ℎ𝑝,: − 𝑊:)𝑟1 + (𝑃𝑂𝑃𝑗+|𝑐ℎ|,: − 𝑐ℎ𝑝,:)𝑟2 + (𝐻𝑗,: − 𝑐ℎ𝑝,:)𝑟3 + 𝑅𝑎𝑛𝑑𝑉

|(𝑐ℎ𝑝,: − 𝑊:)𝑟1 + (𝑃𝑂𝑃𝑗+|𝑐ℎ|,: − 𝑐ℎ𝑝,:)𝑟2 + (𝐻𝑗,: − 𝑐ℎ𝑝,:)𝑟3 + 𝑅𝑎𝑛𝑑𝑉|

× 𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 + 𝑐ℎ𝑝,: 
 

مربوطه،    :,𝑐ℎ𝑝که   فرزند،    𝑊فرزند  بدترين 
𝑃𝑂𝑃𝑗+|𝑐ℎ|,:    ،والد دسته𝐻𝑗,:    ،بهترين فرزند در دسته𝑟   و

𝑅𝑎𝑛𝑑𝑉    و تصادفی  فرزند   𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻مقدار  ديد  میدان 
 است.

قرار  صورت  و در  بهینه  روی  بر  والد  گرفتن 
مینشدن  گراهم او،  اطراف  فرزندفرزندهايش  ها  بايست 

حرکت  طوری  و  ندهند،  انجام  اکتشاف  و  تصادفی  حرکت 
اط که  عملیات  کنند  بتوانند  تا  شوند،  همگرا  والد  راف 

ها به والد و به  بنابراين فرزند ؛وری بیشتری انجام دهند بهره
شوند، در نتیجه موقعیت  بهترين فرزند در دسته نزديک می 

 شود: ( محاسبه می15ها بر اساس رابطه )جديد فرزند
 

(15)  𝑃𝑂𝑃𝑝,: =
(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:−𝑐ℎ𝑝,:)𝑟2+(𝐻𝑗,:−𝑐ℎ𝑝,:)𝑟3

|(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:−𝑐ℎ𝑝,:)𝑟2+(𝐻𝑗,:−𝑐ℎ𝑝,:)𝑟3|
×

𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 + 𝑐ℎ𝑝,: 
 

قرار  صورت  و در  بهینه  روی  بر  والد  نگرفتن 
می  شدنگراهم او،  اطراف  فرزندفرزندهايش  ها  بايست 

حرکت  طوری  و  ندهند  انجام  اکتشاف  و  تصادفی  حرکت 
به   والد  و  شوند  همگرا  والد  اطراف  که  بهینه کنند  سمت 

ها به والد و به بهترين فرزند در  بنابراين فرزند  ؛ حرکت کند
می دور  دسته  فرزند  بدترين  از  و  نزديک  شوند،  دسته 

فرزندنتیجه  در جديد  )موقعیت  رابطه  اساس  بر  (  16ها 

 . گرددمحاسبه می
(16) 

𝑃𝑂𝑃𝑝,: = 𝑐ℎ𝑝,::

=
(𝑐ℎ𝑝,: − 𝑊:)𝑟1 + (𝑃𝑂𝑃𝑗+|𝑐ℎ|,: − 𝑐ℎ𝑝,:)𝑟2 + (𝐻𝑗,: − 𝑐ℎ𝑝,:)𝑟3

|(𝑐ℎ𝑝,: − 𝑊:)𝑟1 + (𝑃𝑂𝑃𝑗+|𝑐ℎ|,: − 𝑐ℎ𝑝,:)𝑟2 + (𝐻𝑗,: − 𝑐ℎ𝑝,:)𝑟3|

× 𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 + 𝑐ℎ𝑝,: 
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بايست به آن توجه کرد اين است که، ای که مینکته

والد که  زمانی  نمیدر  دارند،  قرار  بهینه  روی  بر  توانند  ها 

احساس   و  دارد  قرار  بهینه  اينجا  که  بدهند  تشخیص 

فرزندکمی و  است  نیفتاده  اتفاق  بهبودی  دوباره  نند  ها 

می جستجو  را  نمیاطراف  و  بهکنند  از  توانند  بهتر  جواب 

شود والد حرکت تصادفی انجام  آنجا برسند و اين باعث می

صورت  د. برای رفع اين عیب به اينشوبدهد و از بهینه دور  

می اندازهعمل  میانگین  اگر  که،  برداری  شود  و  های  والد 

فرزندفرزند يعنی  شد،  کمتر  نظر  مورد  آستانه  از  ها  هايش 

بهینه قرار گرفته اطراف والد جمع شده بر روی  والد  اند و 

د که مشخص  کنبايست متغیری را فعال  بنابراين می  ؛است

و جابهکن دارد  قرار  بهینه  روی  بر  ند  فرزندشوجا  و  را د  ها 

ند تا در  کنمجبور کند تا جستجوی سراسری خود را زياد  

جا را  جابه صورت  بهتری  نقطه  سريع  بتوانند  بهینه،  شدن 

زمانی   در  حال  کنند.  میپیدا  تغییر  بهینه  والد  که  کند 

دهد تا بتواند دوباره به حالت  متغیر بولی خود را تغییر می

 که روی بهینه قرار ندارد. جستجويش برگردد و اعلام کند 

های پويا محک  ترين توابع محک برای محیطمعروف

استقله متحرک  در    ؛های  تا  بتواند  بايد  الگوريتم  بنابراين 

ها را پوشش دهد تا هنگامی که  حد امکان تمامی اين قله

از آنها تبديل به بهینه شد، يک دسته والد به   همراه يکی 

آن نزديکی  در  باشند  فرزندهايش  داشته  نحوه  وجود   .

( نشان داده  2)  دسته والد و فرزندان در شکل  شدنگراهم

ها دور  های والدها از قلهطوری که ابتدا دستهشده است، به

به مدتی  از  بعد  و  قلهبوده  همسمت  شدهها  و  گرا  اند 

قله محیط،  تغییر  با  میهمچنین  تغییر  دسته  ها  و  کنند 

مح سريع  میوالدها  پیدا  را  بهینه  بهل  و  آن کنند  سمت 

 شوند.  می گراهم

اساسی از  يکی  چالشهمچنین  در  ترين  ها 

باشد.  پويا، شناسايی لحظه تغییر در محیط می   هایمحیط

الگوريتم شناسايی شود،   برای  بايد  تغییر در محیط  لحظه 

را   نظر  مورد  بهینه  تغییر،  هر  از  بعد  بتواند  الگوريتم  تا 

آزمايشکنرديابی    سرعتبه برای  اين  د.  تغییر  کردن  که 

توان شايستگی يکی از ذرات را  محیط رخداده يا خیر، می

در  ه دوبار کرد.  شايستگی  صورتیارزيابی  مقدار  که 

شده برای ذره مورد برابر مقدار شايستگی ثبتآمده  دستبه

اين   غیر  در  است،  نکرده  تغییر  محیط  يعنی  باشد،  نظر 

 صورت محیط تغییرکرده است. 

 
 

 
 

 

 
 (: نحوه همگرا شدن دسته والد و فرزندان  2-)شکل

(Figure-2): Convergence of the CMPCS algorithm  

 

الگورشبه  در  (  CMPCS) فرزندها و    والد  تميکد 

 نشان داده شده است. (3) شکل
 

Basic operations of the CMPCS algorithm 

𝑃𝑂𝑃∷ = 𝑟𝑎𝑛𝑑(|𝑃𝑂𝑃|, 𝐷) 

𝑔𝑠 =
|𝑐ℎ|

|𝑃𝑂𝑃|−|𝑐ℎ|
   \\Group size, 𝑔𝑠, should be a positive integer 

𝐹𝑜𝑟 𝑗 = 1 𝑡𝑜 (|𝑃𝑂𝑃| − |𝑐ℎ|) 

    𝐵𝑒𝑠𝑡_𝑖𝑛𝑑 = max
𝑟={(𝑗−1)×𝑔𝑠+1,…,min(𝑗×𝑔𝑠,|𝑐ℎ|)}∪{|𝑐ℎ|+𝑗}

𝐹(𝑃𝑂𝑃𝑟,:) 

    𝑠𝑤𝑎𝑝(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:, 𝑃𝑂𝑃𝐵𝑒𝑠𝑡_𝑖𝑛𝑑,:) 

∀𝑖 ∈ {1, … , |𝑐ℎ|}: 𝑐ℎ𝑖,: = 𝑃𝑂𝑃𝑖,: 

∀𝑖 ∈ {|𝑐ℎ| + 1, … , |𝑃𝑂𝑃|}: 𝐻𝑖−|𝑐ℎ|,: = 𝑃𝑂𝑃𝑖,: 

∀𝑖 ∈ {1, … , |𝑀|}: 𝑀𝑖 = 𝐶𝑟𝑒𝑎𝑡𝑒𝑅𝑒𝑐𝑜𝑟𝑑(𝑃𝑂𝑃𝑖+|𝑐ℎ|,:)&&𝐸𝑋𝑃𝑖 = 0 

∀𝑖 ∈ {1,2, … , |𝑃𝑂𝑃| − |𝑐ℎ|}: 𝛽𝑖 = 0&&𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑖 = 0&&𝑇𝑟𝑖𝑎𝑙𝑖

= 0 

𝐹𝑜𝑟 𝑖 = 1 𝑡𝑜 𝐼 
        𝐹𝑜𝑟 𝑗 = 1 𝑡𝑜 (|𝑃𝑂𝑃| − |𝑐ℎ|) 
                𝑖𝑓(𝐶ℎ𝑎𝑛𝑔𝑒𝐹𝑙𝑎𝑔) 

                     𝑊𝑜𝑟𝑠𝑡_𝑖𝑛𝑑 = min
𝑟={|𝑐ℎ|+1,…,|𝑃𝑂𝑃|}

𝐹(𝑃𝑂𝑃𝑟,:) 

                     𝑊: = 𝑃𝑂𝑃𝑊𝑜𝑟𝑠𝑡_𝑖𝑛𝑑,: 

                     𝐼𝐹𝑀   =Index of the most similar memory record to 𝑊: 

                     𝑃𝑂𝑃𝑊𝑜𝑟𝑠𝑡_𝑖𝑛𝑑,: = 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒(𝑀𝐼𝐹𝑀
) 

                     𝑖𝑓 (𝐹(𝑊:) ≥ 𝐹(𝑃𝑂𝑃𝑊𝑜𝑟𝑠𝑡_𝑖𝑛𝑑,:)) 

                         𝑃𝑂𝑃𝑊𝑜𝑟𝑠𝑡_𝑖𝑛𝑑,: = 𝑊: 

                         𝐸𝑋𝑃𝐼𝐹𝑀
= 𝐸𝑋𝑃𝐼𝐹𝑀

+ 1 

                         𝑖𝑓(𝐸𝑋𝑃𝐼𝐹𝑀
> 𝜃𝐸) 

                             𝐵𝑒𝑠𝑡_𝑖𝑛𝑑 = max
𝑟={|𝑐ℎ|+1,…,|𝑃𝑂𝑃|}

𝐹(𝑃𝑂𝑃𝑟,:) 

                             𝐸𝑋𝑃𝐼𝐹𝑀
= 0 

                             𝑀𝐼𝐹𝑀
= 𝑆𝑎𝑣𝑒(𝑀𝐼𝐹𝑀

, 𝑃𝑂𝑃𝐵𝑒𝑠𝑡_𝑖𝑛𝑑,:)  
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                     𝑒𝑙𝑠𝑒𝑖𝑓 (𝐹(𝐻𝑗:) < 𝐹(𝑃𝑂𝑃𝑊𝑜𝑟𝑠𝑡_𝑖𝑛𝑑,:)) 

                         𝐸𝑋𝑃𝐼𝐹𝑀
= 0 

                         𝐻𝑗,: = 𝑃𝑂𝑃𝑗+|𝑐ℎ|,: 

                     𝐶ℎ𝑎𝑛𝑔𝑒𝐹𝑙𝑎𝑔 = 0 

                     𝑇𝑟𝑖𝑎𝑙𝑗 = 0; 𝛽𝑗 = 0; 𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 = 0; 

                     𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑒; 

                𝑖𝑓(𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 > 𝜃𝛽)      \\ 𝜃𝛽 is a threshold 

                     𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 = 0 

                     𝛽𝑗 = 1 

                     𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑒; 

                𝑖𝑓(𝑇𝑟𝑖𝑎𝑙𝑗 > 𝜃𝐶)            \\ 𝜃𝐶 is a threshold 

                     𝑇𝑟𝑖𝑎𝑙𝑗 = 0; 𝛽𝑗 = 0; 𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 = 0; 

                     𝐼𝐹𝑀= 𝑃𝑂𝑃𝑗+|𝑐ℎ|,: 

                     𝑀𝐼𝐹𝑀
= 𝑆𝑎𝑣𝑒(𝑀𝐼𝐹𝑀

, 𝑃𝑂𝑃𝑗+|𝑐ℎ|,:) 

                     𝑅𝑒𝑠𝑡𝑎𝑟𝑡 𝑃𝑂𝑃𝑗+|𝑐ℎ|,: and ∀𝑞 ∈ {(𝑗 − 1) × 𝑔𝑠 +

1, … , min(𝑗 × 𝑔𝑠, |𝑐ℎ|)}: 𝑃𝑂𝑃⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝑞⃗,:; 

                     𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑒; 

                ∀𝑞 ∈ {(𝑗 − 1) × 𝑔𝑠 + 1, … , min(𝑗 × 𝑔𝑠, |𝑐ℎ|)}: 𝑟𝑞,: =

𝑃𝑂𝑃⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝑞⃗,: − 𝑃𝑂𝑃⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗

𝑗⃗+|𝑐ℎ|,: 

                𝑣 =
∑ |𝑟𝑞,:|

min(𝑗×𝑔𝑠,|𝑐ℎ|)

𝑞=((𝑗−1)×𝑔𝑠+1)

𝑔𝑠
 

                𝑖𝑓(𝑣 < 𝜃𝑣&&𝛽𝑗)      \\ 𝜃𝑣 is a threshold 

                                            \\ Save the best position and wander 

                         𝐼𝐹𝑀= 𝑃𝑂𝑃𝑗,: 

                         𝑀𝐼𝐹𝑀
= 𝑆𝑎𝑣𝑒(𝑀𝐼𝐹𝑀

, 𝑃𝑂𝑃𝑗,:) 

                         ∀𝑟 ∈ {(𝑗 − 1) × 𝑔𝑠 + 1, … , min(𝑗 × 𝑔𝑠, |𝑐ℎ|)}: 

                                𝑃𝑂𝑃𝑟,: = 𝑃𝑂𝑃|𝑐ℎ|+𝑗,: +
𝑅𝑎𝑛𝑑𝑉𝑟

|𝑅𝑎𝑛𝑑𝑉𝑟|
×

𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻&&𝑅𝑎𝑛𝑑𝑉𝑟 = 𝑟𝑎𝑛𝑑(1, 𝐷) 

                𝑒𝑙𝑠𝑒𝑖𝑓(𝑣 < 𝜃𝑣&&! 𝛽𝑗) 

  \\child becomes near to the hen & near to the best & far from the 

worst and also have some freedom 

                        𝐹𝑜𝑟 𝑝 = (𝑗 − 1) × 𝑔𝑠 + 1 𝑡𝑜 min(𝑗 × 𝑔𝑠, |𝑐ℎ|) 
                            𝑅𝑎𝑛𝑑𝑉 = 𝑟𝑎𝑛𝑑(1, 𝐷) 

             𝑃𝑂𝑃𝑝,: =
(𝑐ℎ𝑝,:−𝑊:)𝑟1+(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:−𝑐ℎ𝑝,:)𝑟2+(𝐻𝑗,:−𝑐ℎ𝑝,:)𝑟3+𝑅𝑎𝑛𝑑𝑉

|(𝑐ℎ𝑝,:−𝑊:)𝑟1+(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:−𝑐ℎ𝑝,:)𝑟2+(𝐻𝑗,:−𝑐ℎ𝑝,:)𝑟3+𝑅𝑎𝑛𝑑𝑉|
× 𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 +

𝑐ℎ𝑝,: 

                𝑒𝑙𝑠𝑒𝑖𝑓(𝛽𝑗) 

           \\ child becomes near to the hen & near to the best 

                        𝐹𝑜𝑟 𝑝 = (𝑗 − 1) × 𝑔𝑠 + 1 𝑡𝑜 min(𝑗 × 𝑔𝑠, |𝑐ℎ|) 

                𝑃𝑂𝑃𝑝,: =
(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:−𝑐ℎ𝑝,:)𝑟2+(𝐻𝑗,:−𝑐ℎ𝑝,:)𝑟3

|(𝑃𝑂𝑃𝑗+|𝑐ℎ|,:−𝑐ℎ𝑝,:)𝑟2+(𝐻𝑗,:−𝑐ℎ𝑝,:)𝑟3|
× 𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 +

𝑐ℎ𝑝,: 

                𝑒𝑙𝑠𝑒 

                        𝐹𝑜𝑟 𝑝 = (𝑗 − 1) × 𝑔𝑠 + 1 𝑡𝑜 min(𝑗 × 𝑔𝑠, |𝑐ℎ|) 
𝑃𝑂𝑃𝑝,: = 𝑐ℎ𝑝,::

=
(𝑐ℎ𝑝,: − 𝑊:)𝑟1 + (𝑃𝑂𝑃𝑗+|𝑐ℎ|,: − 𝑐ℎ𝑝,:)𝑟2 + (𝐻𝑗,: − 𝑐ℎ𝑝,:)𝑟3

|(𝑐ℎ𝑝,: − 𝑊:)𝑟1 + (𝑃𝑂𝑃𝑗+|𝑐ℎ|,: − 𝑐ℎ𝑝,:)𝑟2 + (𝐻𝑗,: − 𝑐ℎ𝑝,:)𝑟3|

× 𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 + 𝑐ℎ𝑝,: 

                

𝑐ℎ𝑒𝑐𝑘 𝑖𝑓 𝑎 𝑐ℎ𝑖𝑘𝑒𝑛 𝑖𝑠 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑜𝑓 𝑉𝑖𝑠𝑢𝑎𝑙𝐻;  𝑖𝑓 𝑠𝑜, 𝑟𝑒𝑡𝑢𝑟𝑛 𝑖𝑡 

                𝐵𝑒𝑠𝑡_𝑖𝑛𝑑 = max
𝑟={(𝑗−1)×𝑔𝑠+1,…,min(𝑗×𝑔𝑠,|𝑐ℎ|)}

𝐹(𝑃𝑂𝑃𝑟,:) 

                𝑥: = 𝑃𝑂𝑃𝐵𝑒𝑠𝑡_𝑖𝑛𝑑,: 

                𝑖𝑓 (𝐹(𝑥:) > 𝐹(𝑃𝑂𝑃|𝑐ℎ|+𝑗,:)) 

                    𝑃𝑂𝑃|𝑐ℎ|+𝑗,: = 𝑥: 

                    𝑇𝑟𝑖𝑎𝑙𝑗 = 0; 𝛽𝑗 = 0; 𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 = 0; 

                    𝑖𝑓 (𝐹(𝐻𝑗:) < 𝐹(𝑃𝑂𝑃|𝑐ℎ|+𝑗,:)) 

                         𝐻𝑗,: = 𝑃𝑂𝑃𝑗+|𝑐ℎ|,: 

                𝑒𝑙𝑠𝑒 

                    𝑖𝑓(𝛽𝑗) 

                        𝑇𝑟𝑖𝑎𝑙𝑗 = 𝑇𝑟𝑖𝑎𝑙𝑗 + 1;  

                    𝑒𝑙𝑠𝑒 

                        𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 = 𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝑗 + 1; 

                𝐹𝑜𝑟 𝑝 = (𝑗 − 1) × 𝑔𝑠 + 1 𝑡𝑜 min(𝑗 × 𝑔𝑠, |𝑐ℎ|) 
                    𝑐ℎ𝑝,: = 𝑃𝑂𝑃𝑝,: 

 CMPCSی شنهادیپ تمیکد الگوربه(: ش3-)شکل

(Figure-3): The pseudo-code of the CMPCS algorithm  

 های حافظه حل سازی راه ذخیره  -3-4
حل در حافظه، در صورتی که حافظه  جهت ذخیره يک راه

آن   باشد،  خالی  )مدخل(  خانه  ذخیره  راهدارای  حل 

درشودمی اما  خانهصورتی،  باشند،  که  پر  حافظه  های 

مدخلمی از  يکی  با  جديد  مدخل  موجود، بايست  های 

  بايست، جايگزين حافظه شود. برای اين منظور در ابتدا می

  خوشه   و  عضو  بهترين  بندی، سپس موقعیتجمعیت خوشه

  .دشو مشخص را آن به مربوط

عناصر   بودند،  اگر  نظر  مورد  خوشه  عضو  حافظه، 

عضو   بهترين  با  خوشه  مرکز  از  حافظه  عنصر  دورترين 

جابه میجمعیت  درجا  و  از صورتیشود  عنصری  هیچ  که 

نزديک نبودند،  نظر  مورد  خوشه  عضو  عضو حافظه،  ترين 

جابه جمعیت  عضو  بهترين  با  خوشه  مرکز  به  جا  حافظه 

 شود.  می
 

  های حافظهحل بازیابی راه  -4-4
  موقعیت   بايستمی  حافظه،  از  مدخل  بهترين  بازيابی  برای 

آن  به مربوط خوشه و حافظه در شده ذخیره مدخل بهترين

هرمی   سپس  .دشومشخص   جمعیت  بايست    يک   به  عضو 

  عضو   کدام  که  د،شو  داده و بررسی  اختصاص  حافظه  خوشه

به    عضو  جمعیت  در مربوط  حافظه  خوشه  عضو  بهترين 

داده  .است میان  عضو خوشه،  در   که  ایدادههای جمعیت 

 انتخاب  جمعیت  از  حذف  جهت  است،  خوشه  مرکز  از  دورتر

  انتخاب   عنصر  بدترين  که  است  معنی  بدان  اين  .شودمی

  خوشه  مرکز  از  عنصر  دورترين  عنصر،  بدترين)  شودمی

حافظه  ؛(است عضو  بهترين  از    بنابراين،  عضوی  خوشه  با 

دارد،   خوشه  مرکز  با  را  فاصله  بیشترين  که  مربوطه 

در حافظه   عضو  بهترين  که   شودمی  باعث  اين  و  جايگزين

مجاور    در  شدهذخیره  عضو  بدترين  موقعیت  در و  جمعیت 

قرار اگر .  بگیرد  خودش  از  همچنین  در  عنصری   جمعیت 

وجود  خوشه به  نداشت،  مربوطه  که    خوشه   مرکز  عنصری 

 .  شودمی است، انتخاب ترنزديکمربوطه 
 

 نتایج و بحث -5
ارزيابیبه   با   آنها   مقايسه  و  پیشنهادی  هایالگوريتم  منظور 

  های قله  محک  از  پويا،  های محیط  در  ديگر  هایالگوريتم 

است    استفاده  متحرک قله  .[17]شده  های متحرک  محک 

  کارايی   آزمايش   برای  سراسری  پويای   محیط  يک  عنوانبه

در  های الگوريتم    تمام   .است  شده   گرفته  نظر  مختلف، 

روی  ها آزمايش صورت    مشابه  شرايط  در  هاالگوريتم  بر 
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الگوريتم های مورد مقايسه همگی بر اساس  گرفته است و 

ارزيابسازیپیاده محک  روی  بر  موجود  شدههای  در  ی  اند. 

( تنظیمات2جدول   محک  تابع  پارامترهای  استاندارد   ( 

 متحرک نشان داده شده است. هایقله
 متحرک هایقله محک تابع استاندارد (: تنظیمات2-جدول)

(Table-2): Standard Setting for moving peaks benchmark 

 مقدار  پارامتر 
number of peaks(P) 10 

Change Frequency (𝑓) 5000 

Height severity(ℎ𝑠𝑒𝑣) 7.0 

Width severity (𝑤𝑠𝑒𝑣) 1.0 

)shPeak shape (P Con 

Basic function No 

Shift length 𝑆𝑙 1.0 

Number of dimensions (𝐷) 5 

Correlation coefficient (𝜆) 0 

𝐷𝑠 [0 ,100] 

ℎ𝑠 [70.0 ,30.0] 

𝑊𝑠 [12 ,1] 

𝐼 50.0 

صورت  های تکاملی بهبرای سنجش کارآيی الگوريتم 
محیط در  بهکمی  معیاری  از  پويا  خطای  های  نام 

برونخطی  درون میو  استفاده  کارايی  خطی  در  شود. 
هايی که در تمام  مقدار ارزيابی  خطی از میانگین همهدرون

کارايی  شود و در استفاده می ،دست آمده استمدت اجرا به
پیدابرون ارزيابی  مقدار  بهترين  میانگین  از  شده  خطی 

 ,36 ,35 ,33]شود تاکنون در هر يک از مراحل استفاده می

براشیپ   میتنظ.  [51 شده  شنهادیپ   تميالگور  یفرض 
CMPCS  نشان داده شده است.( 3) در جدول  

 
 

 ی شنهادیپ تمیالگور یاستاندارد برا میتنظ(: 3-جدول ) 
(Table-3): Standard Setting for the proposed algorithm 

 مقدار  پارامتر

𝑉𝑖𝑠𝑢𝑎𝑙𝐻 5 

𝑉𝑖𝑠𝑢𝑎𝑙𝐶𝐻 1 

|𝑀| 10 
|𝑃𝑂𝑃| 100 

𝐺 5 
 

الگور  یشنهادیپ   تميالگور ،  mQSOی  هاتمي با 
FMSO  ،[11]    وCellularPSO  [9]    وMulti-Swarm  [12] ،

AmQSO  [10]  ،FTMPSO  [3]  ،CDEPSO  [21]    و
DPSABC  [24]    گرفته  سهيمقامورد در    است.   قرار 

الگوريتم و  از حافظه صريح  پیشنهادی  های مورد الگوريتم 
مقايسه از حافظه ضمنی استفاده شده است. در اين بخش  

شده بر روی مدل پیشنهادی در  های انجامبه شرح آزمايش
قله  هزاردهتا    پانصد های  فرکانس تعداد  با  الی    يکهای  و 
 شود.  پرداخته می دويست

به  پیشنهادی  روش  زياد،  در  تنوع  وجود  دلیل 
قرار قله  تربیش  طورتقريبیبه ذرات  پوشش  مورد    ها 

خطی و  ( نمودار خطای برون7( تا )4)  های. شکلگیرندمی
فرکانس در  پیشنهادی  روش  برای  را  جاری  های  خطای 

و   يک، شدت تغییرات  3000و    2000  ،1000،  100تغییر  
ها  توان از اين شکلدهند، که میرا نشان می  دهتعداد قله  

طور قابل قبولی  شده بهنتیجه گرفت، خطای روش پیشنهاد
 يابند. کاهش می

آزمايش الگوريتمنتايج  همه  برای  میانگین  ها  ها، 

برون اطمینان  خطای  فاصله  با  در    95خطی    100درصد 

ا بروناستجرا  مرتبه  خطای  استاندارد  .  خطای  و  خطی 

آزمايش  آمدهدستبه محیط از  برای  پويايیها  با  های  های 

جدول در  )متفاوت  )4های  تا  است.  7(  شده  داده  نشان   )

به بهتر  رنگ  نتايج  پر  مشاهده  . هماناستصورت  که  طور 

برونمی خطای  اختلاف  پیشنهادی  شود،  الگوريتم  خطی 

به   و الگوريتمنسبت  محیط  فرکانس  افزايش  با  ديگر  های 

قله تعداد  )افزايش  فضا  پیچیدگی  افزايش  با  ها(  همچنین 

می پیدا  الگوريتم افزايش  که  است  اين  امر  علت  کند. 

سريع میپیشنهادی  راهتر  از  حلتواند  پس  را  بهتر  های 

 دست بیاورد.  مشاهده تغییر در محیط به

 
خطی و جاری الگوریتم  طای برون(: نمودار خ4-)شکل

 100   =قله و فرکانس 10با  پیشنهادی

(Figure-4): The diagram of the offline error and the current 
error of the proposed algorithm in a dynamic environment 

with 10 peaks and frequency=100     
 

 
خطی و جاری الگوریتم  (: نمودار خطای برون5-)شکل

 1000  = قله و فرکانس 10با  پیشنهادی

(Figure-5): The diagram of the offline error and the current 
error of the proposed algorithm in a dynamic environment 

with 10 peaks and frequency= 1000  
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خطی و جاری الگوریتم  (: نمودار خطای برون6-)شکل

  2000  =قله و فرکانس 10با  پیشنهادی

(Figure-6): The diagram of the offline error and the current 

error of the proposed algorithm in a dynamic environment 
with 10 peaks and frequency= 2000   

 

 
خطی و جاری الگوریتم  (: نمودار خطای برون7-)شکل

 3000 = قله و فرکانس 10با  پیشنهادی

(Figure-7): The diagram of the offline error and the current 

error of the proposed algorithm in a dynamic environment 
with 10 peaks and frequency=3000    

 500ی برای فرکانس شنهادی پ روش استاندارد وی خط برونی خطا سهیمقا (:4-جدول)
(Table-4): A comparison between the offline error and the standard error of the proposed method with other methods for f = 500 

تعداد  

 هاقله
CMPCS AmQSO DPSABC FTMPSO 

Multi 

Swarm 

PSO 

Cellular 

PSO 
FMSO 

mQSO10 

(5+5q) 

1 3.25±0.25 3.02±0.32 2.77±0.00 1.76±0.09 5.46±0.30 13.4±0.74 5.58±0.19 33.67±0.34 

5 2.54±0.27 5.77±0.56 - 2.93±0.18 5.48±0.19 9.63±0.49 9.45±0. 4 11.91±0.7 

10 3.34±0.42 5.37±0.42 3.42±0.00 3.91±0.19 5.95±0.19 9.42±0.21 8.26±0.3 9.62±0.32 

20 3.11±0.15 6.82±0.34 3.12±0.00 4.83±0.19 6.45±0.16 8.84±0.28 17.34±0.3 9.07±0.25 

30 3.35±0.18 7.10±0.39 3.69±0.00 5.05±0.21 6.60±0.14 8.81±0.24 16.39±0.4 8.80±0.21 

40 3.08±0.19 7.57±0.32 - - 6.85±0.13 8394±0.24 15.34±0.4 8.55±0.21 

50 3.09±0.24 7.55±0.32 3.22±0.00 4.98±0.15 7.04±0.10 8.62±0.23 5.54±0.2 8.72±0.20 

100 3.10±018 7.34±0.31 3.01±0.00 5.31±0.11 7.39±0.13 8.54±0.21 2.87±0.6 8.54±0.16 

200 3.05±0.16 7.48±0.19 3.16±0.00 5.52±0.21 7.52±0.12 8.28±0.18 11.52±0.6 8.19±0.17 

 

 1000خطی و استاندارد روش پیشنهادی برای فرکانس مقایسه خطای برون  (:5-جدول)

(Table-5): A comparison between the offline error and the standard error of the proposed method 

 with other methods for f = 1000 
 تعداد 

 هاقله
CMPCS AmQSO DPSABC FTMPSO 

Multi 

Swarm 

PSO 

Cellular 

PSO 
FMSO 

mQSO10 

(5+5q) 

1 2.50±0.24 2.33±0.31 1.68±0.00 0.89±0.05 2.90±0.18 6.77±0.38 4.42±0.4 18.6±0.16 

5 2.37±0.26 2.90±0.32 - 1.70±0.10 3.35±0.18 5.30±0.32 10.59±0.2 6.56±0.38 

10 2.12±0.15 4.56±0.40 3.23±.0.00 2.36±0.09 3.94±0.08 5.15±0.13 10.40±0.1 5.71±0.22 

20 2.10±0.14 5.36±0.47 3.40±0.00 3.01±0.12 4.33±0.12 5.23±0.18 10.33±0.1 5.85±0.15 

30 2.05±0.21 5.20±0.38 3.28±0.00 3.06±0.10 4.41±0.11 5.33±0.16 10.06±0.1 5.81±0.15 

40 1.77±0.26 - - - 4.52±0.09 5.61±0.16 9.85±0.11 5.70±0.14 

50 1.46±0.17 6.06±0.14 2.67±0.00 3.29±0.10 4.57±0.08 5.55±0.14 9.54±0.11 5.87±0.13 

100 1.17±0.19 4.77±0.45 3.08±0.00 3.63±0.09 4.77±0.08 5.57±0.12 8.77±0.09 5.83±0.13 

200 1.06±0.14 5.75±0.26 3.01±0.00 3.74±0.09 4.76±0.07 5.50±0.12 8.06±0.07 5.54±0.11 

 

 5000 خطی و استاندارد روش پیشنهادی برای فرکانسمقایسه خطای برون  (:6-جدول)

(Table-6): A comparison between the offline error and the standard error of the proposed method  

with other methods for f = 5000 
تعداد  

 هاقله
CMPCS AmQSO DPSABC FTMPSO 

Multi 

Swarm 

PSO 

Cellular 

PSO 
FMSO 

mQSO10 

(5+5q) 

1 1.08±0.14 2.62±0.10 2.25±0.00 0.18±0.01 0.56±0.04 2.55±0.12 3.44±0.11 3.82±0.35 

5 0.76±0.19 1.01±0.09 - 0.47±0.05 1.06±0.06 1.68±0.11 2.94±0.07 1.90±.0.8 

10 0.65±.10 1.51±0.1 2.13±0.00 0.67±0.04 1.51±0.04 1.78±0.05 3.11±0.06 1.91±.0.08 

20 0.61±0.23 2.00±0.15 2.07±0.00 0.93±0.04 1.89±0.04 2.61±0.07 3.36±0.06 2.56±0.10 

30 0.55±0.15 2.19±0.17 1.88±0.00 1.14±0.04 2.03±0.06 2.93±0.08 3.28±0.05 2.68±0.10 
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40 0.51±0.25 - - - 2.04±0.06 3.14±0.08 3.26±0.04 2.65±0.08 

50 0.46±0.08 2.43±0.13 1.91±0.00 1.32±0.04 2.08±0.02 3.26±0.08 3.22±0.05 2.63±0.08 

100 0.35±0.15 2.68±0.12 1.89±0.00 1.61±0.03 2.14±0.02 3.41±0.07 3.06±0.04 2.52±0.06 

200 0.31±0.15 2.62±0.10 1.87±0.00 1.67±0.03 2.11±0.03 3.40±0.06 2.84±0.03 2.36±0.05 

 

 10000خطی و استاندارد روش پیشنهادی برای فرکانس مقایسه خطای برون  (:7-جدول)

(Table-7): A comparison between the offline error and the standard error of the proposed method  
with other methods for f = 10000 

تعداد  

 هاقله
CMPCS AmQSO DPSABC FTMPSO 

Multi 

Swarm 

PSO 

Cellular 

PSO 
FMSO 

mQSO10 

(5+5q) 

1 0.17±0.14 0.19±0.02 2.67±0.00 0.09±0.00 0.27±0.02 1.53±0.12 1.90±0.06 1.90±0.18 

5 0.12±0.13 0.45±0.04 - 0.31±0.04 0.70±0.10 0.92±0.10 1.75±0.06 1.03±0.06 

10 0.09±0.12 0.76±0.06 9.01±0.01 0.43±0.03 0.97±0.04 1.19±0.07 1.91±0.04 1.100.07 

20 0.09±0.01 1.28±0.12 6.60±0.01 0.56±0.01 1.34±0.08 2.20±0.10 2.16±0.04 1.84±0.08 

30 0.05±0.12 1.78±0.09 7.70±0.01 0.69±0.09 1.43±0.05 2.60±0.13 2.18±0.04 2.00±0.09 

40 0.04±0.15 - - - 1.47±0.06 2.73±0.11 2.21±0.03 1.99±0.07 

50 0.07±0.24 1.55±0.08 8.10±0.01 0.86±0.02 1.47±0.04 2.84±0.12 2.60±0.08 1.99±0.07 

100 0.08±0.27 1.89±0.14 8.34±0.01 1.08±0.01 1.50±0.03 2.93±0.09 2.20±0.03 1.85±0.05 
 

 
 الگوریتم پیشنهادی با حافظه و بدون حافظه خطی (: نمودار خطای جاری و برون8-)شکل

(Figure-8): The diagram of the current error of the proposed algorithm enriched with memory  
andthe memoryless proposed algorithm 

 

روش از  يکی  حافظه  از  که  استفاده  است  های 

گرايی هر الگوريتم  طور قابل توجهی سرعت همبهتواند  می

ثیر حافظه أ سازی مبتنی بر جمعیت را افزايش دهد. ت بهینه 

( نشان داده  8بر عملکرد الگوريتم پیشنهاد شده در شکل )

 شده است.  

برای   نقش مهمی    𝑉𝑖𝑠𝑢𝑎𝑙𝐻انتخاب مقدار مناسب 

هم گروهدر  سريع  همگرايی  از  قبل  سراسری گرايی  ها 

الگوريتم  عملکرد  بر  همچنین  دارد.  پیشنهادی  الگوريتم 

ت میأ پیشنهادی  همانثیر  )گذارد.  جدول  از  که  ( 8طور 

گرفتمی نتیجه  پارامتر    ، توان  اين  برای  نتیجه    5بهترين 

 است.

 بر عملکرد  𝑽𝒊𝒔𝒖𝒂𝒍𝑯 ثیر پارامترأت  (:8-جدول)

 CMPCSالگوریتم 

(Table-8): Effect of different values for 𝑽𝒊𝒔𝒖𝒂𝒍𝑯 parameter 

on the algorithm performance 
Offline_err ± Std_err Initial Visual Parent (𝑉𝑖𝑠𝑢𝑎𝑙𝐻) 

2.75 (0.15)  1 

1.80 (0.19)  2 

1.09 (0.28)  5 

1.29 (0.24)  10 

1.71 (0.12)  20 

2.76 (0.28)  30 

2.67 (0.22)  50 

 

 گیری  نتیجه -6
بهینه پويا مربوط به يک محور  مسائل  مهم    پژوهشسازی 

برنامههستند در  زيرا  دنیای  ،  در  متعددی  کاربردی  های 

دارند.   کاربرد  روشواقعی  مختلفتاکنون  برای    یهای 

و    سازیبهینه  است  شده    ن يترمعروف  از  یکيارايه 

الگورنه یبه  هایروش . هستند  هوش جمعی  هایتميسازی، 

رو هستیم  های مختلفی روبههای پويا ما با چالشدر محیط

از و  تغییر محیط  آنها  است.  دستکه مهمترين  تنوع  دادن 

به میبنابراين  تغییرات  و  پويايی  اين  از دلیل  بايست 
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های تکاملی برگرفته از طبیعت استفاده شود. با توجه  روش

محیطچالشبه   در  مختلف  در  های  ضعف  و  پويا  های 

شده قبلی، ارايه الگوريتم کارا مبتنی بر چند کارهای انجام

جمعیت و حافظه که دارای قابلیت دافعه باشد، در مسائل  

استبهینه  اهمیت  پويا حايز  مقاله    ؛سازی  اين  در  بنابراين 

چند الگورريتم  اساس يک  بر  حافظه  بر  مبتنی  جمعیتی 

خوشه  کارسازو و  جايگزينی  در    سازوکاربندی  دافعه 

آمده  دستپیشنهاد شده است. با توجه به نتايج به  ها دسته 

برون  خطای  الگوريتم  از  به   CMPCSخطی،  نسبت 

سريعالگوريتم  و  است  داشته  بهتری  عملکرد  ديگر  تر های 

راهمی در  حلتواند  تغییر  مشاهده  از  پس  را  مناسب  های 

به روش    دستمحیط  در  وجود  به  CMPCSبیاورد.  دلیل 

زياد،   ذرات قله  تربیش  طورتقريبیبهتنوع  پوشش  مورد  ها 

بهقرار می نتايج  به  توجه  با  آمده در  دستگیرند. همچنین 

الگوريتم  فرکانس مختلف،  به    CMPCSهای  نسبت 

اسالگوريتم  داشته  بهتری  کارکرد  ديگر  با  های  حال  ت. 

نتايج   به  که  می  آمده دستبهتوجه  گرفت  نتیجه  توان 

محیط  CMPCSالگوريتم   بهینه در  دارای  های  سازی 

مناسب   فراوانی کرده    استعملکرد  آنها کمک  بهبود  به  و 

روش برای   توانندمی  پیشنهادی  هایاست.  آينده    در 

زمان   پويا  مسائل  از  بسیاری جمله  پويا،    کار  بندیاز 

همراه    تلفن   حسگر  هایشبکه  در   مسیريابی   سازیبهینه 

های حفظ تنوع توان از روشاستفاده شوند و همچنین می

 بینی در کارهای آينده بهره جست.و پیش
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الله   کرم  دکتر  و  رضايی  وحیده  سیده  دکتر  خانم  مشاوره 
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مدرک کارشناسی خود را   محسن مرادی

سال   مهندسی    1385در  رشته  در 

نرم گرايش  آزاد  کامپیوتر  دانشگاه  از  افزار 

ارشد  کارشناسی  مدرک  و  شیراز  اسلامی 

در رشته مهندسی    1388خود را در سال  

تحقیقات   علوم  آزاد  دانشگاه  از  افزار  نرم  گرايش  کامپیوتر 

سال   در  و  دکتر  1397خوزستان  در    ایمدرک  را  خود 

از  های نرمرشته مهندسی کامپیوتر گرايش سیستم افزاری 

ياسوج   اسلامی  آزاد  حوزه  دريافتدانشگاه  های  کرد. 

الگوريتم و  شبکه  ايشان  وی  تخصصی  است.  تکاملی  های 

از   بیش  و    چهل تاکنون  نشريات  در  علمی  مقاله 

اند و  معتبر داخلی و خارجی به چاپ رسانیده  هایکنفرانس

 اند. کتاب چاپ کردهچندين 

 نشانی رايانامه ايشان عبارت است از:
Mohsen2145@yahoo.com 

مدرک کارشناسی خود را    تیانصمد نجا

سال   برق    1382در  مهندسی  رشته  در 

دانشگاه   از  الکترونیک  و گرايش   سیستان 

و مدرک کارشناسی ارشد خود   بلوچستان

در رشته مهندسی برق    1386را در سال  

مدرک    1393و در سال    مشهدگرايش مخابرات از دانشگاه  

ی خود را در رشته مهندسی برق گرايش مخابرات از ادکتر

کرد.    دريافت   يو تی ام مالزی .کوواللمپور، مالزیدانشگاه  

هی عضو  و  دانشیار  تمامأ وی  علمی  برق  ت  گروه  وقت 

ياسوج   واحد  اسلامی  آزاد  سوابق  استدانشگاه  جمله  از   ،

آوری دانشگاه آزاد اسلامی واحد  فن  معاون پژوهش وايشان 

آزاد و    ياسوج دانشگاه  جوان  پژوهشگران  باشگاه  رئیس 

های تخصصی ايشان برق،  است. حوزه  می واحد ياسوجاسلا

  هفتاد مخابرات و هوش مصنوعی است. وی تاکنون بیش از  

کنفرانس و  نشريات  در  علمی  و  مقاله  داخلی  معتبر  های 

 خارجی به چاپ رسانیده است.

 نشانی رايانامه ايشان عبارت است از:
samad.nej.2007@gmail.com 

 

پروین خود   حمید  کارشناسی  مدرک 

سال   در  مهندسی    1385را  رشته  در 

نرم گرايش  دانشگاه  کامپیوتر  از  افزار 

شهید چمران اهواز و مدرک کارشناسی  

 1387ی خود را در سال  اارشد و دکتر

هوش    1392و   گرايش  کامپیوتر  مهندسی  رشته  در 

ايران   از دانشگاه علم و صنعت  کرد. وی    دريافتمصنوعی 

-مقاله علمی در نشريات و کنفرانس  يکصدتاکنون بیش از  

و   است  رسانیده  چاپ  به  خارجی  و  داخلی  معتبر  های 

 اند. چندين کتاب چاپ کرده

 رت است از:نشانی رايانامه ايشان عبا
parvin@iust.ac.ir 

 

فرد باقری  الله  کارشناسی    کرم  مدرک 

در رشته مهندسی    1384خود را در سال  

نرم گرايش  دانشگاه  کامپیوتر  از  افزار 

و  ارشد  کارشناسی  مدرک  و  اصفهان 

به ادکتر را  خود  سالی  در  های  ترتیب 

رشته    1395و    1387 در  اراک  و  آباد  نجف  دانشگاه  از 

افزار   نرم  گرايش  کامپیوتر  کردمهندسی  از  دريافت  وی   .

هی  1385سال   عضو  مهندسی  أ تاکنون  بخش  علمی  ت 

های  کامپیوتر دانشگاه آزاد اسلامی واحد ياسوج است. حوزه

داده ايشان  و ستخصصی  ماشین  يادگیری  ای  ههامانکاوی، 
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