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 چکیده 
ی ترکیبی از توابع  سازکمینه(، الگوریتمی مبتنی بر شیب تصادفی خطا است که هدف آن  LMMNمیانگین ترکیب نُرم )  کمینهالگوریتم  

ها و مزایای ( است. این الگوریتم بسیاری از ویژگیLMFمیانگین چهارم )  کمینه( و  LMSمیانگین مربعات )  کمینه  هایالگوریتم  ةهزین

از جهاتی ضعف  LMFو    LMSهای  الگوریتم و  برده است  ارث  به  با خود  برطرف کرده است.  را  را هم  الگوریتم  این دو    ن یتربزرگهای 

را محدود کرده است. ما  که کاربرد عملی آنطوریبینی رفتار آن است، بهفقدان یک مدل تحلیلی برای پیش   LMMNمشکل الگوریتم  

ها را  کنیم که قادر است رفتار میانگین مربعات خطا و میانگین خطای وزنحل این مشکل، مدلی تحلیلی را ارائه می  باهدفدر این مقاله  

 شود.های متعددی تأیید میشده از طریق آزمایشاستخراجبینی کند. دقت مدل با دقت بالایی پیش 
 

 ، مدل تحلیلی LMMNهای وفقی، الگوریتم کلیدی: الگوریتم  واژگان

 

An Analytical Model for Predicting the Convergence 

Behavior of the Least Mean Mixed-Norm 

 (LMMN) Algorithm 
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Abstract 
Stochastic gradient-based adaptation algorithms have received a great attention in various applications. 

The most well-known algorithm in this category is the Least Mean Squares (LMS) algorithm that tries 

to minimize the second-order criterion of mean squares of the error signal. On the other hand, it has 

been shown that higher-order adaptive filtering algorithms based on higher-order statistics can perform 

better in many applications, particularly in the presence of intense noises. However, these algorithms are 

more prone to instability and also their convergence rates decline in the vicinity of their optimum 

solutions. In attempt to make use of the useful aspects of these algorithms, it has been proposed to 

combine the second-order criterion with higher-order ones, e.g. that of the Least Mean Fourth (LMF) 

algorithm. The Least Mean Mixed-Norm (LMMN) algorithm is a stochastic gradient-based algorithm 

which aim is to minimize an affine combination of the cost functions of the LMS and LMF algorithms. 

This algorithm has inherited many properties and advantages of the LMS and the LMF algorithms and 

mitigated their weaknesses in some ways. These advantages are achieved at the cost of the additional 

computation burden of just one addition and four multiplications per iteration. The main issue of the 

LMMN algorithm is the lack of an analytical model for predicting its behaviour, the fact that has 

restricted its practical application. To address this issue, an analytical model is presented in the current 

paper that is able to predict the mean-square-error and the mean-weights-error behaviour with a high 

accuracy. This model is derived using the Isserlis’ theorem, based on two mild and practically valid 

assumptions; namely the input signal is stationary, zero-mean Gaussian and the measurement noise are 
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additive zero-mean with an even probability distribution function (pdf). The accuracy of the derived 

model is verified using several simulation tests. These results show that the model is of a high accuracy 

in various settings for the noise’s power level and distribution as well as the unknown filter 

characteristics. Furthermore, since the LMF and the LMS algorithms are special cases of the more 

general LMMN algorithm, the proposed model can also be used for predicting the behaviour of these 

algorithms. 

 

Keywords: Adaptive Algorithms, LMMN Algorithm, Analytical Model 
 

 مقدمه -1

های مبتنی بر شیب تصادفی، کاربردهای وسیعی  الگوریتم 

زمینه  کنترل،   ازجملههای مختلف  در  مهندسی  ارتباطات، 

.  [3-1]  مهندسی پزشکی و پردازش سیگنال عمومی دارند 

خطا،   تصادفی  شیب  بر  مبتنی  الگوریتم  مشهورترین 

( است که هدف  LMS)  1میانگین مربعات  کمینهالگوریتم  

. [4]  رساندن مقدار میانگین مربعات خطا استکمینه آن به  

پیشمدل برای  بسیاری  تحلیلی  این  های  رفتار  بینی 

ورودی با  الگوریتم تحت  کار  دارند که  های مختلف، وجود 

می تسهیل  را  الگوریتم  اثبات  این  دیگر  سوی  از  بخشند. 

الگوریتم که  است  شیب  شده  بر  مبتنی  تطبیقی  های 

گش اساس  بر  که  خطا  بالاتر  تصادفی  مراتب  تاورهای 

سیگنال خطا هستند، در برخی کاربردها عملکرد بهتری از 

ها  الگوریتم  دستنیازا.  [11-5]  دارند  LMSالگوریتم  

الگوریتم  می به  چهارم   کمینهتوان  و  LMF)  2میانگین   )

کشیدگی  کمینهالگوریتم   کرد.  LMK)  3میانگین  اشاره   )

الگوریتم این  رفتار  الگوریتم  تفاوت  با  ،  LMSها 

مرتب  طوراساسیبه توان  تأثیر  با  سیگنال    ةمرتبط  بر  بالا 

مبتنی بر گشتاور   ةکه شیب تابع هزینطوری خطا است؛ به

های خطا با قدر مطلق  بالای سیگنال خطا، به نمونه  ةمرتب

پدیده عواقب از واحد، بسیار پاسخگوتر است. این    تربزرگ

که فیلترهای مبتنی بر گشتاورهای  روشنی دارد، نخست آن

خطا،   سیگنال  بالاتر  ناپایدار می  سرعتبهمراتب  توانند 

مقدار کافی کوچک انتخاب   بهگام    ةکه اندازشوند؛ مگر این

الگوریتم این  برتری  این،  بر  علاوه  به شود.  محدود  ها 

در  نوفه و  است  بالا  توان  با  پایین  هانوفههایی  توان  با  ی 

از سوی دیگر  گرایی میدچار کاهش شدید نرخ هم شوند. 

و    LMF  ،LMKهای  در مقایسه با الگوریتم  LMSالگوریتم  

بالاتر خطا،    ةهای مبتنی بر شیب مرتبی الگوریتمطورکلبه

هایی با توان پایین از خود  فهعملکرد بسیار بهتری را در نو

می نمایش  گذشته،  به  این  از  هم  رغمبهگذارد.  گرایی  نرخ 

الگوریتم در  مرتبسریع  به    که یهنگامبالا،    ةهای  فیلتر 

ها  گرایی این الگوریتمشود، نرخ همحل بهینه نزدیک می راه

 

1 Least Mean Square 
2 Least Mean Fourth 
3 Least Mean Kurtosis 

می کنار[5]  یابد کاهش  برای  تلاشی  در  این  .  با  آمدن 

هزینمسائل،   توابع  که  است  شده  های  الگوریتم  ةپیشنهاد 

)  کمینه مربعات  و  LMSمیانگین  میانگین چهارم    کمینه( 

(LMFنتیج که  شوند  ترکیب  الگوریتم    ة(   کمینهآن 

نُرم  ترکیب  بودLMMN)  4میانگین  الگوریتم [12]  (   .

LMMN  الگوریتمویژگی مطلوب    LMFو    LMSهای  های 

از جهاتی معایب   و همچنین  است  برده  ارث  به  با خود  را 

الگوریتم   این  است.  کرده  برطرف  را  الگوریتم  دو  این 

را نسبت می تواند در برخی شرایط خاص، عملکرد بهتری 

الگوریتم  باشد  LMFو    LMSهای  به   ازنظر.  [6]  داشته 

الگوریتم   محاسباتی،  یک    LMMNپیچیدگی  دارای 

ع  چهار  و  جمع  الگوریتم  عملیات  از  بیشتر  ضرب  ملیات 

LMS    جدول پیچیدگی  مقایسه   ( 1)است.  بین  ای 

برحسب   LMMNو    LMF  ،LMSهای  محاسباتی الگوریتم

دهد.  تعداد عملیات ضرب و جمع در هر تکرار را نشان می 

 است.  FIRطول فیلتر وفقی   𝑁در این جدول،  
 

 های پیچیدگی محاسباتی الگوریتم (:1-جدول)

 LMS ، LMF   وLMMN 

(Table-1): Complexity of the LMS, LMF and 
 LMMN Algorithms 

تعداد عملیات 

 ضرب

تعداد عملیات 

 جمع
 الگوریتم

𝑁 + 2 𝑁 LMS 

𝑁 + 4 𝑁 LMF 

𝑁 + 6 𝑁 + 1 LMMN 

 

فقدان یک مدل    LMMNعیب الگوریتم    نیتربزرگ

پیش برای  بهتحلیلی  است  آن  رفتار  با  طوری بینی  کار  که 

رفتار حالت    [12]این الگوریتم بسیار محدود شده است. در  

دقیقی   عبارت  و  است  شده  بررسی  الگوریتم  این  ماندگار 

نادرست  دست آمده است. در مقاله جاری به  5برای تنظیم 

الگوریتم   برای  تحلیلی  که میارائه    LMMNمدلی  شود 

میانگین   رفتار  و  خطا  مربعات  میانگین  رفتار  است  قادر 

ماتریس همبستگی خطای وزنوزن  و همچنین  با  ها  را  ها 

 

4 Least-Mean Mixed-Norm 
5Misadjustment 
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بینی کند. برای به چالش کشیدن مدل،  دقت بالایی پیش

شدهآزمایش انجام  نشان    اند هایی  را  مدل  درستی  که 

آزمایشمی این  نودهند.  تحت  افزودفه ها  گاوسی،    ةهای 

یکب و  شدهاینری  انجام  صفر  میانگین  با  در  نواخت  اند. 

الگوریتم   بعد  مدل    LMMNبخش  و  است  شده  معرفی 

بینی رفتار آن در بخش سوم توسعه پیشنهادی برای پیش

می آزمایشداده  نتایج  هم  چهارم  بخش  در  های  شود. 

گزارش انجام پیشنهادی  مدل  دقت  بررسی  برای  شده 

بندی مقاله اختصاص داده  عشود. بخش آخر هم به جممی

 شده است. 
 

میانگین ترکیب نُرم   کمینهالگوریتم    -2

(LMMN) 

هزین از  به  LMMNالگوریتم    ةتابع  افاینی  ترکیبی  صورت 

تعریف   چهار  توان  به  خطا  میانگین  و  خطا  مربع  میانگین 

داشتن  می با  که  به  صورت به  𝒘(𝑛)شود  آمده  زیر  دست 

 است:

(1) 𝐽(𝑛) = 𝜆𝐸[𝑒2(𝑛)] + (1 − 𝜆)𝐸[𝑒4(𝑛)] 

رابط 𝒘(𝑛)  بالا  ةدر  = [𝑤1(𝑛), … , 𝑤𝑁(𝑛)]
𝑇   بردار

و    𝑛خطای تقریب در لحظه    𝑒(𝑛)ضرایب فیلتر تطبیقی و  

𝜆 ∈ است.    [0,1] ترکیب  گام    کهییازآنجاپارامتر  مقدار 

الگوریتم   برای  الگوریتم نسبتاً    LMSتطبیق  برای  بزرگ و 

LMF    پارامتر ترکیب انتخاب مناسب  بسیار کوچک است، 

𝜆انداز سازگاری  باعث  قسمت    𝜇گام    ة ،  دو  و    LMSبا 

LMF    الگوریتم تابع  می  LMMNدر  تقریب گرادیان  شود. 

 آید:می دستبه زیر  صورتبههزینه 

 (2 )  ∇̂𝐽(𝑛) = −2𝑒(𝑛)(𝜆 + 2(1 − 𝑛)𝑒2(𝑛))𝒙(𝑛)  

آن   در  𝒙(𝑛)که  = [𝑥(𝑛), 𝑥(𝑛 − 1), … , 𝑥(𝑛 − 𝑁 + 1)]𝑇 

داده رابطبردار  است.  ورودی  نو  ةی  برحسب    فه خطا 

𝑒(𝑛)صورت  به  𝑧(𝑛)گیری  اندازه = 𝑧(𝑛) − 𝒗𝑇(𝑛)𝒙(𝑛) 

میبه و  دست  𝒗(𝑛)آید  = 𝒘(𝑛) − 𝒘𝑜   خطای بردار 

معادلوزن  است.  وزن به  ةها  الگوریتم روزرسانی  برای  ها 

LMMN آید: دست میزیر به  صورتبه 

(3) 𝒘(𝑛 + 1) = 𝒘(𝑛) − 𝜇∇̂𝐽(𝑛) 

 LMMNتحلیل تصادفی الگوریتم  -3

شناسایی سیستم    ةلأ از مس  LMMNبرای بررسی الگوریتم  

می  (1)شکل   بردار  استفاده  𝒘0کنیم.  =

[𝑤1
0, 𝑤2

0, … , 𝑤𝑁
0]𝑇  نمونه راهشامل  است های  بهینه  حل 

باید   تطبیقی  فیلتر  راکه  کند.  آن  خروجی   𝑦(𝑛)  دنبال 

𝑒(𝑛)فیلتر تطبیقی و   = 𝑑(𝑛) − 𝑦(𝑛)   خطای تقریب در

(  3)  ةاز هر دو سمت رابط  𝒘𝑜با کم کردن  است.    𝑛لحظه  

 رسیم:ها میزیر برای خطای وزن  ةبه رابط

(4) 𝒗(𝑛 + 1) = 𝒗(𝑛) + 2𝜇{2(1 − 𝜆)[𝑒2(𝑛)]
+ 𝜆}𝑒(𝑛)𝒙(𝑛) 

 
  شناسایی سیستم اگرامیبلوک د (:1-شکل)

(Figure-1): System Identification Block Diagram 
 

های ورودی و  های مربوط به مدلفرض   -1-3

 فهنو

الگوریتم   تصادفی  تحلیل  نیاز    LMMNبرای  را  فرضیاتی 

سازی اند. نتایج شبیهداریم. این فرضیات در زیر آورده شده

 هستند.  قبولقابلها معقول و دهند که این فرضنشان می

ورودی   توزیع    𝑥(𝑛)الف(  و  صفر  میانگین  دارای  ایستا، 

𝜎𝑥گاوسی با واریانس  
 : شود. همچنینفرض می 2

𝐸[𝒙(𝑛)𝒙𝑇(𝑛)] = {
𝑹,    𝑛 = 𝑙
0,    𝑛 ≠ 𝑙

 

استقلال شناخته می  عنوانبهاین فرض   شود  فرض 

و اگر سیگنال ورودی از مدل خط تأخیر پیروی کند، این  

  استفاده از این فرض   وجودنیباارابطه چندان برقرار نیست.  

الگوریتم تحلیل  بهدر  است.  معمول  تطبیقی  بردن  کارهای 

هایی تحلیلی شده است که  این فرض منجر به ایجاد مدل

 در بسیاری از موارد، برای طراحی عملی دقت لازم را دارند. 

𝜎𝑧ایستا بوده و دارای میانگین صفر و واریانس    𝑧(𝑛)ب(  
2 

با   برابر  زوجی  احتمال  چگالی  تابع  و    𝑝𝑧(𝑧)و  است 

 مستقل است. 𝒙(𝑙)ها از 𝑛ها و  𝑙تمامی  ازایبه

به 𝑙ازای  ج(  ≤ 𝑛    بردارهای𝒙(𝑛)    و𝒗(𝑙)    فرض مستقل 

 دلیل فرض استقلال معتبر است. شوند. این فرض بهمی

 

 هارفتار میانگین وزن  -2-3

𝑲 = 𝐸[𝒗(𝑛)𝒗𝑇(𝑛)]    خطای همبستگی  ماتریس 

ها  ( بر روی ورودی4)  ةگیری از رابطهاست. با میانگینوزن 

بردار   بر  شده  𝓥که  فرض  مشروط  از  استفاده  با  و  اند 

میانگین سپس  و  عبارت  استقلال  سمت  دو  هر  از  گیری 

 رسیم:زیر می ةبه رابط 𝒗(𝑛)حاصله بر روی 

 𝑛 𝑛 𝑤𝑛  𝑦  𝑒 

𝒘   

 𝑑 𝑝   𝑒   𝑙 𝑒 

𝒘(𝑛)

𝒙(𝑛)

𝑧(𝑛)

𝑑(𝑛)

𝑦(𝑛)

𝑒(𝑛)
+

+

+ −
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(5) 

𝐸[𝒗(𝑛 + 1)] = 𝐸[𝒗(𝑛)]

+ 2𝜇{2(1

− 𝜆)[𝐸[𝑒3(𝑛)𝒙(𝑛)]]

+ 𝜆𝐸[𝑒(𝑛)𝒙(𝑛)]} 

 اکنون 

(6 ) 
𝐸[𝑒(𝑛)𝒙(𝑛)] = 𝐸{[𝑧(𝑛)

− 𝒙𝑇(𝑛)𝒗(𝑛)]𝒙(𝑛)}
= −𝑹𝐸[𝒗(𝑛)] 

عبارت   که    𝐸[𝑒3(𝑛)𝒙(𝑛)]ارزیابی  است  آن  نیازمند 

گشتاورهای مراتب بالاتر متغیرهای گاوسی را تعیین کنیم.  

 شود:زیر می ةمستقیم این پارامترها منجر به رابط ةمحاسب

(7) 

𝐸[𝑒3( )𝒙(𝑛)]
= 𝐸{−3𝑧2(𝑛)𝒙𝑇(𝑛)𝒗(𝑛)𝒙(𝑛)
+ [𝒗𝑇(𝑛)𝒙(𝑛)]3𝒙(𝑛)}
= −3𝜎𝑧

2𝑹𝐸[𝒗(𝑛)]
− 3𝐸{[𝒗𝑇(𝑛)𝒙(𝑛)]3𝒙(𝑛)} 

می فرض  ضرایب،  از  زیادی  تعداد  که  برای  کنیم 

𝒗𝑇(𝑛)𝒙(𝑛)    ،است صفر  میانگین  با  گاوسی  توزیع  دارای 

 که:طوری به
𝒗𝑇(𝑛)𝒙(𝑛)~𝒩(0, 𝜎2) 

قضی تصادفی  [5]  1ایسرلیس   ةاز  متغیرهای  برای   ،

 داریم:  4 و   3 ،  2 ،  1 گاوسی مشترک با میانگین صفر 

(8) 𝐸[ 1 2 3 4] = ∑∏𝐸[ 𝑖 𝑗] 

حالتبه تمامی  انتخاب  ازای  مختلف  ،  𝑗و     های 

رابطه  8)  ةرابط این  در  است.  برقرار   ) 1 =  2 =  3 =

𝒗𝑇(𝑛)𝒙(𝑛)    4 و = 𝑥(𝑛 − به(  = ازای  ،  0,… ,𝑁 −

می  1 محاسبانتخاب  صورت  این  در  با   ةشوند.  مستقیم 

از فرضیات آماری بخش   رابط  3-1استفاده  به  زیر   ةمنجر 

 شود: می
 

(9) 
𝐸[𝑒3(𝑛)𝒙(𝑛)] = 3𝐸[𝑒2(𝑛)]𝐸[𝑒(𝑛)𝒙(𝑛)]

= −3{𝜎𝑧
2

+   [𝑹𝑲(𝑛)]}𝑹𝐸[𝒗(𝑛)] 
 

( روابط  دادن  قرار  )6با  و  رابط9(  در  رابط5)  ة(  به  زیر   ة( 

 رسیم: می

(10) 

𝐸[𝒗(𝑛 + 1)] = 𝐸[𝒗(𝑛)]

− 2𝜇{6(1 − 𝜆)[𝜎𝑧
2

+   [𝑹𝑲(𝑛)]]

+ 𝜆}𝑹𝐸[𝒗(𝑛)] 
 

پیش برای  مدلی  است  ماتریس  لازم  رفتار  بینی 

وزن  خطای  یعنی  همبستگی  تا    دستبه  ،𝑲(𝑛)ها،  آوریم 

مربعات   میانگین  عملکرد  و  کرده  کامل  را  تحلیلی  مدل 

را بررسی نماییم. این تحلیل در    LMMNخطا در الگوریتم  

 بخش بعد ارائه خواهد شد. 
 

1Isserlis' Theorem 

 تحلیل گشتاور دوم   -3-3

رابط ضرب  ترانهاده4)  ةبا  در  میانگین(  و  از اش  گیری 

 رسیم: زیر می ة، به رابطضربحاصل

(11) 

𝑲(𝑛 + 1)
= 𝑲(𝑛)
+ 2𝜇𝐸{[2(1 − 𝜆)𝑒2(𝑛) + 𝜆]
× 𝑒(𝑛)[𝒙(𝑛)𝒗𝑇(𝑛) + 𝒗(𝑛)𝒙𝑇(𝑛)]}
+ 4𝜇2𝐸{[2(1 − 𝜆)𝑒2(𝑛)
+ 𝜆]2𝑒2(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)} 

 

( 11)  ةدر سمت راست رابط را    𝜇شده در  های ضربعبارت

نشده  نیازاشیپ که   به می،  اندارزیابی  میانگین توان  صورت 

 خواهیم داشت: جهیدرنتآورد.  به دستبازگشتی 
 

(12) 

𝐸{[2(1 − 𝜆)𝑒2(𝑛) + 𝜆]𝑒(𝑛)𝒙(𝑛)𝒗𝑇(𝑛)}

= −{6(1 − 𝜆)[𝜎𝑧
2

+   [𝑹𝑲(𝑛)]]

+ 𝜆}𝑹𝑲(𝑛) 

 و

(13) 

𝐸{[2(1 − 𝜆)𝑒2(𝑛) + 𝜆]𝑒(𝑛)𝒗(𝑛)𝒙𝑇(𝑛)}

= −{6(1 − 𝜆)[𝜎𝑧
2

+   [𝑹𝑲(𝑛)]]

+ 𝜆}𝑲(𝑛)𝑹 
 

ضرب  در  عبارت  رابط  𝜇2شده  راست  سمت  را 11)  ةدر   )

 صورت زیر بازنویسی کرد:توان بهمی

(14) 

𝐸{[2(1 − 𝜆)𝑒2(𝑛)
+ 𝜆]2𝑒2(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)}
= 𝐸{4(1 − 𝜆)2𝑒6(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)
+ 4𝜆(1 − 𝜆)𝑒4(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)
+ 𝜆2𝑒2(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)} 

 

باقی رابط  ةماندعبارات  در  فرم  14)  ةموجود  به   )

𝐸[𝑒2𝑞(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]  ازای  به𝑞 = 1, 2, هستند.    3

عبارت   که  است  به  𝑒2𝑞(𝑛)سودمند  ی ادوجمله صورت  را 

حاصله    گسترش گاوسی  گشتاورهای  از  بتوانیم  تا  دهیم 

نو توزیع  هر  باشید   ایفه برای  داشته  توجه  کنیم.  استفاده 

𝑒(𝑛)که   = 𝑧(𝑛) − 𝒗𝑇(𝑛)𝒙(𝑛)    بر با    𝒗(𝑛)مشروط 

متغیر   برابر    علاوهبهافزوده    نوفهمجموع  گاوسی  متغیر 

دهید   اجازه  = است.  𝒗𝑇(𝑛)𝒙(𝑛)   برای بنابراین  باشد، 

𝑞 =  داریم:  1
 

(15) 

𝐸[𝑒2(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]
= 𝐸{[𝑧2(𝑛) − 2𝑧(𝑛) 
+  2]𝒙(𝑛)𝒙𝑇(𝑛)}
= 𝜎𝑧

2𝑹
+ 𝐸[ 2𝒙(𝑛)𝒙𝑇(𝑛)] 

 

رابط راست  سمت  دوم  عبارت  بر  15)  ةاکنون  را   )𝒗(𝑛) 

کرده   قضیمشروط  از  ارزیابی   ةو  برای  ایسرلیس 

زیر حاصل  ةکنیم، که نتیجگشتاورهای گاوسی استفاده می

 شود: می
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(16) 
𝐸[ 2𝒙(𝑛)𝒙𝑇(𝑛)|𝒗(𝑛)]
= 𝐸[ 2|𝒗(𝑛)]𝑹
+ 2𝐸[ 𝒙(𝑛)|𝒗(𝑛)]𝐸[ 𝒙𝑇(𝑛)|𝒗(𝑛)] 

 

 :بنابراین

(17) 
𝐸[ 2|𝒗(𝑛)]
= 𝐸[𝒗𝑇(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)𝒗(𝑛)|𝒗(𝑛)]
= 𝒗𝑇(𝑛)𝑹𝒗(𝑛) 

 و

(18) 𝐸[ 𝒙(𝑛)|𝒗(𝑛)]𝐸[ 𝒙𝑇(𝑛)|𝒗(𝑛)]
= 𝑹𝒗(𝑛)𝒗𝑇(𝑛)𝑹 

 

میانگین )با  روابط  از  )17گیری  و  روی  18(  بر   )𝒗(𝑛)    و

آن  دادنقرار  رابطنتیجه  در  رابط15)  ةها  به  زیر    ة( 

 رسیم: می

(19) 
𝐸[𝑒2(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]

= {𝜎𝑧
2 +   [𝑹𝑲(𝑛)]}𝑹

+ 2𝑹𝑲(𝑛)𝑹 

 

𝑞اکنون حالت  =  را در نظر بگیرید:  2
 

(20) 

𝐸[𝑒4(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]
= 𝐸{[𝑧4(𝑛)
+ 6𝑧2(𝑛) 2

+  4]𝒙(𝑛)𝒙𝑇(𝑛)} 
 

 

رابط ویژگیبالا  ةدر  دلیل  به  فرض،  نوهای  برای   فهشده 

به توان اعداد فرد برابر با    𝑧(𝑛)، امید ریاضی  𝑧(𝑛)  افزوده

 شود. اکنون:صفر می

(21) 𝐸[𝑧4(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)] = 𝐸[𝑧4(𝑛)]𝑹 

 و

(22) 
6𝐸[𝑧2(𝑛) 2𝒙(𝑛)𝒙𝑇(𝑛)]
= 6𝐸[𝑧2(𝑛)]𝐸[ 2𝒙(𝑛)𝒙𝑇(𝑛)]
= 6𝜎𝑧

2{  [𝑹𝑲(𝑛)]𝑹 + 2𝑹𝑲(𝑛)𝑹} 

𝜎𝑧دادن  توان با قرار ( را می22)  ةآخرین عبارت رابط
2 = 0 

رابط موجود   دستبه(  19)  ةدر  ریاضی  امید  آخرین  آورد. 

  صورت به ایسرلیس    ةتوان توسط قضی( را می20)  ةدر رابط

 آورد: دستبهزیر 

(23) 

𝐸[ 4𝒙(𝑛)𝒙𝑇(𝑛)|𝒗(𝑛)]
= 3𝐸2[ 2|𝒗(𝑛)]𝑹 + 

12𝐸[ 2|𝒗(𝑛)]𝐸[ 𝒙(𝑛)|𝒗(𝑛)]
× 𝐸[ 𝒙𝑇(𝑛)|𝒗(𝑛)] 

 

کوچک   بسیار  مقادیر  تغییرات  𝜇برای   ،𝒗(𝑛)𝒗𝑇(𝑛)   را

که  می کرد  فرض  و  گرفت  نادیده  𝒗(𝑛)𝒗𝑇(𝑛)توان  ≈

𝑲(𝑛)  رابط تقریب،  این  از  استفاده  با  به   ةاست.  دست  زیر 

 آید: می

(24) 

𝐸[𝑒4(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]
= 𝐸[𝑧4(𝑛)]𝑹
+ 6𝜎𝑧

2{  [𝑹𝑲(𝑛)]𝑹 + 2𝑹𝑲(𝑛)𝑹}
+ 3  2[𝑹𝑲(𝑛)]𝑹
+ 12  [𝑹𝑲(𝑛)]𝑹𝑲(𝑛)𝑹 

 

 

نو24)  ةرابط هر  برای  زوج   ایفه (  احتمال  چگالی  تابع  با 

𝑝𝑧[𝑧(𝑛)]  نو بالاتر  باید    فهبرقرار است. گشتاورهای مراتب 

توزیع  به شوند  نوفهازای  ارزیابی  حالت  تیدرنها؛  خاص   ،

𝑞 = می  3 نظر  در  با  را  با    𝑒6(𝑛)  دادنگسترشگیریم. 

به   = و    𝑧(𝑛)توجه  𝒗𝑇(𝑛)𝒙(𝑛)    حذف از  )پس 

 آید: دست میزیر به ة(، رابط𝑧(𝑛)گشتاورهای فرد  
 

(25) 

𝐸[𝑒6(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]
= 𝐸{[𝑧6(𝑛) + 15𝑧4(𝑛) 2 + 15𝑧2(𝑛) 4

+  6]𝒙(𝑛)𝒙𝑇(𝑛)}
= 𝐸[𝑧6(𝑛)]𝑹
+ 15𝐸[𝑧4(𝑛)]𝐸[ 2𝒙(𝑛)𝒙𝑇(𝑛)]
+ 15[𝑧2(𝑛)]𝐸[ 4𝒙(𝑛)𝒙𝑇(𝑛)]
+ 𝐸[ 6𝒙(𝑛)𝒙𝑇(𝑛)] 

 

 

رابط   رازیغ به در  آخر،  ریاضی    بالا  ةعبارت  امیدهای  تمامی 

شده ارزیابی  مشروطقبلاً  با  رابط اند.  آخر  عبارت   ة کردن 

 تحلیل خواهیم داشت: ةو ادام 𝒗(𝑛)( بر  25)
 

(26) 

𝐸[ 6𝒙(𝑛)𝒙𝑇(𝑛)|𝒗(𝑛)]
= 𝐸[ 6|𝒗(𝑛)]𝑹
+ 30𝐸[ 4|𝒗(𝑛)]𝐸[ 𝒙(𝑛)|𝒗(𝑛)]
× 𝐸[ 𝒙𝑇(𝑛)|𝒗(𝑛)]
= 15𝐸3[ 2|𝒗(𝑛)]𝑹
+ 90𝐸2[ 2|𝒗(𝑛)]𝐸[ 𝒙(𝑛)|𝒗(𝑛)]
× 𝐸[ 𝒙𝑇(𝑛)|𝒗(𝑛)] 

 

 

توان با همان استدلال  ( را می26)  ةعبارات موجود در رابط

حالت   برای  رفته  کار  qبه  = از   2 استفاده  با  کرد.  تعیین 

 آید: می دستبهزیر  ة(، رابط25) ةموجود در رابط ةنتیج
 

(27) 

𝐸[𝑒6(𝑛)𝒙(𝑛)𝒙𝑇(𝑛)]
= 𝐸[𝑧6(𝑛)]𝑹
+ 15𝐸[𝑧4(𝑛)]{  [𝑹𝑲(𝑛)]𝑹
+ 2𝑹𝑲(𝑛)𝑹}
+ 15𝜎𝑧

2{3  2[𝑹𝑲(𝑛)]𝑹
+ 12  [𝑹𝑲(𝑛)]𝑹𝑲(𝑛)𝑹}
+ 15  3[𝑹𝑲(𝑛)]𝑹
+ 90  2[𝑹𝑲(𝑛)]𝑹𝑲(𝑛)𝑹 

 

 

عبارت27)  ةرابط از  یکی  رابطه (  در  موجود  )های  ( 14ی 

قرار  تیدرنها  است. )با  روابط  )14دادن  تا  رابطه 27(  در   )

رفتار ماتریس همبستگی  بینی  ( به مدل زیر برای پیش11)

 رسیم:ها میخطای وزن
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(28) 

𝑲(𝑛 + 1)

= 𝑲(𝑛)

− 2𝜇(6(1 − 𝜆)[𝜎𝑧
2 +   [𝑹𝑲(𝑛)]]

+ 𝜆)(𝑹𝑲(𝑛) + 𝑲(𝑛)𝑹)

+ 4𝜇2{4(1 − 𝜆)2{𝐸[𝑧6(𝑛)]𝑹

+ 15𝐸[𝑧4(𝑛)]{  [𝑹𝑲(𝑛)]𝑹

+ 2𝑹𝑲(𝑛)𝑹}

+ 15𝜎𝑧
2{3  2[𝑹𝑲(𝑛)]𝑹

+ 12  [𝑹𝑲(𝑛)]𝑹𝑲(𝑛)𝑹}

+ 15  3[𝑹𝑲(𝑛)]𝑹

+ 90  2[𝑹𝑲(𝑛)]𝑹𝑲(𝑛)𝑹}

+ 4𝜆(1 − 𝜆){𝐸[𝑧4(𝑛)]𝑹

+ 6𝜎𝑧
2{  [𝑹𝑲(𝑛)]𝑹 + 2𝑹𝑲(𝑛)𝑹}

+ 3  2[𝑹𝑲(𝑛)]𝑹

+ 12  [𝑹𝑲(𝑛)]𝑹𝑲(𝑛)𝑹}

+ 𝜆2{(𝜎𝑧
2 +   [𝑹𝑲(𝑛)])𝑹 + 2𝑹𝑲(𝑛)𝑹}} 

 

ی با تابع چگالی  انوفهتوان با هر  ( را می28)  ةرابط

بالاتر   مراتب  گشتاورهای  برد.  کار  به  زوج  احتمال 

𝐸[𝑧4(𝑛)]    و𝐸[𝑧6(𝑛)]  به توزیع  باید  هر   نوفه ازای 

𝐸[𝑧4(𝑛)]گاوسی    نوفهمحاسبه شوند. برای مثال برای   =

3𝜎𝑧
𝐸[𝑧6(𝑛)]و    4 = 15𝜎𝑧

نو  6 برای    دودویی   فههستند؛ 

𝐸[𝑧4(𝑛)] = 𝜎𝑧
𝐸[𝑧6(𝑛)]و    4 = 𝜎𝑧

برای  6 و   نوفه، 

𝐸[𝑧4(𝑛)]یکنواخت   =
9

5
𝜎𝑧
𝐸[𝑧6(𝑛)]و    4 =

27

7
𝜎𝑧
6 

رابط[5]هستند   همچنین  الگوریتم  MSE  ة.  های  برای 

تصادفی   بر شیب  می  صورتبهمبتنی  تعیین    [2]شود  زیر 

 نیز چنین است: LMMNکه برای الگوریتم 

(29) 𝜉(𝑛) = 𝐸[𝑒2(𝑛)] = 𝜎𝑧
2 +   [𝑹𝑲(𝑛)] 

(،  29از روابط )  LMMNمدل تحلیلی برای رفتار الگوریتم  

 ( تشکیل شده است. 10( و )28)
 

استخراج  -4 مدل  دقت  با بررسی  شده 

 کارلو سازی مونتشبیه

ارائهدر این بخش آزمایش شده  هایی بر روی مدل تحلیلی 

الگوریتم   مس  LMMNبرای  سیستم   ةلأ تحت  شناسایی 

شده  (1)شکل   آزمایشانجام  این  از  برخی  در  ها  اند. 

و   است  همبسته  ورودی  مدل    وسیلهبهسیگنال  یک 

𝑥(𝑛) خودکاهنده   =  𝑥(𝑛 − 1) + 𝑦(𝑛)  شود.  تولید می

𝜎𝑦واریانس  
2 = 𝐸[𝑦2]  به  اگونهبه که  است  شده  تعیین  ی 

ضرب توان  پاسخ  یابیم.  دست  مطلوب  سیستم   ةورودی 

 زیر است:  صورتبهناشناس 
𝒘0 = [0.0610,0.1832,0.3054,0.4276,0.6108, 

0.4276,0.3054,0.1832,0.0610]𝑇 
 

𝒘0𝑇𝒘0که  طوری به = این   1 از  هدف  باشد. 

ها، ارزیابی صحت و دقت مدل تئوری است. در این آزمایش

و همچنین   (MSE)ها رفتار میانگین مربعات خطا  آزمایش

ازای بهها  اند. این آزمایشها بررسی شدهرفتار میانگین وزن

 𝑁𝑅  و انجام شدهدسی  60های صفر  بررسی  اند.  بل  برای 

پارامترهای  دقیق مدل،  𝜎𝑧تر 
2  ،   ،𝜇    و𝜆   داده تغییر 

نوشده برای  یکنواخت  و  باینری  گاوسی،  توزیع  سه   فهاند. 

آزمایشاندازه انجام  در  نظر گرفته شدهگیری  است،   ها در 

همطوری به تابع  نوفهاین    ةکه  و  صفر  میانگین  دارای  ها 

 چگالی احتمال زوج هستند. 

ازای بهی را  سازه یشب ای از نتایج  مجموعه  (2)شکل  

دهد.  با توزیع گاوسی و میانگین صفر نشان می  افزوده  فهنو

هر آزمایش به ازای پارامترهای مختلف انجام پذیرفته است 

است.   شده  آورده  شکل  هر  زیر  در  پارامترها  این  که 

های ناصاف  چین از مدل تحلیلی و منحنیهای خطمنحنی

مشاهده    وضوحبهاند.  آمده  دستبهسازی  و پیوسته از شبیه 

مدل  می که  الگوریتم  دستبهشود  برای  ،  LMMNآمده 

کند. شکل  بینی میرفتار این الگوریتم را پیش  دقیقطور به

وزن  (3) میانگین  الگوریتم  رفتار   ازای بهرا    LMMNهای 

می  ةافزود  فهنو نشان  آزمایش  دهد، گاوسی  نیز  این  ها 

به مدل  بالای  دقت  از  گاوسی    ة افزود  نوفهازای  حاکی 

آزمایش ازای  هستند.  به  نیز  مشابهی  افزودنوفههای   ةهای 

پذیرفته  انجام  باینری  و  در  یکنواخت  آن  نتایج  که  اند 

ترتیب به  (5و    4)های  اند. شکلآمده  (7الی    4)  یهاشکل

خرفتار   مربعات  وزنمیانگین  میانگین  رفتار  و  را  طا  ها 

می  ةافزود  فهنو  ازایبه نشان  همچنین یکنواخت  دهند. 

ترتیب رفتار میانگین مربعات خطا و  به  ( 7و    6) های  شکل

میانگین وزن بهرفتار  را  نشان    دودویی   ة افزود  نوفهازای  ها 

این شکل  طورهماندهند.  می از  است، که  نیز مشخص  ها 

و    کارآمد، مدلی  LMMNشده برای الگوریتم ستخراج مدل ا

 دقیق است.
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𝜎𝑧)الف(  

2 = 1 ، = 0 ،𝜇 = 10−4  ،λ = 𝜎𝑧 )ب( 0.9
2 = 10−6 ، = 0  ،𝜇 = 2 × 10−3 ،λ = 0.6 

  

𝜎𝑧  )ج(
2 = 1  ، = 0.5 ،𝜇 = 2 × 10−5 ،λ = 𝜎𝑧 )د( 0.2

2 = 10−6 ، = 0.5  ،𝜇 = 3 × 10−3 ،λ = 0.74 

 گاوسی ةافزود فهازای نوبه MSEهای منحنی (:2-شکل)

(Figure-2): MSE curves for additive Gaussian noise 

  

𝜎𝑧)الف(  
2 = 1 ، = 0 ،𝜇 = 3 × 10−3  ،λ = 𝜎𝑧 )ب( 0.93

2 = 10−6 ، = 0  ،𝜇 = 7 × 10−3 ،λ = 0.97 

  
𝜎𝑧  )ج(

2 = 1  ، = 0.5 ،𝜇 = 7 × 10−4 ،λ = 𝜎𝑧 )د( 0.83
2 = 10−6 ، = 0.5  ،𝜇 = 1.5 × 10−3 ،λ = 0.7 

 گاوسی ةافزود فهازای نوبه 𝐸[𝑤6(𝑛)]و   𝐸[𝑤2(𝑛)]های دومین و ششمین ضریب فیلتر تطبیقی، یعنی  رفتار میانگین وزن(: 3-شکل)

(Figure-3): Mean behavior of the 2nd and the 6th coefficients of the adaptive filter, i.e. 𝑬[𝒘𝟐(𝒏)] and 𝑬[𝒘𝟔(𝒏)], for additive 

Gaussian noise 
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𝜎𝑧)الف(  

2 = 1 ، = 0 ،𝜇 = 10−4  ،λ = 𝜎𝑧 )ب( 0.2
2 = 10−6 ، = 0  ،𝜇 = 2 × 10−3 ،λ = 0.75 

  

𝜎𝑧  )ج(
2 = 1  ، = 0.5 ،𝜇 = 9 × 10−5 ،λ = 𝜎𝑧 )د( 0.94

2 = 10−6 ، = 0.5  ،𝜇 = 3 × 10−3 ،λ = 0.98 

 یکنواخت  ةافزود فهازای نوبه MSEهای منحنی (:4-شکل)

(Figure-4): MSE curves for additive uniform noise 
 

  

𝜎𝑧)الف(  
2 = 1 ، = 0 ،𝜇 = 5 × 10−4  ،λ = 𝜎𝑧 )ب( 0.4

2 = 10−6 ، = 0  ،𝜇 = 9 × 10−3 ،λ = 0.99 

  

𝜎𝑧  )ج(
2 = 1  ، = 0.5 ،𝜇 = 8 × 10−4 ،λ = 𝜎𝑧 )د( 0.5

2 = 10−6 ، = 0.5  ،𝜇 = 10−3 ،λ = 0.76 

  𝑬[𝒘𝟔(𝒏)]و   𝑬[𝒘𝟐(𝒏)]های دومین و ششمین ضریب فیلتر تطبیقی، یعنی  رفتار میانگین وزن (:5-شکل)

 یکنواخت  ةافزود فهازای نوبه

(Figure-5): Mean behavior of the 2nd and the 6th coefficients of the adaptive filter, i.e. 𝑬[𝒘𝟐(𝒏)] and 𝑬[𝒘𝟔(𝒏)],  
for additive uniform noise 
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𝜎𝑧)الف(  

2 = 1 ، = 0 ،𝜇 = 5 × 10−4  ،λ = 𝜎𝑧 )ب( 0.3
2 = 10−6 ، = 0  ،𝜇 = 2 × 10−3 ،λ = 0.6 

  

𝜎𝑧  )ج(
2 = 1  ، = 0.5 ،𝜇 = 9 × 10−4 ،λ = 𝜎𝑧 )د( 0.9

2 = 10−6 ، = 0.5  ،𝜇 = 9 × 10−4 ،λ = 0.66 

 دودویی  ةافزود فهازای نوبه MSE هایمنحنی(: 6-شکل)
(Figure-6): MSE curves for additive binary noise 

  

𝜎𝑧)الف(  
2 = 1 ، = 0 ،𝜇 = 10−4  ،λ = 𝜎𝑧 )ب( 0.4

2 = 10−6 ، = 0  ،𝜇 = 6 × 10−4 ،λ = 0.92 

  

𝜎𝑧  )ج(
2 = 1  ، = 0.5 ،𝜇 = 2 × 10−3 ،λ = 𝜎𝑧 )د( 0.45

2 = 10−6 ، = 0.5  ،𝜇 = 7 × 10−3 ،λ = 0.89 

  𝐸[𝑤6(𝑛)]و   𝐸[𝑤2(𝑛)]های دومین و ششمین ضریب فیلتر تطبیقی، یعنی  رفتار میانگین وزن (:7-شکل)

 یکنواخت  ةافزود فهازای نوبه

(Figure-7): Mean behavior of the 2nd and the 6th coefficients of the adaptive filter, i.e. 𝑬[𝒘𝟐(𝒏)] and 𝑬[𝒘𝟔(𝒏)],  
for additive binary noise 
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   بندیجمع  -5

فرضیاتی معمول، مدلی برای الگوریتم   ةدر این مقاله بر پای

LMMN    استخراج شد. این مدل قادر است رفتار میانگین

رفتار   و  خطا  بالایی  وزن   نیانگیممربعات  دقت  با  را  ها 

آزمایشکند   ینیبشیپ  انجام.  مقاله،  های  این  در  شده 

بودند.  بر  علاوه مدل  بالای  دقت  از  حاکی  فرضیات،  اعتبار 

شده در این مقاله، نتایج تنها  است که نتایج گزارش   گفتنی

دقت مدل    درواقعشده است.    های انجام بخشی از آزمایش

سطوح ازابهپیشنهادی   در  و  پارامترها  مختلف  مقادیر  ی 

نو ناشناخته   فهمختلف  فیلتر  تعدادی  از  استفاده  با  نیز  و 

طول با  که  دیگر  گرفت  قرار  آزمایش  مورد  مختلف  های 

بیاننتایج ح همه اصل  در  پیشنهادی  مدل  بالای  دقت  گر 

دادن پارامتر با صفر قرار  ازآنجاکه این شرایط بود. همچنین  

الگوریتم   الگوریتم    LMMNترکیب،  تبدیل    LMFبه 

می  ،شودمی مدل  بنابراین  از  برای  دستبهتوان  آمده 

LMMN  برای الگوریتمLMF  .نیز استفاده کرد 
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